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1. Policy formulation: where knowledge meets power
in the policy process
Michael Howlett and Ishani Mukherjee

INTRODUCTION: DEFINING POLICY FORMULATION

Public policies emanate from societies’ efforts to affect changes in their own institutional
or public behaviour in order to achieve some end goal key policy actors consider to be
important. Such policies are determined by governments but involve other actors and
institutions — private, commercial, family and others — in often complex governance and
governing arrangements and relationships (Howlett & Ramesh, 2016).

Policy formulation is part of the process of developing public policies and involves
governments and other policy actors asking and answering questions about how societies
can deal with various kinds of problems and conditions affecting citizens and organiza-
tions in the pursuit of their goals. These questions vary in range and scope, but address-
ing them typically involves deliberations among a wide range of actors about what kinds
of activities governments can undertake, and what kinds of policy instruments or levers
they can employ, in crafting solutions for the public and private dilemmas they identify,
or consider to be, policy problems. Some problems may defy solution, such as poverty or
homelessness in many countries and jurisdictions, and others may be more easily resolv-
able. But whatever solutions emerge from formulation activity are the basis of what, once
adopted, becomes a public policy.

The exercise of matching policy goals and means is thus central to the tasks and
activities of policy formulation. This is not a neutral or ‘objective’ or technical process,
of course, although it may sometimes be viewed in this way. As one of the earliest pro-
ponents of the policy sciences, Harold Lasswell, stated in 1936, it is a political activity
thoroughly immersed and grounded in questions about ‘who gets what, when and how’
in society (Lasswell, 1936).

In this light, the formulation of policies, or the matching, and often mis-matching,
of goals and means, or policy aims and instruments, occurs through the interplay of
knowledge-based analytics of problems and solutions with power-based political consid-
erations. It emerges through the interaction of technical analyses of goals and instruments
and the political assessment of the costs and benefits to particular actors, the partisan
and electoral concerns of governments, and the realm of ideas and beliefs held by political
actors as governments attempt to articulate feasible policy options capable of resolving
problems and meeting social goals with at least a modicum of social and political support.

That is, all of this activity occurs within the context of the need to meet and placate
the diverse interests of the public, social actors and their administrations. As a result,
this process often ends in complex assemblages or mixes of policy aims and policy tools
that are somewhat unique to each jurisdiction and may or may not embody much in the
way of ‘technical’ merit (Howlett & Cashore, 2009). However, in this formulation process
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and in the subsequent implementation or evaluation of policies, governments can and do
learn from their own and others’ experiences and can often improve their performance to
more effectively attain their aims and goals. Such trial and error, as well as the ability of
governments and formulators to learn directly or indirectly from other governments and
societies’ experiences, allows them to engage in emulation and other forms of interaction
that can serve to reduce the differences found between jurisdictions and can lead to large
similarities in policy design and content among even the most diverse societies (Bennett,
1991; Bennett & Howlett, 1992).

POLICY FORMULATION AS A (SUB-)PROCESS OF
POLICY-MAKING

In general, ‘policy formulation’, or the activity of finding, devising and defining problem
solutions, takes place once a public problem has been recognized as warranting govern-
ment attention. Formulation thus follows an initial ‘agenda-setting’ stage of policy-
making and entails the various processes of generating options about what to do about an
identified and prioritized problem. During this period of policy-making, policy options
that might help resolve issues and problems recognized at the agenda-setting stage are
identified, refined and formalized. Formulation activities are thus distinct from other
aspects of policy-making that involve authoritative government decision-makers choos-
ing a particular course of action, or the actual implementation of the policy on the ground
(Schmidt, 2008).

This provision of solutions to problems is a complex matter and in practice the
development of options and alternatives to specific kinds of problems facing societies
and governments in think tanks, research institutes and other venues often precedes
the articulation of problems by a particular government. Hence, governments often
find themselves in the position of being either leaders or laggards in recognizing and
addressing problems and discussing or implementing possible solutions (Gunningham
et al., 1998). While there are some advantages to being leaders, there is a greater risk
of failure with innovating problem definitions and solutions. Laggards can benefit
from both the positive and negative experiences of leaders and often can inherit an
already well-discussed and elaborated set of policy solutions when they do eventually
turn to address a particular problem already dealt with in other jurisdictions (Béland
& Howlett, 2016). Thus, a major component of the policy formulation activity under-
taken by governments is the monitoring of events in other jurisdictions, and even other
branches of the same government, to see how various efforts and tools aimed at provid-
ing solutions to problems have fared.

POLICY FORMULATION AS A FIELD OF POLICY STUDY

Policy scholars have always been interested in how policy instruments fare and how suc-
cessful a government has been in their creation and deployment, but the literature on
policy formulation has thus far remained quite rudimentary and fragmented (Sidney,
2007).
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The study of policy tools and their design has been one major venue for building
knowledge about policy formulation (Salamon, 1989, 2002). Policy instrument studies
have over the last several decades been concerned with what Cochran and Malone (1999)
deem to be the substantive ‘what’ questions of policy-making. That is, “‘What is the
plan for dealing with the problem? What are the goals and priorities? What options are
available to achieve those goals? What are the costs and benefits of each of the options?
What externalities, positive or negative, are associated with each alternative?” (Cochran &
Malone, 1999, p.46). In parallel with this effort, the study of policy design has also dealt
with the ‘how’, or the procedural and process-oriented questions about how best to for-
mulate policy solutions and how such solutions have evolved over time and spread over
space (Considine, 2012; Howlett, 2000; Linder & Peters, 1990; Schneider & Ingram, 1997).
Much useful knowledge about processes and designs has emerged from these studies
(Howlett et al., 2015).

Key questions regarding the different actors involved in the process of policy formula-
tion and the capacity and extent of their involvement, on the other hand, until recently
have remained relatively less well explored and their findings more poorly integrated
(Howlett & Lejano, 2013). This Handbook makes a novel contribution in exploring both
the existing strong and weakly addressed subjects of policy formulation by examining the
analytics as well as the politics entailed in these processes, and by bringing together for
the first time a wide range of research findings on the subject.

ORGANIZATION OF THE HANDBOOK

Using the various questions about policy formulation posed above as a guide, this
Handbook unites scholarship on policy tools and design with that examining policy
actors and the roles they play, why and with what effect, in the formulation process.

The contributions in Part I situate policy formulation in the greater policy process
in order to set the context for the remaining chapters and parts. Part II then deals with
the ‘what’ and ‘how’ components of formulation, detailing the substantive and process-
oriented considerations concerning what goals are defined during formulation and how
policy artefacts — such as policy instruments and their combinations in policy mixes and
programmes — are created to address them. Part I1I continues the focus on the ‘how’ ques-
tions and picks up on the operational facets of formulation and its modes of analyses,
including chapters on the participation of non-state actors in policy creation. This focus
on the agency or ‘who’ of policy formulation is further developed in Part I'V, where several
chapters discuss the various actors who supply information, knowledge, policy advice and
enterprise during the formation of policy. The contributions in Part V then look more
closely at the role that experts of different kinds play in defining policy problems through
their collective activities as epistemic actors who, among other things, influence how
policy targets are defined and considered during formulation.

In Part VI, the contribution of various actors in proposing policy solutions is explored.
This part examines the role of ‘instrument constituencies’, think tanks and research
organizations in shaping and disseminating policy alternatives, while also discussing the
institutional and behavioural aspects of their activities that influence their ability to shape
formulation.
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Delving deeper into the politics of policy formulation, Part VII includes a discussion
of policy paradigms and the political economy that inform and influence the nature of
formulation activities including the kinds of ideas and beliefs that shape policy alterna-
tives and considerations and determinations of their acceptability or political as well as
technical ‘feasibility’. The influence of political parties as well as interest groups is also
examined in this part.

Part VIII concludes with chapters that discuss trends in contemporary policy formula-
tion research and practice such as the significance of movements towards the increased
‘politicization’ of policy advice, the struggle between proponents of experience- versus
evidence-based formulation processes, the changing role of media in influencing and
informing policy actors, as well as the phenomenon of the intentional disproportionality
of government responses to problems in many circumstances.

WHAT DOES ‘POLICY FORMULATION’ MEAN?

As set out above, formulation is that stage of policy-making where a range of available
options is considered and then reduced to some set that relevant policy actors, especially in
government, can agree may be usefully employed to address a policy issue. This generally
occurs before the issue progresses onwards to official decision-makers for some definitive
determination, although those decision-makers may have in their public pronouncements
or electoral platforms and other statements already signalled which kinds of efforts they
might countenance and which they would not.

Formulation activity hence entails not only calculations of the relative benefits and
risks of the various policy means that can be considered to match stated policy goals but
also their potential feasibility or likelihood of acceptance and thus involves both a techni-
cal as well as a political component.

That is, once a social problem has been elevated to the formal agenda of the govern-
ment, policy-makers are usually expected to act in devising alternatives or potential
solutions to it. Although they may ultimately do nothing or react in a purely symbolic
way, as Charles Jones (1984) highlighted, the essence of policy formulation is simply
that various ways to deal with societal problems are proposed and deliberated upon by
government officials and others knowledgeable about the problem. Their proposals for
action or inaction may come about during the initial agenda-setting discussions, during
which a policy problem and a possible solution can become coupled on the government’s
agenda (Kingdon, 1984); they may also arise from past efforts, successful and otherwise,
in dealing with an issue.

This depiction paints formulation as involving several disjointed activities within a
larger policy-making process that will be carried out differently in each jurisdiction and
situation given the range of different actors, institutions and histories involved in efforts
to define and resolve policy issues. However, others have noted that it is possible to
identify general attributes of the formulation process that are similar across jurisdictions
(Howlett et al., 2009).

Several characteristics of generic policy formulation activities have been described in
the policy studies literature. Jones (1984, p. 78), for example, depicted the following broad
attributes of formulation in practice:
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e Formulation need not be limited to one set of actors. There may well be two or more
formulation groups producing competing (or complementary) proposals.

e Formulation may proceed without a clear definition of the problem, or without for-
mulators ever having much contact with the affected groups. Along the same vein,
ill-structured problems, or those which embody a great deal of uncertainty in terms
of the range of their impact, are also dealt with during formulation, as explored in
Chapter 2 by Nair and Howlett.

e There is no necessary coincidence between formulation and particular institutions,
though formulation is a frequent activity of bureaucratic agencies.

e Formulation and reformulation may occur over a long period of time without ever
building sufficient support for any one proposal.

e There are often several appeal points for those who lose in the formulation process
at any one level.

o The process itself never has neutral effects. Somebody wins and somebody loses
even in the workings of science.

In terms of process, Harold Thomas (2001) noted that four aspects of policy formula-
tion are usually visible: appraisal, dialogue, formulation and consolidation.

During appraisal, information and evidence necessary to understand the issue at
hand is sought and considered. This step in formulation is where data about policy
problems and their solutions — in the form of research reports, expertise and input
from stakeholders and the general public — is considered. Following this, a dialogue
phase between actors engaged in policy formulation ensues. This dialogue is centred
on the deliberation and exchange of different viewpoints about the policy goals and
potential means to resolve them. Dialogues can be structured with the involvement
of chosen experts and representatives from the private sector, labour organizations
or other interest groups, or they can take place as more open and unstructured pro-
cesses. The structure of the dialogue can make a significant difference on the impact
of that participation in the formulation process (Hajer, 2005). While established expert
opinion is often sought at the expense of new input during formal proceedings, efforts
to involve participants from less established organizations and viewpoints can invigor-
ate the discussion.

Central to this process is the actual formulation phase, wherein administrators and
public officials scrutinize the costs, benefits, challenges and opportunities of various
policy alternatives in the effort to consolidate a proposal or proposals about which alter-
natives or mix of alternatives will proceed through to authoritative decision-makers. This
phase embodies the actual policy ‘work’ that defines policy formulation, an aspect that
is discussed further by Nekola and Kohoutek in Chapter 3. The choice of some policy
alternatives over others is likely to draw opposition from actors whose preferred instru-
ments are sidelined. These and other forms of feedback about shortlisted policy options
are considered during a final consolidation phase in which proposed policy solutions are
amended or refined before moving forward.

While some of the issues involved in formulation are technical and have a significant
knowledge component, the issues that lead policy formulators to choose some policy
options over others need not be based on facts (Merton, 1948). If powerful policy actors
believe that a policy option is infeasible or unacceptable, this contention can be enough
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to exclude it from further discussion (Carlsson, 2000). Burroughs addresses some of these
effects of negative and positive feedback on formulation processes in Chapter 4.

THE CONTENT OF POLICY FORMULATION: INSTRUMENTS
AND DESIGN

While this discussion says something about ‘how’ a policy is formulated, it is less clear
about ‘what’ is being formulated. Here it should be noted that the policy options that are
considered during formulation are the embodiment of techniques or artefacts of govern-
ance that, in some way, use resources of the state to define and attain government goals
(Dahl & Lindblom, 1953; Hood, 2007).

These goals result from the translation of multifaceted and interconnected societal
problems into governmental aims and objectives. This translation has implications for
what items are considered to be administratively achievable, technically feasible and politi-
cally acceptable, and is thus an often contentious process (Dror, 1969; Majone, 1975, 1989;
Meltsner, 1976; Webber, 1986). Indeed, even if policy-makers agree that a problem exists,
they may not share an understanding of its causes or ramifications (Howlett et al., 2009,
p- 113). Focusing specifically on the delimitation of policy goals that are considered during
formulation, Vesely’s chapter (Chapter 5) discusses the processes involved in the construc-
tion of different types of policy problems, their current scenarios and desirable future states.

This raises the question, of course, about the means which governments have at their
disposal to address policy problems. Policy instruments, alternatively known as ‘policy
tools’, ‘governing instruments’ or the ‘tools of government’, are ‘the set of techniques by
which governmental authorities wield their power in attempting to ensure support and
effect social change’ (Vedung, 1998, p.21).

These two fundamental ambitions, at the most basic level of analysis, place policy tools
into one of two categories. The first involves instruments that aim to affect social change,
that is, the substance of social behaviour or activity as they directly ‘effect or detect’ change
in the production, distribution and consumption of social goods and services (Hood,
1986). The second category is procedural and focuses internally towards the governments’
own policy-making activities. These instruments affect the political or policy behaviour
involved in the process of formulation in order to ensure that government initiatives are
supported (Howlett, 2000). Chapter 6 by Howlett goes into greater length to distinguish
between these two major categories of tools and review various typologies of substantive
and procedural tools and their contributions to the policy process.

In the creation of both substantive and procedural policy responses to issues and prob-
lems, policy formulation again can be seen to involve the identification of both technical
and political limitations in the path of effective state action. That is to say, formulation
faces a number of constraints that limit the ability of policy-makers to embark on just
any possible proposed course of action (Majone, 1989).

Substantive constraints may arise within the problem itself. The problem of global
warming, for example, cannot be entirely eliminated because there is no known effective
solution that can be employed without causing tremendous economic and social dislo-
cations. This often leaves policy-makers to tinker with options that barely scratch the
surface of the problem (Howlett et al., 2009, p. 112). Such constraints can be considered
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‘objective’ in a sense, since reinterpreting them or recasting them in different terms does
not eliminate them.

Procedural constraints, on the other hand, are those that directly impinge upon the
process of adopting policy options and are more subjective in nature and subject to
reformulation and reinterpretation. These constraints are embedded in the social and
institutional contexts within which formulation unfolds, and can include constitutional
specifications, the organization of society and the policy-making administration, and
established patterns of ideas and beliefs that can lead decision-makers and formulators
to favour some options over others (DeLeon, 1992; Falkner, 2000; Montpetit, 2002; Yee,
1996). The specific relationship between social groups and the state, as well as the groups’
internal organization and political styles, for example, can create ‘policy horizons’ or
limits to the arrangement of acceptable policy options for certain policy actors that condi-
tion their actions, but which are also subject to government manipulation and reorienta-
tion (Bradford, 1999; Warwick, 2000).

While many policy formulation studies have been engaged in the exploration of various
kinds of policy tools and how they are implemented, there has also been a dedicated focus
in the literature on how policy tools and outcomes can be better matched or ‘designed’.
This latter concentration on the specific devising of policy responses captures the essence
of what has come to be known as the policy design ‘orientation’ in the policy sciences
(Howlett et al., 2015). Policy design scholars recognize that policy decisions may often
be made in a contingent and irrational fashion, but highlight the nuances of translating
ideal ‘technical’ models of instrument use to context-sensitive solutions. As Linder and
Peters argued, the

design orientation to analysis can illuminate the variety of means implicit in policy alternatives,
questioning the choice of instruments and their aptness in particular contexts. The central role
it assigns means in policy performance may also be a normative vantage point for appraising
design implications of other analytical approaches. More important, such an orientation can be
a counterweight to the design biases implicit in other approaches and potentially redefine the
fashioning of policy proposals. (1990, p. 104)

In contrast with earlier policy design studies that were concerned with the relatively
simple mechanics of mapping single-tool uses, the new policy design orientation adopts
a more complex multi-level analytical orientation (Howlett, 2011a). It emphasizes the
design of policy instrument bundles and the interactions that take place within such
bundles when multiple tools are used in policy portfolios designed to address multiple
goals (Givoni et al., 2013; Howlett et al., 2015; Oikonomou et al., 2011).

The design orientation thus envisions policies as being composed of multiple com-
ponents ranging from abstract policy goals to the more operational objectives of policy
programmes, to policy instrument settings and calibrations at the micro level of policy
formulation (Cashore and Howlett, 2007; Hall, 1993; Howlett & Cashore, 2009). Effective
formulation seeks to integrate these various goals and means within policy mixes, so that
their component elements reinforce rather than contradict each other (Briassoulis, 2005;
Meijers, 2004).

Drawing on these various themes of multiple policy tool mixes and multiple elements
or layers of policies, as well as the temporal processes through which policies develop, the
topic of policy design has propagated a burgeoning body of literature.! Drawing from
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this literature, Chapters 7 (Howlett and Rayner) and 8 (Howlett, Mukherjee and Rayner)
delve deeper into the considerations of dealing with multi-tool policy mixes as well as
enumerate and investigate the principles of effective design.

HOW DOES FORMULATION OCCUR AND WHY?

Another major question is exactly ‘how’ policy formulation occurs. As highlighted
above, the analyses and comparisons between potential alternatives that are considered
during formulation depend greatly on the nature of the policy actors who propose them,
their beliefs and ideas about society, and the problems that they feel formulation should
address, in conjunction with the nature of the institutional and organizational frame-
works within which they work. As noted by Charles Anderson, policy design and formula-
tion are tantamount to ‘statecraft’— the exercise of government as ‘the art of the possible’
(1971, p.120). Formulation ‘is always a matter of making choices from the possibilities
offered by a given historical situation and cultural context’, and those who are engaged in
formulation and policy design use the tools of statecraft to ‘find appropriate possibilities
in the equipment of society’ in order to meet their goals (Anderson, 1971, p.121).

Understanding the variety of inputs these actors bring to the policy formulation
activity and the contexts within which they function thus can shed considerable light
on why some policy options gain significant attention while others fall by the wayside.
As mentioned above, formulation can take place even without a definite depiction of
the policy problem at hand (Weber & Khademian, 2008), and it often proceeds over
time in successive ‘rounds’ of formulation and reformulation of policy goals and means
(Teisman, 2000; Thomas, 2001). Within this process, while some policy-makers may look
for ‘win-win’ solutions that maximize the complementarities between the views of differ-
ent actors, the costs and benefits of different policy choices are borne disproportionately
by different participants, leading to contested processes of evaluation and deliberation
(Wilson, 1974).

Formulation and design processes are therefore fraught with both political and techni-
cal considerations. This reality, however, does not suggest that the systematic effort to pair
policy means with goals is impractical and not worthwhile. Instead, it simply means that
the implementation of some designs may be impossible in certain contexts and that the
choice of any policy alternative involves different policy actors trying to raise and evalu-
ate different preferred policy designs (Dryzek, 1983; Thomas, 2001). This evaluation of
the benefits and costs of different policy options by various policy actors can still occur
through more or less formal modes of policy analysis, and thus remains a central activity
of modern policy formulation (Dunn, 2008; Gormley, 2007; Sidney, 2007).

Discussions of the range of formal and informal analytical techniques that can be
undertaken to evaluate options ex ante during policy formulation are featured in the con-
tributions to Part I1I of this Handbook. Chapter 9 by Adelle and Weiland explores formal
policy appraisal techniques in policy formulation, while Lehtonen in Chapter 10 discusses
the use of measures and indicators to operationalize information during policy formula-
tion. In Chapter 11, Van der Steen focuses on the use of forecasting tools in policy formu-
lation such as impact assessments, future scenarios and planning. In Chapter 12, Johnson
looks into the role of public participation and consultation during policy formulation.



Policy formulation 11
SUPPLY, DEMAND AND BROKERAGE OF POLICY ADVICE

These chapters on the ‘who’, ‘what’, ‘where’, ‘why’ and ‘how’ of formulation lead the
way to the fourth part of the Handbook, which explores in more detail the nature of
policy advice and of the advisors who inform decision-makers during the policy formula-
tion process. While powerful political and administrative leaders with decision-making
authority are the ones who eventually decide on and thus ‘make’ public policy, in modern
states they do so by following the counsel of bureaucrats, civil servants and other advisors
whom they trust to evaluate and consolidate policy options into coherent designs, and
who provide policy leaders with expert advice about the merits and risks of the proposals
being considered (Heinrichs, 2005; MacRae & Whittington, 1997).

It is useful to think about this wide array of policy advisors as being arranged in an
overall ‘policy advisory system’ within which proximate decision-makers occupy central
positions. Studies of advisory systems in a variety of jurisdictions such as New Zealand,
Israel, Canada and Australia have furthered this idea of government decision-makers
operating at the centre of a network of policy advisors which includes both ‘traditional’
policy advisors, such as civil servants and non-state actors (non-governmental organi-
zations and think tanks), as well as informal forms of advice supplied by colleagues,
members of the public and political party affiliates, among others (Dobuzinskis et al.,
2007; Maley, 2000; Peled, 2002).

It is generally considered beneficial to have a large range of actors in the policy advisory
system, as this indicates ‘a healthy policy-research community outside the government
[which] can play a vital role in enriching public understanding and debate of policy issues’,
serving ‘as a natural complement to policy capacity within’ (Anderson, 1996, p.486). The
existence of different types of policy advisory systems is linked with the nature of the
demand and supply of knowledge in particular policy contexts and sectors (Halffman &
Hoppe, 2005).

Policy advisory systems thus are central to the study of policy formulation and to
the understanding of the selection and reception given to different policy alternatives
and arrangements (Brint, 1990). Conceived of as knowledge utilization venues or ‘mar-
ketplaces’ of ideas and information, advisory systems are comprised of three separate
components: the supply of policy advice; its demand by government decision-makers;
and a set of brokers who work as intermediaries to match knowledge supply with demand
(Brint, 1990; Lindquist, 1998). That is, policy advisory systems undertake one of several
general types of analytical activities linked to the types of positions that participants hold
in the creation and exchange of knowledge in the policy formulation process.

More specifically, members of policy advisory systems can be identified as being in one
of four ‘communities’ of advisors depending on the advisory role they perform as well
their proximity to policy actors and their location either inside or outside government
(Table 1.1).

The core actors are those members of the public sector who are closest to the official
policy-making units of government and include central government agencies, executive
staff and professional government policy analysts. Governmental actors or insiders who
work further away, at the periphery of policy advisory systems, belong to federal commis-
sions, special committees and task forces, or serve on research councils and as scientists
at international organizations. From the non-governmental sector, actors who are close
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Table 1.1 The four communities of policy advisors

Proximate actors Peripheral actors
Public/governmental CORE ACTORS PUBLIC SECTOR INSIDERS
sector
@ Central agencies ® Commissions, committees and
® Executive staff task forces
® Professional governmental ® Research councils/scientists
policy analysts ® International organizations

Non-governmental PRIVATE SECTOR INSIDERS OUTSIDERS
sector

o Consultants @ Public interest groups
@ Political party staff ® Business associations
e Pollsters ® Trade unions
® Donors ® Academics
® Think tanks
® Media
@ International non-governmental
organizations

Source:  Howlett (2011b).

to decision-makers during formulation and are considered private sector insiders may
include private sector consultants, political party staff, pollsters and donor representa-
tives. Actors who are considered to be farthest from the central core of policy formulators,
or outsiders, include those belonging to public interest groups, business associations, trade
unions, think tanks or non-governmental organizations, or are independent academics or
members of the media.

In terms of the specific contribution that policy advisors can make to different policy
components, these sets of actors can be thought to exist on a spectrum of influence
(Table 1.2). Members of the general public, non-governmental outsiders and insiders
often impact the policy discourse at the broad level of abstract policy goals and general
policy preferences, while insiders and core actors become more influential as formulation

Table 1.2 Advisory system actors by policy level

High-level abstraction Programme-level Specific on-the-
operationalization ground measures
Policy General abstract policy aims Operationalizable policy ~ Specific policy targets
goals objectives

(Normative) Public, outsiders and insiders  Insiders and core actors  Core actors

Policy means General policy implementation Operationalizable policy Specific policy tool
preferences tools calibrations
(Cognitive) Public, outsiders and insiders  Insiders and core actors  Core actors

Source:  Howlett (2014).
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and design moves to programme-level operations and then on to specifying on-the-
ground measures and instruments (Page, 2010).

The contributions in Part IV of the Handbook explore the role that different policy
advisors can play during formulation. Craft and Howlett’s chapter (Chapter 13) provides
an overview of the policy advisory system concept and outlines the significance of various
advisory roles during policy formulation. Chapter 14, by Matheson, puts forward a typol-
ogy to understand the organizational structure of policy formulation in government,
while Chapter 15 by Bandola-Gill and Lyall focuses specifically on the role of brokers
or the ‘third community’ in policy advisory systems. In Chapter 16, Gunn examines how
individuals can operate in such contexts, focusing on the contribution of policy entrepre-
neurship to alternative generation and acceptance during policy formulation.

WHY IS FORMULATION DONE THE WAY IT IS?: THE ROLE OF
IDEAS

A key component of the content of formulation, also mentioned above, is the type of
beliefs and ideas that policy advisors and policy-makers have about the feasibility and
optimality of the deployment of various arrangements of policy tools to address social
concerns and policy problems. Understandably, the beliefs held by decision-makers
about these and other issues plays a key part in influencing their efforts to construct
policy alternatives and assess policy options (Chadwick, 2000; George, 1969; Gormley,
2007; Ingraham, 1987; Jacobsen, 1995; Mayntz, 1983). It follows that some ideas about
policy instrument choices and options are likely to be more influential than others when
it comes to policy formulation, assessment and design (Lindvall, 2009) and that differ-
ent types of ideas will impact different elements of formulation. For example, abstract
policy-level goals such as economic development or ecological conservation emerge out
of general ethical logics about alleviating poverty or protecting the environment, while
more specific causal constructs about issues such as how increasing household incomes
can lead to greater economic gains or how limiting agriculture near ecologically sensitive
areas results in environmental gains are also significant at the operational level. The same
is true for policy means that address these various goals, as they stem from ideas about
what has worked and what has not.

Differentiating between these different types of ideas in terms of their degree of
abstraction and their normative appeal is thus an important step in understanding the
reasoning that policy formulators apply when creating policy content (Campbell, 1998).
In their work on the influence of ideas in foreign policy-making situations, Goldstein and
Keohane (1993) and their colleagues noted at least three types of ideas that combined
normative and cognitive elements but at different levels of generality: world views; prin-
cipled beliefs; and causal ideas (see also Braun, 1999; Campbell, 1998). World views or
ideologies have long been recognized as helping people make sense of complex realities
by identifying general policy problems and the motivations of actors involved in politics
and policy. These sets of ideas, however, tend to be very diffuse and do not easily translate
into specific views on particular policy problems.

Principled beliefs and causal stories, on the other hand, can exercise a much more
direct influence on the recognition of policy problems and on policy content. These ideas
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Table 1.3 Ideational components of policy contents

Level of policy debate affected

Background Foreground
Level of ideas affected ~ Normative (Value) Public sentiments Symbolic frames
Cognitive (Causal) Policy paradigms Programme ideas

Source:  Howlett (2014), adapted from Campbell (1998).

can influence policy-making by serving as ‘road maps’ for action, defining problems,
affecting the strategic interactions between policy actors, and constraining the range of
policy options that are proposed (Carstensen, 2010; Stone, 1989, 1998). At the micro
level, ‘causal stories’ and beliefs about the behaviour patterns of target groups heavily
influence choices of policy settings or calibrations (Schneider & Ingram, 1993, 1994;
Stone, 1989).

As laid out in Table 1.3, ideas stemming from public sentiments or symbolic frames
appeal to the perception of appropriateness or ‘legitimacy’ of a certain policy choice
and are largely expected to affect policy goals (Durr, 1993; Stimson, 1991; Stimson et al.,
1995; Suzuki, 1992). On the other hand, policy paradigms indicate ‘a set of cognitive
background assumptions that constrain action by limiting the range of alternatives that
policy-making elites are likely to perceive as useful and worth considering’ (Campbell,
2002, p.35; see also Surel, 2000). Programme ideas similarly represent a selection of par-
ticular solutions from the set of options that are designated as being appropriate within a
prevailing policy paradigm. Paradigms and programme ideas thus influence the selection
of policy means (Hall, 1993; Stone, 1989).

The contributions of Part V of this Handbook examine these issues of policy-level
ideas and the framing of issues as problems. Chapter 17 by May, Koski and Stramp
explores the impact of policy expertise during policy formulation and identifies a small
group of ‘go-to’ experts whose ideas carry an outsize weight in many areas of policy
deliberations in the United States. Zito in Chapter 18 highlights the role of expert net-
works and epistemic communities in articulating knowledge while Schneider and Ingram,
in Chapter 19, explore the impact that ideas about the nature and motivations of policy
targets (those members of society whose behaviour the policy is meant to address) have on
policy formulation. Gunter (Chapter 20) looks into the role of consultants and the ideas
they bring to the formulation process.

THE ARTICULATION OF SOLUTIONS: KEY ACTORS IN
POLICY FORMULATION

Part VI of the Handbook then looks specifically at what factors influence the develop-
ment and articulation of some policy solutions rather than others. Simons and Vo8 in
Chapter 21 discuss the role of instrument constituencies involved in framing and forward-
ing particular policy solutions during formulation. In Chapter 22, McGann looks at the
role of think tanks, academics and research institutes during the formulation of policy
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options, while institutional isomorphism, or the penchant for governments to mimic each
other, sometimes with reason and sometimes without, is critically reviewed by Jarvis in
Chapter 23.

In many formulation situations, general abstract policy aims and implementation pref-
erences are taken as given, establishing the context in which design decisions relating to
programme-level and on-the-ground specifications are made by policy insiders and core
actors. And in many cases, even the goal components of programmes may be already
established, leaving the formulator only the task of establishing specific policy tool cali-
brations which must cohere with these already existing or well-established policy elements.
Galizzi in Chapter 24 explores the behavioural aspects of this kind of policy formulation
through a review of the use of experiments and behavioural insights such as ‘nudges’ that
affect the reception of policy initiatives on the ground by target groups and individuals.

FORMULATION IN SPACE AND TIME: THE IMPORTANCE OF
CONTEXT AND INFLUENCE

In general, it is understood that policy formulation takes place within present day govern-
ance structures that have their own existing policy logic. In order to address these issues,
it is recognized that policy-makers need to be cognizant about the internal mechanisms
of their polity and constituent policy sectors (Braathen, 2007; Braathen & Croci, 2005;
Grant, 2010; Skodvin et al., 2010). The amount of ‘elbow room’ or ‘degrees of freedom’
that formulators have in a given formulation context heavily impacts how formulation
activities proceed. Where earlier work on formulation and design often assumed that
policy-makers were operating with a constrained yet blank slate, modern thinking about
policy design is more rooted in empirical experience that policy designers work in sce-
narios with already established policy mixes and significant policy histories. This work
draws on historical and sociological neo-institutionalists such as Kathleen Thelen (2004;
Thelen et al., 2003), who noted how macro-institutional arrangements have normally not
been the product of calculated planning but rather the result of processes of incremental
modifications or reformulations such as ‘layering’ or ‘drift’.

That is, legacies from earlier rounds of decision-making affect the introduction of new
elements that may conflict with pre-existing policy components. As Martin Carstensen
has argued, policies may change through gradual processes and are often created much
less through systematic reflection on (practice-derived) first principles than through a
process of bricolage (Carstensen, 2015).

Contributions to Part VII of the Handbook look more closely at the situational anoma-
lies and their politics that can influence the contexts within which formulation takes place.
Although new or different policy instrument groupings could theoretically be more com-
plementary and thus create a more successful combination of policy elements (Barnett &
Shore, 2009; Blonz et al., 2008; Buckman & Diesendorf, 2010; del Rio, 2010; Grabosky,
1994; Gunningham et al., 1998; Hou & Brewer, 2010; Howlett, 2004; Howlett & Rayner,
2007; Roch et al., 2010), it may be very difficult to accomplish or even propose such
changes, and designs instead often focus on reform rather than replacement of an existing
arrangement. Bricolage can ensue through the work of policy formulators as irregularities
emerge through the accumulation of new policy elements that are conflicting with original
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policy goals (Wilder & Howlett, 2014). Wilder in Chapter 25 explores these dynamics
between the accrual of conflicts and a continual process of bricolage that can dominate
formulation.

The contextual ‘lock in’ that leads to layering thus can impact the formulation process
by restricting a government’s ability to evaluate alternatives and plan or design in a purely
optimal instrumental manner (Howlett, 2009; Oliphant & Howlett, 2010; Williams,
2012). Layering thus typically results in processes of (re)design which alter only some
aspects of a pre-existing arrangement and can thus be distinguished from processes of
new policy packaging or complete replacement. While complete replacement or a brand
new ‘package’ of policies is rare, there are exceptionally rare instances whereby entirely
dedicated, or ‘bespoke’, policy packages are created to address an unprecedented policy
problem. Customization of policy might be somewhat more common as a means for a
new, multi-dimensional policy problem by adapting lessons from other similar policy
contexts.

Another type of policy adaptation is ‘patching’, which can be done well if govern-
ments possess sufficient capacity but poorly if they do not. An example of poor patch-
ing is policy ‘stretching’ (Feindt & Flynn, 2009). This is where, operating over periods
of decades or more, elements of a mix are simply extended to cover areas they were
not intended to at the outset. Stretching is especially problematic as small changes in
the mixture of policy elements over such a time period can create a situation where the
elements can fail to be mutually supportive, incorporating contradictory goals or instru-
ments whose combination creates perverse incentives that frustrate initial policy goals.
When these problems are identified, further rounds of tinkering and layering may make
them worse (Feindt & Flynn, 2009). Jorgensen, in his discussion of the politics of policy
formulation in Chapter 26, adds to the discussion about problematic layering by going
beyond the topic of a government’s ability to design, to a critical evaluation of govern-
ment willingness to design.

Layering as a formulation process can thus have two sides. On the one hand, nega-
tive stretching or destructive layering exacerbates tensions between regime elements and
more politicized or less instrumental forms of policy-making and outcomes. However,
layering can also have a positive side and help ameliorate or reduce tensions through
‘smart’-patching. Stretching and poor patching are thus formulation practices that exist
at the break point between design and non-design activities of government. Both these
processes fall between the ‘pure’ design and ‘pure’ non-design ends of the spectrum of
design processes suggested in Figure 1.1.

Non-design types of policy formulation also vary in the same way as partisan and
ideological, religious or other criteria cloud, crowd out or replace instrumental design
intentionality. Non-design mechanisms, as highlighted above, include activities such as
bargaining or log-rolling, through corruption or co-optation efforts, or faith-based or
pure electoral calculations that are not instrumental in the same sense as are design efforts.
In such contexts, the ability to meet policy goals or the means to achieve them are second-
ary to other concerns such as ideological purity, the need to retain or augment legislative
or electoral support, or other similar kinds of coalition behaviour.

Highlighting these different processes of formulation, the other two contributors to
Part VII of the Handbook address several related issues. In Chapter 27, Eichbaum and
Shaw shed light on the increasing impact of political parties and political staff on policy
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Extent of alteration of status quo by layering
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Packaging Customization Patching 9 design

Frequency of replacement
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Bargaining  “cjientelism  rolling  Opportunism

Extent of irrationality of non-design type

Source: Adapted and modified from Howlett and Mukherjee (2014).

Figure 1.1 A spectrum of policy design and non-design types

formulation in many countries, adding to the complexity of formulation processes. In
Chapter 28, Scott addresses questions about the actual mechanisms of influence that
interest groups and lobbyists employ during formulation.

CONCLUDING COMMENTS

In bringing to life policy solutions to address complex policy problems, formulation is
the result of various processes of policy evolution that are shaped by time as well as a
government’s intention towards creating policy. These policy-making efforts can be sys-
tematic in attempting to match policy ends and means in a logical, knowledge-informed
fashion, or they can result from much less systematic and more irrational processes. How
‘unintended’ policy mixes evolve, are created and limited by historical legacies, and are
hampered due to internal inconsistencies are equally subjects of investigation in formula-
tion studies as are the factors which lead to formulation and policy success (del Rio, 2010;
Grabosky, 1994; Gunningham et al., 1998; Howlett & Rayner, 2007).

Transforming policy ambitions into practice is a complex process. While formulation
efforts can be done well or poorly, they reflect some wholesale or partial effort to match
policy goals and means in a sophisticated way to improve outcomes. Non-design types of
formulation also vary in the same way but more by process of decision-making than by
their sphere of activity. The efforts of policy-makers often have failed due to poor designs
that have inadequately incorporated the inherent complexity in policy formulation (Cohn,
2004; Howlett, 2011a). These experiences have led to a greater awareness of the various
obstacles to policy design and have gradually fuelled a desire for a better understanding of
the unique characteristics of policy formulation processes and the spaces in which design
efforts are embedded.

While early formulation and design thinking tended to suggest that the creation of
instruments could only occur in spaces where new policy packages could be designed
from scratch, it is now widely recognized that in most circumstances policy formulation
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involves building on the foundations created in another era and working with the con-
straints they pose. Students of policy formulation are thus interested in how policy for-
mulators, like software designers, can issue ‘patches’ in order to correct flaws in existing
mixes or allow them to adapt to changing circumstances (Howlett, 2011a; Howlett &
Rayner, 2014; Rayner, 2013). In this context, subjects such as policy experiments that can
help to examine the possibilities of redesign (Hoffmann, 2011) and building temporal
properties into tool mixes through adaptive policy-making (Swanson et al., 2010), which
can make policy mixes more flexible or resistant to shifting conditions (Haasnoot et al.,
2013; Walker et al., 2010) are all subjects of interest in contemporary formulation studies.

Some of the major trends and patterns in policy formulation studies related to these
issues are picked up in the last part of this Handbook. Craft and Howlett’s chapter
(Chapter 29) looks at developments in the realm of policy advisory systems and the incli-
nation towards greater externalization and politicization of policy advice. Strassheim,
in Chapter 30, reviews the movement towards experience-based versus evidence-based
policy-making. In Chapter 31, Linders and Ma discuss the changing role of the public
in policy formulation through an exploration of changes brought on by new mass and
social media. Maor’s chapter (Chapter 32) concludes the collection with an analysis of
the proportionality of government responses, looking specifically at the reasons behind
under- and over-reaction in the formulation of policy options in the short and long term.

Portrayed in this Handbook is the very essence of policy-making activity: the articula-
tion of policy goals, the presentation of policy alternatives and the choice of policy tools.
The contributions in this collection provide a multi-dimensional understanding of policy
formulation, and a deeper exploration of what formulation activity entails, how the for-
mulation process unfolds, who influences and who formulates policy, and what are their
incentives.

NOTE

1. A full bibliography of policy design publications is available through the Policy Design Lab and Policy Tools
Wiki. http://policy-design.org/wiki/towards-a-new-generation-of-policy-design-studies/further-readings/foot-
notes/full-bibliography/ (accessed 2 November 2016).
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2. The central conundrums of policy formulation:
ill-structured problems and uncertainty
Sreeja Nair and Michael Howlett

INTRODUCTION: ILL-STRUCTURED POLICY PROBLEMS AND
THE CHARACTERIZATION OF UNCERTAINTY

The concept of uncertainty has been widely interpreted and studied in diverse disciplines
that influence public policy. These include the physical sciences, social sciences, mathemati-
cal sciences, engineering, economics, philosophy and psychology. The theoretical basis, his-
torical context, relevance, and tools and methods for addressing uncertainty are thus often
grounded within specific discourses originating in different disciplines (Walker et al., 2012).

Historically, policy scholars studying problem solving in policymaking — such as
Churchman (1967), Rittel and Webber (1973) and Simon (1973) — typically thought
about uncertainty in a purely ‘objective’ sense — that is, whether the problem’s causes
and solutions were known or unknown. Bivariate concepts of ‘wicked’ and ‘tame’ or
‘well-structured’ and ‘ill-structured’ problem contexts introduced by these authors have
dominated thinking in the area. These, however, form only part of a larger group of
policy problems that become intractable owing to several kinds of uncertainties. An ill-
structured problem in this sense is one ‘whose structure lacks definition in some respect’
(Simon, 1973, p.181). “‘Wicked’ problems can be considered to comprise a subset of ill-
structured problems, generally characterized by lack of agreement regarding the nature
of the problem as well as potential solutions (Rittel & Webber, 1973). A major challenge
in formulating strategies to deal effectively with uncertainty has been the inadequacy of
various schemes and models used to classify different levels and types of uncertainty
and to assess their impacts. A seminal paper by Knight (1921) addressed ill-structured
problems, usefully distinguishing between uncertain futures in which there is a reasonably
quantifiable probability distribution (Knightian risk) and those in which there is not and
such distributions are unknown (Knightian uncertainty).

Morgan and Henrion (1990) in an oft-cited text underscored the importance of prop-
erly classifying the types and sources of uncertainty in policymaking so that they can be
effectively addressed. They argued against Knight that a classification of uncertainty as
centered on known/unknown probability makes it difficult to proceed from analysis to
‘real-world decision-making’. Instead, they argued for a subjectivist or Bayesian approach
which classified uncertainty in terms of the different kinds of sources from which it can
arise. This includes statistical variation owing to random measurement errors, ‘linguistic
imprecision’ (that is, cases where the quantities being studied or measured are not well
specified or characterized), variations over time and space, randomness, subjective judge-
ment, disagreement between experts, and differences between the real and approximated
value of the quantity (Morgan & Henrion, 1990). This analysis was useful in noting that
while uncertainty often arises due to imperfect information, including wrong information
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or missing information, all existing information is also prone to ambiguity — includ-
ing multiple interpretations and diverse perspectives (Jones & Baumgartner, 2005).
Uncertainties surrounding the choice of policy options and their consequences, and
levels of confidence regarding available information and values of multiple stakeholders
(including decision-makers) are also significant (Hansson, 1996).

While Morgan and Henrion’s classification focused on uncertainty in quantitative
policy analysis, Koppenjan and Klijn (2004) extended this analysis further in presenting a
classification focused on the interactions among actors and knowledge (or information)-
related uncertainty needed to resolve complex policy problems. Some of these uncertainties
overlap with the analysis of Morgan and Henrion, for example, those related to decision
variables and value parameters and related uncertainties. Koppenjan and Klijn’s classifica-
tion, however, also includes: (1) substantive uncertainty that arises due to a lack of relevant
information related to the nature of the complex problem, or the different interpretations
of information coming from different ‘frames of reference’ of the social actors; (2) strategic
uncertainty that arises due to the unpredictability of strategies deployed by different actors
based on their perception of the problem and strategies likely to be deployed by other
actors; and (3) institutional uncertainty that arises owing to the complexity of interaction
of different actors guided by institutional frameworks (that is, rules and procedures of
the organizations they represent). Similarly, Brugnach et al. (2008) present uncertainty as
involving an object(s) of perception or knowledge, various actors including the decision-
maker, and the relationships that bind the object(s) and the actors. They consider ambi-
guity as uncertainty of a third kind, separate from the uncertainty inherent in a system
(ontological uncertainty) and that arising due to lack of knowledge (epistemic uncertainty).

Both kind of uncertainty affect policymaking at both the level of objective knowledge
of problems as well as at the level of the relative nature of decision-makers’ knowledge of
that ‘knowledge base’. The ‘wicked’ problem space, again, can be seen in this view to itself
be a superset of several other interconnected problems spanning multiple policy domains
and levels of government, and requiring a high degree of deliberation and cooperation
for effective problem solving (Jentoft & Chuenpagdee, 2009).

In addition, such problems are also ‘relentless’, that is, they are not typically able to be
solved permanently, thus making it important to ensure a ‘continuous transfer, receipt
and integration of knowledge’ over time (Weber & Khademian, 2008, p.336). Such prob-
lems rank high in terms of their complexity, uncertainty regarding problem characteristics
and solutions, and divergence of perspectives (Head, 2008; Table 2.1).

Usefully synthesizing these approaches, Walker et al. (2010) identify five policy-relevant

Table 2.1 Characteristics of wicked problems

Degrees of difficulty

Complexity of elements, sub-systems and interdependencies Low Moderate High
Uncertainty in relation to risks, consequences of action and changing Low Moderate High
patterns

Divergence and fragmentation in viewpoints, values, strategic intentions Low Moderate High

Source:  Modified from Head (2008).
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levels of uncertainty. These include the ‘Level I’ ‘shallow’ or parameter uncertainties
where alternative states of a system within specific probabilities exist but in some sce-
narios may be well known and established. Policy problems characterized by parameter
uncertainty are not very difficult problems to handle — at least in theory — and are likely
to be resolvable by standard treatments.

These can be distinguished from ‘Level II’ medium or fuzzy uncertainty, where multiple
alternatives exist within a specific scenario but can be ranked based on the ‘perceived like-
lihood’ of their occurrence. ‘Level I1T situations are then those where different possible
overall scenarios exist but these can still be ranked in terms of their likelihood. ‘Level IV’
uncertainty represents a more complex form of Level III uncertainty in which multiple
plausible alternative scenarios exist but cannot be ranked in terms of their perceived
likelihood. Finally, in the most complex ‘Level V’ situations, it is not feasible to present
or agree upon a full range of alternative scenarios and there is a very real ‘possibility of
being surprised’ by events occurring outside of normal boundary conditions and solu-
tions (Walker et al., 2013a; Figure 2.1).

This multi-level model is useful because it allows for the identification of policy
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Figure 2.1 Different levels and orders of uncertainty
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responses that can effectively ‘adapt’ to match with the rate and level of current as well
as projected uncertainty in policy environments and impacts. Level I and II problems, for
example, as noted above, can be anticipated and factored into predictions of future events
and trajectories. Level 111 problems are more complex, as different alternative scenarios
are possible, a number of tools could be used in each scenario and the complexity of
accurately forecasting changes over time (Taethagh et al., 2013), but can still be dealt with
reasonably efficaciously.

The final two situations of multiple, contested scenarios, however, fall into a category
that Walker et al. (2001) refer to as ‘deep’ uncertainty. These are the worst-case problems
with multiple perspectives regarding the nature of the issue or problem at hand as well as
multiple potential solutions whose prospects for success are unknown (Rittel & Webber,
1973). As Maxim and van der Sluijs (2011) note, for example, most policy typologies are
focused on the ‘producer’ of information and ignore uncertainty related to process and
communication between the producer and the end-user (that is, the decision-maker).
These uncertainties can relate to ‘qualification of the knowledge base’ or the degree of
agreement upon or the absolute size of the evidentiary support for models. Uncertainties
can also arise owing to the ‘value-ladenness’ of policy choices, which includes differ-
ent actor perspectives on the value of the knowledge and information being utilized
for decision-making and arguments concerning preferred policy alternatives pathways
(Mathijssen et al., 2008)."!

Both of these types of uncertainty are well beyond calculations of risk and involve a
much higher ratio of ignorance and ambiguity, requiring a very different type of policy
response and design (Stirling, 2010), ones which incorporate the real possibility of sur-
prise into actions which embody possibilities for flexibility, adaptiveness and change.

Becker and Brownson (1964) argue that even at a relatively simple level, when knowl-
edge is available on a subject, policymakers may not be aware of it and thus may undertake
decision-making on the basis of uninformed ignorance rather than informed awareness.
This tendency is worsened when collective or absolute knowledge of a subject or phenom-
enon is not as readily available. Decision-makers may be aware of this gap and function
with an attitude of prudent awareness or, when they are unaware of their ignorance, with
a hubristic attitude or over-confidence (Table 2.2).

UNCERTAINTY AND CHALLENGES TO POLICY
FORMULATION

All of these kinds of ill-structured problems have been studied in the context of various
policy issues. Recent studies, for example, have dealt with policies pertaining to environ-
mental health (Kreuter et al., 2004), development of genetically modified foods (Durant
& Legge, 20006), fisheries and coastal governance (Jentoft & Chuenpagdee, 2009), organi-
zational learning (Crul, 2014), educational research (Jordan et al., 2014) and global envi-
ronmental issues such as climate change.

Levin et al. (2012) argue that problems such as climate change have certain problematic
features which illustrate a special class of ‘super-wicked problems’. These include, firstly,
that as action towards addressing a problem (climate change in this case) is delayed,
it gets more difficult to solve; secondly, that the problem is exacerbated since those
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Table 2.2  Policymakers’ knowledge and comprehension matrix

Nature of existing collective knowledge of a phenomenon

Aspects of a problem and Aspects are unknown
possible solutions are known

Nature of Aware Known-Known: Known-Unknown:
decision- Key policy actors are aware of Key policy actors are aware
makers’ the known aspects of a that certain aspects of the
awareness phenomena phenomenon are unknown
of existing (INFORMED AWARENESS) (PRUDENT AWARENESS)
knowledge of a Ignorant  Unknown-Known: Unknown-Unknown:
phenomenon Key policy actors are unaware Key policy actors are unaware
of known aspects of a that certain aspects of the
phenomenon phenomenon are unknown
(UNINFORMED (IMPRUDENT
IGNORANCE) IGNORANCE)

Source: Based on Becker and Brownson (1964).

responsible for causing the problem and who possess the means to solve it lack any clear
incentive to act; and thirdly, that there is no legal institutional framework to sufficiently
address the impacts of a problem such as climate change spread over time and geographic
scales.

This is a good case to illustrate the many policy-relevant problems associated with
this level of uncertainty. For example, uncertainty in climate assessments can emerge
for a number of reasons: lack of data or lack of agreement on results; choice of sta-
tistical methods; error of measurement; use of approximations; subjectivity in judge-
ment; uncertainty in human behaviour; errors in model structure; errors in values
of parameters; changes in parameters from historical values; differences in concepts
and terminology; choice of spatial/temporal units; and assumptions taken. In climate
projections and impact assessments, uncertainty gathers and often magnifies through
a ‘cascade of uncertainty’ or an ‘uncertainty explosion’ (Schneider & Kuntz-Duriseti,
2002). This refers to the process whereby uncertainty accumulates throughout the
process of climate change projections and impact assessment. The cascade also
implies that in a causal chain such as climate impact assessments, the characteristics
of the aggregate distribution might be very different from the individual components
themselves.

Additionally, climate change is a global phenomenon with local impacts, and there is a
time delay when these impacts are manifested (Schneider & Kuntz-Duriseti, 2002). And
apart from empirical and methodological challenges, there may be uncertainty owing to
institutional barriers for garnering consensus, combining expert judgement and integrat-
ing multiple perspectives (Webster, 2003).

Dealing with such high levels of uncertainties requires a different kind of policy than
might be adopted when only lower level issues exist. The focus of policy design under low
levels of uncertainty, on the other hand, is to either reduce uncertainty where possible or,
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in other cases, to assess the range of uncertainty and then identify policy measures that
are expected to be ‘robust’ within this range (Bredenhoff-Bijlsma, 2010).

Day and Klein (1989) suggest that while most government policies are crafted in
response to events that are ‘reasonably predictable’, policy events at higher levels of uncer-
tainty can also be: (1) unpredictable, ‘unforeseen’ and ‘unprojectable’; (2) catastrophic;
and (3) where the interpretation of uncertainty signals is convoluted because of associ-
ated moral and social issues.” As an example of the third category, Day and Klein (1989)
discuss the spread of AIDS in Britain in the 1980s. In the specific case of strategies
designed to reduce vulnerability to climate risks, policies that do not consider the existence
of the diversity of risks, impacts and responses in a system can end up as ‘policy misfits’
(Bunce et al., 2010) or may become counter-intuitive or ‘maladaptive’ as they increase
risks in the long run (Barnett & O’Neill, 2011). That is, if environmental degradation and
change lead to certain ‘thresholds’ being crossed, current policy responses may not be as
effective (Kwadijk et al., 2010).

Under conditions of deep uncertainty, policies should be prepared to deal with worst-
case scenarios, allow for quick recovery and be ready for potential reforms in policy
design (Walker et al., 2010). On climate change, for example, Smith et al. (2010) argue
that current decision-making on adapting to the impacts of climate change focuses on
‘adjustments’ to current activities, leaving the possibility of a potential transformation
in social and political regimes largely unaddressed (Pelling, 2011; Smith et al., 2010). If
policymakers assume that certain policy choices are ‘no-harm’ or ‘no-regret’ in the short
term, they may overlook their possible adverse (sometimes irreversible) effects in the
long run and thus delay timely preventive action. Policymakers must learn to recognize
early warnings or changes, especially as new knowledge emerges (European Environment
Agency, 2001).

However, adequate reflection of on-the-ground realities remains a key concern; for
example, a lack of awareness on climate change issues among decision-makers can lead
them to rely on a largely expert-driven approach for climate change adaptation planning
that may not reflect reality (Bisaro et al., 2010). The World Resources Report (2011)
highlights the need for decision-making under uncertainty to be flexible to accommodate
conditions of change, robust to withstand multiple future scenarios, and/or enable deci-
sions to withstand long-term change.

Hallegatte et al. (2012) argue that it is difficult to define a ‘best solution’ for climate
change and other deep uncertainties, and instead suggest that ‘a menu of methodologies’
(p. 36) and tools is needed, together with some indications on which strategies are most
appropriate in which contexts. The idea of ‘policy packaging’ is gaining attention in this
area as implementing a combination of measures (rather than individual ones) or ‘policy
bundling’ can enhance synergies and reduce inconsistencies among the measures (Howlett
& Rayner, 2013; Taeihagh et al., 2013).

However, how to arrive at such policy mixes is an issue for formulators and requires
complex implementation and formulation technologies. Conventional forecasting methods
like Monte Carlo simulations and other kinds of statistical analyses, for example, can
cover low levels of uncertainty or parameter uncertainty by providing likelihood estimates
and probabilities (Brugnach et al., 2008; Walker et al., 2010). However, unexpected events
or ‘wild-cards’ (Wardekker et al., 2010) can still impact policymaking and have significant
social and political implications.
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DEALING WITH UNCERTAINTY IN POLICY FORMULATION

Failure to address ‘deep uncertainty’ hampers the effectiveness of policies designed for the
long term (Lempert et al., 2003). Both top-down and bottom-up methods have different
strengths and weaknesses in dealing with such situations (Dessai & van der Sluijs, 2007).
Decision theory also provides useful tools for decision-making when the information base is
sufficient, but these tools may not be as robust when there are uncertainties, including infor-
mation gaps. Such tools may be combined with other methods such as scenario planning
(Polasky et al., 2011) or threshold approaches considering critical limits beyond which policy
effectiveness can cease (Kwadijk et al., 2010) — especially useful in cases where crossing such
thresholds can have long-term, irreversible consequences (World Resources Report, 2011).

Eckles and Schaffner (2011) also argue that public opinion plays a role in affecting
policy outcomes and knowledge of uncertainty and risks, in turn, are important in
forming public opinion. Based on a model for uncertainty management, Herian et al.
(2012) found that using public perceptions on policy planning to inform government
initiatives, such as budgetary planning, can enhance public support for the government
and its decisions under uncertainty.

For long-term policies, including environmental issues such as climate change, policy-
makers also grapple with uncertainties in the policy formulation stage owing to an incom-
plete understanding of the biophysical and social systems affecting and being affected by
the environmental processes. This incomplete knowledge may lead to an overestimation
or underestimation of the policy problem. This is a major problem in relation to invest-
ments, for example. In order to boost investment in innovative environmental technology,
policymakers often have to ensure and/or create a ‘stable’ facilitating environment for such
innovation to occur and dispel investor concerns pertaining to the risks of failure that are
associated with innovations (Janicke & Jorgens, 2000).

Uncertainty also relates to the problem definition, nature and extent of the problem,
and the extent to which policymakers are dependent on scientific information to formu-
late the policy (Brown, 2000). Problems that are likely to manifest themselves fully only
in the future call for alternative mechanisms for agenda setting and policy formulation. In
such cases an appropriate measure to deal with uncertainty is to facilitate learning over
time, as and when new knowledge regarding the policy problem becomes available. This is
a central characteristic of ‘open, flexible and adaptive institutional environments’, which
further depend on the nature of the governmental regime (Arentsen et al., 2000).

The next subsections present three approaches that have been found to resonate with
policy scholars and practitioners alike in dealing with different levels of uncertainty in policy
formulation: adaptive policymaking, strategic foresight and policy experimentation.

Adaptive Policymaking

The concept of adaptive policies dates back to John Dewey’s (1927) proposition that
‘policies be treated as experiments, with the aim of promoting continual learning and
adaptation in response to experience over time’. One of the most cited pieces on policy
uncertainty in the last decade has been that of Walker et al. (2001), which presents a
spectrum of uncertainty moving from determinism to total ignorance. Adaptive policy-
making is a model specifically suited to higher-level problems.
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Figure 2.2 Approaches for developing adaptive policies

That is, conventional forecasting methods such as Monte Carlo simulations and quan-
titative methods using statistical analyses are not adequately equipped to deal with such
situations (Brugnach et al., 2008; Walker et al., 2010). Walker et al. (2013b) thus map the
possible approaches towards adaptive planning (Figure 2.2) based on their dynamics —
that is, the degree to which they vary over time — and on the level of uncertainty. The
level of uncertainty can range from low to deep uncertainty, as identified in Walker et al.
(2001). The dynamic nature of adaptive policies is represented on the y-axis in Figure 2.2,
moving from static (indicating that changes over time are not considered in policy func-
tioning), to static robust (indicating that changes or adaptation in the policy are antici-
patory in nature) to dynamic (indicating that adaptation of policy can be anticipatory,
simultaneous and reactive (ex post) over time).
The various approaches highlighted in Figure 2.2 include:

e Assumption-based planning which aims at planning to protect an existing
plan from failure in the event that any of the key assumptions of the plan were to
change.

e Robust decision-making which can be used to develop a new static plan that is
robust, that is, functions well across a range of plausible futures.

e Adaptive policymaking which focuses on monitoring and adapting to changes over
time to prevent the static plan from failure (thus ‘static robust’).

e Adaptation tipping points is a static approach that helps identify the conditions
and time frame beyond which current policies/plans do not continue to function
effectively.
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e Adaptation pathways is a dynamic extension of the adaptation tipping point
approach that generates an alternate route for continuation of the policy/plan in a
new form to achieve the initial intended objectives.

e Dynamic adaptive policy pathways combine the adaptation pathways and adaptive
policymaking approaches to identify alternative options over time across a range of
plausible futures.

The central objective of these planning approaches is to avoid failure. By deploying
these approaches, policymakers to some extent accept the ‘irreducible character’ of future
uncertainties and aim to reduce uncertainty about policy performance despite these
uncertainties. Many of these approaches are supported by computer models which may be
unavailable or impractical in developing country contexts — for example, robust decision-
making, which relies heavily on computer runs. There are some quicker and simpler policy
models that could also be deployed if the policymakers believe it’s better to be ‘roughly
right than precisely wrong’ (Walker et al., 2013b, p.972).

Drawing a parallel between evolutionary biology and policies for sustainable development
(both operating under conditions of change), Rammel and van den Bergh (2003) argue that
‘every successful adaptation is only a temporary “solution”’ to changing conditions and
that diversity of adaptation options and flexibility to deploy these options can contribute
to long-term stability. The discussion of adaptive policies is also pertinent to issues that face
natural variations, for example, management of fisheries, which is prone to natural cyclical
patterns as well as uncertainty related to harvesting. The adaptive policymaking process in
such cases can be passive (that is, operating on available ‘best’ scientific information until
new knowledge emerges) or active (that is, consciously experimenting with policy alterna-
tives to identify better strategies as new conditions emerge) (Walter, 1992).

In recent years, adaptive policies have been discussed widely in the context of deci-
sions for long-term infrastructure planning and climate change (Buurman et al., 2009;
Gersonius et al., 2013; Giordano, 2012; Ranger et al., 2013). These research papers
explore the impacts of climate change on long-lived infrastructure and the influence
of uncertainties on infrastructure policies and plans. Giordano (2012) highlights the
importance of introducing flexibility and adaptiveness from the initial stage of planning.
Similar to the adaptive policymaking concept, policies that are designed to be ‘robust
across a range of plausible futures’ are preferred in this context rather than those aimed
at being ‘optimal’, as they can respond to changes over time and accommodate learning
in this process. The adaptive policy approach can also be applied in the case of trans-
boundary air pollution, which is a complex policy issue with uncertainties related to the
long-range forecasting of emissions, economic costs of abatement and political concerns
(Kelly & Volleburgh, 2012).

Swanson and Bhadwal (2009) present seven tools that can be used to design adaptive
policies that can deal with a range of anticipated and unanticipated future conditions. For
example, adaptive policies can anticipate future conditions using:

1. Integrated and forward-looking analysis, including scenario planning.

2. Multi-stakeholder deliberation to identify potential drawbacks and unintended
impacts.

3. Monitoring key performance indicators to activate automatic policy adjustments.
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In addition, adaptive policies can function effectively when faced with unanticipated
conditions through:

4. Regular and systematic policy review and improvement.

5. [Enabling self-organizing and social networking in communities.

6. Decentralizing decision-making to the lowest accountable unit of governance.
7. Promoting variation in policy responses.

However, there is little evidence or detailed guidance on the operationalization of these
tools.

There are a number of institutional challenges in actually implementing these policies
primarily owing to the increased costs and time needed for adaptive policies as com-
pared to ‘traditional static approaches’. This makes it difficult for policy practitioners to
justify such adaptive policies, even if the benefits might offset the costs in the long run.
In addition, the complex nature of the adaptive policy product also makes it difficult for
a policymaker to present or defend. As a result, its uptake and usability is rather limited
as compared to conventional straightforward policy planning approaches. Additionally,
robust and adaptive policies might require significant changes to the original policy
design, which may not be politically or socially desirable.

Van der Pas et al. (2012) also draw attention to the need to evaluate adaptive policymak-
ing, which could differ based on the criteria for evaluation and whether the evaluation is
of the plan itself, the process of drafting the plan or the product, that is, the outcomes
of the plan.

Strategic Foresight

Strategic foresight is one of the ways ‘to broaden the boundaries of perception and to
expand the awareness of emerging issues and situations’ in medium levels of uncertainty
(Major et al., 2001, p.93). Strategic foresight attempts to integrate multiple perspectives
and methods to identify current and emerging issues and trends and help assess policy
options for attaining a desired future. Based on experiences from the United Kingdom,
Singapore and the Netherlands, for example, Habegger (2010) identifies a number of ele-
ments of successful foresight exercises. These include having a scientific edge in specific
foresight methods and processes, allowing for innovation, fostering iterative interactions
between stakeholders, and obtaining the trust and support of top bureaucrats to support
the idea of exploring futures that may be quite different from present conditions.
Foresight can be instrumental for environmental planning, for example, by providing
insights about a range of futures of social-ecological systems and critical thresholds, and
thus aid in anticipatory planning to avoid adverse impacts (Bengston et al., 2012). It can
also inform policy by enhancing the knowledge base for policy design. This can be done
by ‘increasing the bandwidth’ to allow a greater volume of information to be shared
with policymakers; ‘optimizing the signal’, that is, improving foresight content by ensur-
ing better quality, relevance, usability and timing of foresight studies; and ‘improving
reception’, that is, enhancing the receptivity of policymakers for foresight (Da Costa
et al., 2008). Given the short-term focus of many policy cycles, foresight can also help in
identifying current policy gaps to deal with longer-term issues such as climate change.
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Foresight may also be used as a signalling device by policymakers to indicate to the public
that they are using objective scientific processes in making policies. Under conditions
where policymakers are hesitant to openly share their policy strategies, foresight may help
to engage citizens in a shared vision process via instruments such as transition manage-
ment (Da Costa et al., 2008; Loorbach & Rotmans, 2010).

Policy Experimentation, Including Pilots

Policy experimentation is a predictive tool deployed by various agencies, including the
government, to pre-test different programmes and policies for their likely impacts, process
of implementation and stakeholder acceptability in advance of launching them at a larger
scale. Experimental projects are generally small-scale, highly exploratory ‘risky ventures’
whose benefits are often realized through the ‘acquisition of knowledge’ (Rondinelli,
1993) and are well suited to dealing with lower levels of uncertainty. Through knowledge
acquisition and with experience, policy experiments can help reduce uncertainty and aid
decision-making for the future (Cooney & Lang, 2007). The goal of policy experiments is
to get an indication of the outputs, outcomes and challenges that can be expected when
these programmes and policies are implemented fully.

Policy pilots are a common and important form of policy experimentation and are
instrumental for evaluating new programmes at a ‘controlled small scale’ before introduc-
ing them as full-scale programmes (Weiss, 1975). Policy pilots can be used to test the likely
effects of new policies and their early outcomes (impact pilots), or to explore the implica-
tions of specific ways of implementing a policy, or assess the best methods of delivery
(process pilots) (Cabinet Office, 2003). Pilots can thus aid in policy appraisal (Turnpenny
et al., 2009) and provide useful insights for dealing with complex policy issues and high
uncertainty (Vreugdenhil et al., 2010).3

Experiments have helped policymakers diversify their policy responses and thus spread
risks. Experiments have also been useful as a source of evidence for policymaking. Under
high levels of uncertainty, societal change or transitions may be required, and these can
be facilitated by experiments. Under conditions of uncertainty, experiments can help test
the design, suitability and acceptability of plausible policy solutions. Policy designers,
however, need to recognize the level of uncertainty in the policy environment and consider
the role of continual monitoring and social learning over time. Towards this end, in recent
years, the literature on experimentation has shifted its focus to the process of experi-
mental policy design, including the role of various stakeholders, compared to the earlier
focus on the content of the experiments itself (Van der Heijden, 2014). Also referred to
as ‘experimentalist governance’, this new wave involves ‘provisional goal setting’ that is
redefined in an iterative manner based on the learning from trying out alternate modes
of goal achievement in different contexts (Sabel & Zeitlin, 2012).

While the benefits of policy experiments to address situations of uncertainty and ambi-
guity are many, there are also challenges in their application. The first set of challenges
relates to the political aspects of experimentation in terms of the design, implementation
and evaluation of pilots. At times, pilot projects may be used as tools to avoid conflict
rather than enhance evidence-based policymaking. In addition, if pilots address issues
that are politically contested, they may be delayed until more favourable political condi-
tions ensue (Jann & Wegrich, 2007). A contrary situation may also exist: there can be
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pressure to expedite evaluations to obtain timely ‘positive’ evidence to support certain
decisions (Sanderson, 2002) or to rapidly scale up pilots once initial positive results are
observed. This is problematic, however, for two reasons: firstly, it is important to ensure
sufficient capacity to properly conduct and sustain a pilot (PHR, 2004) and secondly,
initial results may need to be monitored to ensure that the positive results are sustained
over time before moving to the scaling-up phase. Scholars have used results from labora-
tory and field experiments to provide policymakers and practitioners with evidence of the
impacts of selected experimental interventions as well as their feasibility and acceptability
by key stakeholders, including the intended beneficiaries. Behavioural variables at the level
of the individual are thus key factors in influencing the overall outcomes of such policy
experiments. While behaviour can be regulated to some extent with incentives, there are
limits on how much local observations can indicate the overall success or failure of a
scaled-up experiment.

The second set of challenges relates to the evaluation of policy experiments. Policy
pilots are usually conducted as ‘one-off evaluations’ to measure success (Stoker & John,
2009). In sectors that are rapidly changing or for those projects with a longer gestation
period between the start of a new experiment and the realization of its benefits, it may be
necessary to conduct repeated evaluations over time (Cabinet Office, 2003).

The third set of challenges relates to the scaling up of experiments. Positive results
from smaller-scale experiments may not be observed when the experiments are scaled up
or applied in a different context (Simmons et al., 2007). The context dependency of pilots
and related dynamics means that pilots may not accurately predict the impact of diffusing
the project in a different context or scaling it up. In such cases, policy experiments should
be considered as an early evaluation of how specific policies or programmes might work
under certain conditions in certain settings.

CONCLUSIONS AND SCOPE FOR FUTURE RESEARCH

The historical context and theoretical background of treatment of uncertainty is a subject
of some interest to policy scholars. Uncertainties broadly emanate from both the quanti-
ties considered in policy models and the structure of those models themselves. Policies
can embody varying levels of uncertainty along this spectrum, from limited knowledge to
deep uncertainty or ‘unknown unknowns’.

As set out above, policy design under uncertainty is rather complicated in the case
of wicked problems, such as climate change, that have no clear agreement on causes or
solutions. As uncertainty rises, the level of knowledge about the system decreases, and
this alters the suitability of policy solutions to address specific policy problems. Efforts
to seamlessly integrate knowledge between the academic and policymaking communities
are also impeded by the presence of different perspectives, timescales and vocabularies
for concepts and processes, which make the transmission of knowledge difficult. A faulty
policy design owing to uncertainty can further hamper the effective functioning of poli-
cies and the realization of intended policy goals and objectives.

For long-term policies that address complex and dynamic policy problems, there is
a need to constantly monitor and evaluate whether the policies continue to meet their
intended goals and objectives (Ramjerdi & Fearnley, 2013).
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Adaptive policy-making, scenario forecasting and policy experiments hold immense
potential to aid policy designers under uncertainty and ambiguity. Policy experiments can
be used to test many policies that are being deployed to deal with complex policy issues
and rapidly changing policy environments. Under normal conditions of uncertainty and
ambiguity, policy experimentation offers three major contributions to policy formulation:
promoting variation and diversification of risks; supporting evidence-based policymak-
ing to prepare societies for transitions; and fostering social learning. Higher levels of
problems, however, require alternative formulation aids, such as scenario analysis and
adaptive policies.

NOTES

1. Intracing how uncertainty has been considered by policy scholars from the modern to post-modern era in
the context of policy analysis and application, Bredenhoff-Bijlsma (2010) highlights that while modernism
focused on the ‘positivist’ notion of using objective knowledge for policy analysis, post-modernism focused
on the ‘socially constructed nature of scientific knowledge’ that emphasizes the role of actor interactions
(an idea central to network theory).

2. The concept of ‘surprise’ or unexpected changes has largely been used in the ecological context
(Lindenmayer et al., 2010), but offer little or no scope for the decision-maker to respond from history or
experience (Lempert et al., 2003; Walker et al., 2010). Under such high levels of uncertainty, there is little
agreement on the choice of variables that should be included in models and it is difficult to assign probability
distributions to possible future scenarios with any confidence (Lempert et al., 2003; Mclnerney et al., 2011;
Walker et al., 2010).

3. In the development sector, policy experiments are frequently used to assess alternative courses of action.
These include (1) projects that focus on problem definition itself; (2) projects that focus on problems which
are partly or wholly undefined; (3) projects that explore the most effective way of achieving pre-set policy
goals; (4) projects that aim to identify gaps and barriers in situations where problems and goals are already
well known; and (5) natural experiments that occur over a period of time without conscious intervention
(Rondinelli, 1993).
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3. Policy formulation as policy work: developing
options for government
Martin Nekola and Jan Kohoutek

INTRODUCTION: BUREAUCRACY, POLICY FORMULATION
AND POLICY WORK

Bureaucracies are hierarchical institutions providing capacity and expertise to accomplish
complex social tasks (Meier & O’Toole, 2006, p. 1). Historically, the bureaucracy has been
understood as government administration staffed with non-elected officials. Traditional
models of bureaucracy differentiate between elected politicians and administrators in
terms of division of labour, discretionary power, accountability and norms of behaviour.
While politicians in democratic societies represent the interests and values of their con-
stituency and are responsible for the formulation of goals and actions to achieve these
goals, administrators serve to implement policies and run the day-to-day administration
of the state. An ideal-type bureaucracy is a rational-legal authority regulated by written
rules and acting in a strictly neutral manner within a clear chain of command. Tasks from
politicians are efficiently implemented by educated and competent officials who remain
independent of politicians due to tenure and merit-based promotion rules (Weber, 1922;
Wilson, 1887).

The politics-administration dichotomy has developed into a normative standard and
become a central organizing principle of political systems in the West and elsewhere
(Rouban, 2003), but it has also been roundly critiqued. This

normative ideal contradicts several empirical studies showing a more complex interaction
between politicians and administrators, and more diverse roles for the two sets of actors.
Administrators are to a very large extent involved in the formulation of visions and objectives
at the political level. Their involvement is not limited to choosing means but also involves ends.
In other words, administrators play an active role at the political level. (Hansen & Ejersbo, 2002,
p-734)

It is clear that in democratic societies, elected politicians are formally superior to non-
elected officials, but the actual working relationship is much more complicated and con-
tested (Svara, 2006, p.954).

In his seminal work, Heclo (1974) stresses the crucial role that public officials play in the
policy process, including in problem identification and formulation of alternative solu-
tions. Thus, the bureaucracy can be considered as a key and autonomous actor actively
shaping the governmental agenda. In particular, several modes of influence are theorized
in the literature. Most prominently, bureaucrats’ professional knowledge, experience and
resources make them virtually indispensable to decision-makers. Modern social systems
rely on expert knowledge to the extent that they cannot operate without skilled and
highly educated professionals.! And especially in knowledge-intensive policy domains,
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where external policy capacities may be low, government bureaucracies are considered
as prominent sites for acquisition, organization and application of knowledge in policy.
Moreover, even if policy goals are formulated solely by politicians, the elaboration of
concrete policy designs and instruments depends on civil servants. During the process of
drafting a policy, often vague goals, structures and key features have to be fundamentally
revisited and might be significantly reshaped by policy bureaucrats (Page, 2003).

Government bureaucracy can also be understood as a veto player following its own
particular worldviews and interests (Tsebelis, 2002). Especially in countries with strong
insulation of administration from external actors and even government, elected politi-
cians might be hindered by public officials in formulating alternative policies (Marier,
2005, p. 524). This is even more visible at the supranational level, where the influence of
national politicians is weakened while the role of administration, serving as a primary
locus for dealing with highly technical matters, is reinforced (Rouban, 2003).

There might also be other situations when the significance of bureaucracy in policy
formulation increases, at least temporarily. This can be the case of a so-called caretaker
government in multiparty democracies, when the country is governed by an outgoing
government and/or public bureaucracy while a new political government is formed. This
is usually a rather short time period and actions taken by a caretaker government are
limited. Several examples in recent history, however, show that the transitional period
can be quite long, during which far-reaching decisions, such as nationalization of a bank
or participation in a war, can be taken (Devos & Sinardet, 2012). During such a period,
administrative and budgetary control of expenditure is strengthened (Bouckaert & Brans,
2012). Another situation in which a bureaucracy is more important comes about when
the government is paralysed in political deadlock and approaches public officials with a
request to find a solution and/or compromise (Marier, 2005, p. 540). In times of political
void and/or lack of interest from politicians in the agenda, bureaucrats try (wrongly or
rightly) to anticipate reactions of political leaders and act accordingly (Page & Jenkins,
2005).

To conclude, the view of bureaucracy as a neutral authority that impartially advises
elected politicians and implements policies is inaccurate and omits a large amount of
everyday policy-making (Page, 2001). There seems to be consensus that the traditional
politico-administrative division of labour is a rather normative ideal than actual prac-
tice of policy-making and that bureaucratic involvement in policy formulation varies
greatly across time, place and policy sectors. In this chapter, we explore how the nature
of policy work within government has evolved in different contexts until the present
time. To this end, we provide a review of theoretical and empirical accounts of policy
work focusing on three main aspects: (1) actual practices and professional identities of
policy workers; (2) policy (analytical) capacity; and (3) policy workers’ involvement in
politico-administrative relations. Following this structure, we begin by elaborating on
the day-to-day activities done by policy bureaucrats, their professional values and the
different forms of knowledge they utilize. Secondly, we enquire into policy bureaucra-
cies from the perspective of policy (analytical) capacities, focusing not only on the
quality and quantity of policy workers but also on the institutional arrangements for
policy development and coordination in terms of organizational structures, processes
and cultures. Thirdly, we analyse the relationship between policy bureaucrats and poli-
ticians with special attention to different types of politicization and their relation to
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policy formulation. In the conclusion, we synthesize our arguments to arrive at three
possible concepts of policy formulation, and outline their utilization in future public
policy research.

POLICY WORK AND POLICY WORKERS WITHIN PUBLIC
BUREAUCRACY

Traditional research into policy practice has drawn on the concept of the policy process
as a sequence of stages in informed decision-making based on expert advice of policy
analysts and leading to preferred outcomes (Colebatch, 2005, 2006; Howard, 2005). This
concept of policy practice as an exercise in the instrumental rationality of governing
became the mainstream approach to investigations of work done by policy analysts and
advisors, not least due to its proliferation in policy analysis textbooks and courses, par-
ticularly within the US context (DeLeon & Martell, 2006; DelL.eon & Vogenbeck, 2007;
Vesely, 2009).

In contrast, the policy work approach, which seeks to capture the present-day practice,
moves away from a single ‘textbook’ representation of policy practice-as-advice and
acknowledges its complex and multi-faceted nature in different (policy advisory) systems,
issue areas and organizations (Kohoutek et al., 2013). Among other things, it effectively
enlarges the range of those participating in the work of policy as a form of their profes-
sional activity.

Who are Policy Workers?

Unlike traditional policy analysis, the policy work approach advocates a broader view
of the process of policy-making. The category of policy workers therefore encompasses
a wide range of practitioners, including but not limited to bureaucrats, experts, politi-
cal leaders, non-governmental organization (NGO) staff, advocates, analysts, mediators
and interest group representatives. They are located in public, corporate or non-profit
organizations — such as government, professional bodies, consultancies, universities,
think tanks, community centres and so on — and perform a wide range of policy-related
activities. For example, as shown by Page (2009), drafting new legislation is not the simple
technical translation of political language into the law done by disinterested lawyers. On
the contrary, it is a crucial part of policy-making where policy can be (re)formulated and
specified into its final shape.

In this ‘interplay of different forms of knowledge, different organizational locations
and different understandings of the process’ (Colebatch, 2006, p.316), public bureaucra-
cies are a traditionally significant locus of policy work. There, policy work is done by
professional public servants (Halligan, 1995). These policy bureaucrats (Page & Jenkins,
2005) are not a homogeneous group working in similar settings. As noted by Johansson,
they

can be found at all levels of government, from national to local level, and on all levels within
bureaucracies, from executive positions to caseworkers at street level. Some are mainly involved
in the preparation of proposals, while others have the primary objective of implementing policy
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on a day-to-day basis. Some work under regulatory frameworks that make their decisions rather
predictable, while others do not. Some are trained in public administration, others as profes-
sionals or experts. Some perform their duties on their own, while others would barely be able to
perform a single task without iterated and frequent interactions with other actors, public as well
as private. (Johansson, 2012, p. 1032)

In order to bring order into this diversity, different classifications can be found in the
literature. For example, Gargan (2007, p.1129) makes a distinction between two basic
groups on the basis of tasks and knowledge used. In the first group, professionals for
public administration are mainly involved in administration, management and supervi-
sion of government affairs. Performance of these tasks does not require specialized formal
education, but does require the application of analytical skills, reasoning and personal
responsibility, as well as a large amount of knowledge of principles, concepts and prac-
tices central to public administration and/or management. The second group consists of
professionals in public administration who are mainly involved in service provision to
target groups outside government and are trained in a concrete field of study for their
profession (for example, economics, law, medicine, architecture, social work and so on).
Gargan (2007) further distinguishes between knowledge that is usable beyond public
administration (common service professionals such as doctors, lawyers and economists)
and knowledge specific to services provided predominantly by the government (public
service professionals such as soldiers, diplomats, police officers, foresters and the like).

However, given the changes affecting public administration, namely, privatization (and
nationalization), the boundaries between these two different types of knowledge become
more diffuse. From a policy-making perspective, it would be more useful to take policy
context into account. Johansson (2012) discerns between welfare bureaucracy, where pro-
fessionals such as medical doctors, social workers or teachers focus on providing services
to individuals, and infrastructure bureaucracy, where professional bureaucrats, techni-
cians or experts provide collective services to all citizens (or consumers). While welfare
bureaucracy target groups are clearly defined and rather closed (unemployed, poor, the
elderly), infrastructure such as roads, sewage systems or electrical wiring is usually open
and the corresponding target group is rather loose. This has a clear effect on the types of
networks in which public officials participate: welfare professionals are engaged in net-
works of clients and their organizations, while infrastructure bureaucrats are embedded
in networks of governmental authorities, consultants, contractors and interest groups.

This brief overview suggests that policy work takes on a range of forms and that policy
workers in public administration perform a range of tasks which, one way or another,
affect public policies and their outcomes (Colebatch et al., 2010; Howlett & Wellstead,
2011; Radin, 2000). In the following sections, we elaborate on the day-to-day activities
done by policy bureaucrats, the different forms of knowledge they utilize and their profes-
sional values and analytical capacities for policy work.

What do Policy Workers Do?
The idea of the importance of policy workers in policy formulation has long been rec-

ognized by many authors (for example, Heclo, 1974; Meltsner, 1975; Weber, 1972). The
traditional view of policy analysis links it to providing advice for decision-makers, and
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considers policy-making as an authoritative choice (Colebatch, 2006) made by politi-
cians and/or top-positioned bureaucrats on the grounds of best available evidence and
rational expert advice. To meet policy-makers’ knowledge needs, knowledge production
has to be mobilized, and available knowledge transformed into policy-relevant informa-
tion. In this process, rigorous methods of research and policy analytical tools are used
by experts in order to identify and analyse problems and, more importantly, to structure
information and opportunity for policy-makers to develop alternative choices (Gill &
Saunders, 1992).

Governments have limited internal capacities for research production, and thus often
demand research sourced from outside government. Still, government bureaucracies are
traditionally considered to be prominent sites for the acquisition, organization and appli-
cation of knowledge in policy. There, the use of knowledge varies greatly across time and
place, policy sector and organizational cultures. Often, junior or middle-level bureaucrats
are responsible for providing professional policy advice to senior/upper-level civil servants
and politicians (Page & Jenkins, 2005). However, this does not mean that high-ranking
officials are not involved in the process of knowledge acquisition and use. Instead, they
may significantly influence the organizational ethos and culture towards research use and,
more specifically, filter scientific evidence to match organizations’ interests (Ouimet et al.,
2009, p.334).

Key activities of rational policy work are therefore scientific research and, especially,
the conversion of scientific knowledge into concrete assumptions on public policy-making
(Mayer et al., 2004). This is done by producing research reports, journal articles and other
materials and shaping the knowledge obtained into the texts of public policy documents
such as position papers, briefing notes or white and green papers (Evans & Wellstead,
2013). These activities resound with Lasswell’s (1951) vision of policy science as bringing
together social sciences and practical policy-making to solve societal problems, and Dror’s
(1967) call for the establishment of professional policy analysts for improving decision-
making processes.

From this perspective, policy workers take part in policy formulation by defining social
problems, clarifying public policy goals, identifying strategies for goal achievement and
making recommendations of the most plausible solutions. The concept of rational policy
work thus sees policy workers as ‘technicians’ (Meltsner, 1975, 1976) possessing scientific
expertise in the form of knowledge of abstract concepts for a given problem, relevant
theories and a range of research and analytical techniques for their application (Page,
2009, 2010, p. 259). This allows policy workers to utilize as well as create epistemic knowl-
edge (Tenbensel, 2006, p. 202) of causal relationships between social phenomena and thus
identifies the causes and effects of public policy problems. However, such episteme has to
be contextualized with knowledge of public policies and instruments relevant in a given
area, that is, public policy expertise (Page, 2009, 2010, p.259).

This instrumental account of public policy, embodying much of the traditional policy
analysis and stagist approach to the policy-making process, has become untenable vis-
a-vis existing practice, which defies the clear-cut distinction between formulation and
implementation stages of policy. Public policy theory and practice is now preoccupied
with the presence and impact of other policy actors as bearers of different (and some-
times conflicting) interests. Moreover, conflicts accompanying the policy process are
often underlain by normative and ethical issues that cannot be fully resolved by rational
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analysis. Two other more profane accounts of policy-making can be said to have evolved
out of the tensions between the textbook approach and its practical realization.

In the first account, policy-making takes the form of structured interactions (Colebatch,
2006) among different actors and in different contexts. The government is no longer
a hegemonic authority; actors’ agendas and goals have to be identified and taken into
account by policy workers. Instead of finding rational solutions to policy problems,
policy workers provide the client (not solely the government) with strategic advice on how
to most effectively achieve the defined goal under a given political constellation (Mayer
et al., 2004, p. 176). To do so, they have to engage in public dialogue, coordinate interac-
tions with other actors and mediate consensus among them (Mayer et al., 2004, p. 177;
Wellstead et al., 2009, p.37). Ideal-typical representatives of such a role are generalists
who possess knowledge of complex processes leading to the acceptance of a given public
policy, that is, process expertise (Page, 2009, 2010, p.259). They lack formal education
in research and/or policy analysis and rarely solve substantive problems in their fields
of education (Feldman, 1989; Meltsner, 1975, 1976; Page & Jenkins, 2005), but have
political skills such as negotiation, bargaining, networking and the like. Policy workers as
process generalists thus possess a practical and technical understanding of personal and
institutional characteristics (Tenbensel, 2006, p.202), which is often implicit, based on
individual experience, but rather universal, that is, applicable in different areas of public
policy (Page & Jenkins, 2005).

The second account understands policy-making as a combination of cognitive pro-
cesses (‘puzzling’) and competitive interaction (‘powering’) (Hoppe, 2010). It emphasizes
the normative and socially constructed nature of policy problems (Colebatch, 2006).
Policy work thus accounts for how actors identify and formulate problems, which
meanings they attribute to different aspects of a problem (for example, framing), and
ultimately how they perceive the outside world. Unlike an authoritative choice of the
government, policy is created and maintained by collective action. Policy work can
improve this process not only by acknowledging the values and arguments of differ-
ent actors but also by drawing attention to those with unequal representation in the
decision-making process. It is the application of practical knowledge (Tenbensel, 2006,
p-202) that enables policy workers to identify various definitions of a problem and to
find an answer to the question of what should be done. Policy workers dealing with such
tasks are termed policy philosophers (Hoppe & Jeliazkova, 2006) or democratic issue
advocates/activists (Mayer et al., 2004) who have knowledge of the problem and are
willing to actively engage in it, thus deciding on the course of public policies (Kohoutek
et al., 2013).

The foregoing argumentation suggests a number of central conceptual policy work
attributes represented by type of knowledge, actors and activities. These attributes can be
combined with the underlying policy work accounts, that is, authoritative choice, struc-
tured interactions and social construction, to produce three major constructs of policy-
as-work (Table 3.1). Naturally, the constructs outlined are generalizations and do not
address the complexity and variety of policy work in its fullness. Instead, they are meant
to orient the reader to the key attributes of policy work, to their different bearings on how
policy work is framed and to the overall implications for policy formulation. Moreover,
they provide a basis for further thinking about the analytical capacities and nature of
politico-administrative relations to which we turn in the following sections.
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Three accounts of policy work
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Framing account Authoritative choice

Structured interactions

Social construction

Type of
knowledge used
in policy-making
Main actors

Scientific/policy
expertise (episteme)

Privileged insiders:
scientists, analysts,
policy bureaucrats,
decision-makers

Key activities Rational problem-
solving, evidence-

based policy-making

Policy formulation
features

Reactive (based

on demand from
politicians), impartial
provision of policy
alternatives

Process expertise (techné)

Organized outsiders to
government:
consultants, advisors,
entrepreneurs, process
managers, negotiators

Managing co-production
of policy outcomes,
stakeholder analysis,
synthesis and integration
Dynamic (based on
stakeholders’ interests),
looking for consensus,
provision of strategic
advice

Practical knowledge
(phronesis)

Insiders and outsiders
to government plus
voices from the
periphery: issue
activists, advocates,
journalists, mediators
Puzzling and powering
over policy issues,
deliberation, collective
action

Proactive (advocacy),
making sense together,
creation of new
patterns of social
organization

Empirical Research on Policy Work in Government Bureaucracy

Despite a somewhat short tradition of empirical policy work research, a number of
enquiries have been made into the activities of policy workers in different contexts. These
studies are usually country-specific, mapping the work of policy workers located in differ-
ent functional levels (federal, state/provincial, regional) contingent on the organizational
structure of a country’s public administration. The existing accounts of policy work come
mostly from Canada but also, to a lesser extent, from the United States, Australia and
several European countries. There is growing interest in policy work research in other
countries such as Japan (Adachi et al., 2015) and Brazil (Vaitsman et al., 2013). This
subsection reviews and compares the contextual characteristics of policy work as prac-
tised in selected Anglo-Saxon (Canada, the United States and Australia) and European
countries.

The empirical studies of Canadian policy work practices outnumber similar research in
other countries and cover all major organizational levels — federal, provincial and regional.
These studies have been published from the second half of the 2000s onwards (Howlett,
2009a; Howlett & Newman, 2010; Howlett & Wellstead, 2011; Wellstead et al., 2011).
Using large-N sampling and quantitative methodology, they enquire into the nature
of policy work, often focusing on policy analytical capacities and profiling those who
put them into use. The main results can be summed up as follows. Federal policy work
typically consists of solving complex problems requiring horizontal inter-departmental
or inter-sectoral coordination as well as networking within or outside Canada — yet much
time is devoted to dealing with unexpected, pressing issues (‘fire-fighting’). Federal policy
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workers often have private sector or academia experience and at least some training
in formal policy analytical techniques (Baskoy et al., 2011; Howlett & Newman, 2010;
Wellstead et al., 2009). Unlike their federal counterparts, Canadian provincial/state
policy workers do not typically have formal policy analysis training. Policy work at the
provincial/territorial level entails policy appraisal, implementation, strategic brokerage or
evaluation. It is more oriented towards solutions of day-to-day or weekly problems and
uses qualitative and informal methods (Baskoy et al., 2011; Howlett, 2009a; Howlett &
Newman, 2010; Howlett & Wellstead, 2011). In a similar way, regional policy work in
Canada is done mainly by those without formal policy analysis training (but often long-
term experience). It usually involves rudimentary, non-analytical actions (information
gathering) and short-term street-level (client-oriented) service provision, communication
and negotiation. Canadian regional policy workers are typically ‘fire-fighters’ dealing
with immediate problems (Wellstead & Stedman, 2010; Wellstead et al., 2009).

Compared to the Canadian contexts of policy work, the corresponding empirical
(quantitative) evidence from the United States is somewhat less detailed. The available
accounts show that federal bureaucracies are somewhat more prone to political influence
compared to the state level, with few federal policy workers having the corresponding
training and experience from state or regional administration (Gailmard & Patty, 2007;
Radin & Boase, 2000).

Since 2010, quantitative research into different aspects of the analytical capacities of
policy workers in public bureaucracies has also been carried out elsewhere, including in
Sweden, Australia, the Czech Republic and Belgium. The Swedish study concentrates
on factors affecting variations in mentality of policy analysts applying scientific ration-
ality for problem-solving, concluding that the variations are likely to be explained by
workplace socialization and not by educational background and type of university studies
(Ribbhagen, 2011). The Australian contribution comprises an investigation conducted in
the sparsely populated Northern Territory and aimed at identifying major work tasks,
risk factors and barriers to policy work enactment (Carson & Wellstead, 2015). The tasks
encompass consulting with stakeholders and decision-makers, briefing management and
collecting data; the factors hindering performance of quality policy can be summed up as a
lack of formal training and experience, government reorganization, inadequate resources,
time constraints and the short-term orientation of work (Carson & Wellstead, 2015).
Another Australian study presents an enquiry into valued sources of policy work exper-
tise among public servants at the state and federal government levels, underscoring the
importance of collegiate knowledge-sharing and on-the-job learning for the acquisition of
relevant working skills (Head et al., 2014). The research from the Czech Republic makes
use of two large-N datasets to arrive at profiles of public officials located in ministries and
regional bureaus (Vesely, 2014). The findings show that ministerial officials are older, more
educated, have more public administrative work experience and do more analytical and
research-oriented tasks than regional policy workers. Czech regional policy workers are
more likely to be involved in policy implementation, programme monitoring and coordina-
tion, advising regional political bodies or communicating with the general public (Vesely,
2014). Finally, research on policy workers at the central level of government in Belgium
shows rather occasional use of policy analysis. Nevertheless, they use soft/non-formalized
techniques such as consultation and negotiation more frequently than formalized policy
analysis techniques in the conduct of policy work (Aubin et al., 2015).
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At this point, it is necessary to highlight the existence of another approach to policy
work and policy worker-related investigations. Building upon qualitative methodology
and small-N case study design, this approach aims at outlining facets of policy work and
practitioners’ attitudes to it on a day-to-day basis. The corresponding research enquiries
reconstruct the types of work tasks, activities and practitioners’ profiles, and the overall
policy work styles, through an analysis of available memos, notes, briefs, minutes and
other similar materials complemented by participant interviews. This approach yields
observations focused on personalized, case-specific accounts of how dilemmas of policy
work are confronted and dealt with in practice (Coffey, 2015; Hoppe & Jeliazkova, 2006;
Maybin, 2015; Page & Jenkins, 2005; Ribbins & Sherratt, 2015).2

Other accounts reveal explicit concern with real-time situations and dilemmas of so-
called boundary workers located in some specific issue areas (for example, environment
protection). Hoppe and others (de Vries et al., 2010; Hoppe, 2010; Hoppe & Wesselink,
2014; Hoppe et al., 2013) pointed out that the interaction between politics/policy and
science is not just a simple demand and supply relationship. Knowledge production is a
process of social construction (Latour, 1999) where the worlds of experts and bureaucrats,
among others, are interconnected. At the boundaries of these interactions, policy bureau-
crats and experts are involved in forming boundary arrangements, that is, a prescription
of who can and cannot participate in the interaction (demarcation) and what the inter-
actions should look like (coordination) (Hoppe, 2005, p.207). Thus, the science-policy/
politics relationship has an interdependent character where knowledge is co-produced by
policy-makers and scientists (Edelenbos et al., 2011; Jasanoff, 2004). For example, Hoppe
et al. (2013) study the patterns of avoiding over-politicization and over-scientization of
boundary policy work in the area of climate change governance. They find these patterns
as bearing on the extent of climate problem (un)structuring, stage of the policy process
and characteristics of the policy network along with the socio-political context of the
problematic. In another study, Nekola and Moravek (2015) reconstruct the formulation
of drug policy recommendations by an advisory committee working at the boundary
between science and practical policy-making. They demonstrate how expert efforts to
produce evidence-based policy advice were constrained by an externally induced sense
of urgency, avoidance of controversy, internal disunity about drug policy orientation,
limited evidence and the institutional momentum of traditional drug control. Also, the
experts belittled available evidence in order to achieve consensus among themselves.

ANALYTICAL CAPACITY FOR POLICY FORMULATION

Policy capacity is considered one of the prerequisites for policy success (Howlett, 2015).
The overall policy capacity of a government results from both human resource capacities
in terms of the quality and quantity of policy workers and the institutional arrangements
for policy development, coordination and decision-making in terms of organizational
structures, processes and cultures (Gleeson et al., 2011, p.238; Nunberg, 2000, p. 18).
Policy capacity thus encompasses staffing issues together with organizational matters
related to resource utilization, policy coordination and implementation, knowledge man-
agement and organizational learning and even ability to make non-incremental strategic
choices (Bakvis, 2000; Parsons, 2004; Peters, 1996).
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With respect to policy formulation, the ability of individuals and organizations to
acquire, communicate and utilize different types of knowledge in the policy process is
seen as one of the most important dimensions of the problem-solving capacity of modern
states (Lodge & Wegrich, 2015). For this particular type of policy capacity, we use the
term policy analytical capacity (PAC) (Elgin & Weible, 2013; Howlett, 2009b). In contrast
to the broader concept of policy capacity, PAC focuses on the early phases of the policy
process such as planning, research, advising and decision-making (Newman et al., 2013)
and is thus especially relevant for understanding the role of public bureaucracy in the
process of policy formulation. As Elgin and Weible (2013) point out:

Policy actors and organizations with high levels of PAC are argued to have a higher probability
of shaping policy agendas and impacting the design and content of policies, a better understand-
ing of the context in which policies are implemented and ability to evaluate policy outputs and
outcomes — that is, they are more likely to be influential in determining who gets what, when,
and how. (p. 116)

Individual and Organizational Levels of Policy Analytical Capacity

There is a consensus that the individual skills of policy workers are essential for the policy
capacity of a given organization. According to Brown et al. (2013, p.453), governments
depend on public servants who are capable of doing policy work of a high order:

human resource development is arguably most important in the context of policy capacity
because the ability of individual public servants to plan, analyse, implement and evaluate poli-
cies to address critical issues will have a direct impact on the well-being of the citizens in their
societies.

For policy workers to be able to create and effectively communicate policy advice,
several competencies are key. First of all is knowledge of both the context of the problem
and of the policy itself, including the organizational and political environment. Second
are analytical skills such as the ability to frame problems, appraise research evidence,
predict the likely consequences of policy choices and evaluate associated risks. Thirdly,
policy workers need practical policy development skills related to the daily work of policy
such as drafting, researching, consulting, evaluating and project management. And last
but not least are specific personal attributes, for example, interpersonal and communica-
tion skills, creativity, intuition and judgement, and flexibility (Gleeson et al., 2009, 2011).
PAC also requires the ability to apply statistical and applied research methods, advanced
modelling techniques, and sophisticated analytical and forecasting techniques. At the
same time, ‘soft skills’ such as the ability to communicate policy-related messages to inter-
ested parties and stakeholders and integrate information into decision-making processes
are also seen as important by both practical and theoretical accounts of policy analytical
capacity (Howlett, 2009b).

At the organizational level, knowledge, skills and people together define an
organization’s capacity to respond to a policy issue and its ability to engage in long-term
planning (Elgin & Weible, 2013; Howlett, 2009b). Organizational PAC relies on the supply
and development of information and evidence, an adequate supply of highly skilled
policy personnel and an appropriate skill mix in policy units supported by personnel



Policy formulation as policy work 49

management and workforce development practices. These should be institutionally inte-
grated within systematic processes for policy development, monitoring and evaluation.
In this sense, the formal and informal relationships with stakeholders and coordination
within and between departments and between different levels of government are crucial.
Last but not least, organizational policy capacity is strengthened by policy leadership,
strategic management and a culture characterized by clarity of direction, innovation,
readiness to take risks, teamwork and trust (Gleeson et al., 2009, 2011).

Organizational analytical capacity can be related to working conditions in a given
organization in several ways. Firstly, the availability of policy-relevant information is
essential for PAC. Secondly, policy workers’ individual capacities have to be developed
and deepened during their career within an organization through professional training.
Thirdly, competent workers need to be well paid; transparent, merit-based rules for pro-
motion further support their professional values and motivation. However, it is not only
this ‘material’ aspect of policy work that is important; identification with the organiza-
tion and the outcomes it produces for society, doing interesting work and the workplace
environment also matter.

To complete the overall picture, it is also worth mentioning that some authors make an
account of analytical capacity for the whole system (Wu et al., 2015). For such systemic
analytical capacity, two crucial factors can be identified. The first one concerns the state
of knowledge production facilities (educational and scientific organizations) in a given
country or even globally. The second factor relates to the actual availability and acces-
sibility of produced knowledge to policy workers (Hsu, 2015) and its policy relevance.

Decline of Bureaucratic Policy Capacity?

Over the last two decades, many governments have paid attention to (re)building public
sector policy capacity. This is a reaction to allegedly declining policy capacity (Edwards,
2009; Tiernan, 2011) that was attributed to structural and procedural changes in the
public service of many countries. Many authors blame these changes on the adoption
of public sector reforms based on ideas of New Public Management (NPM) (Aucoin &
Bakvis, 2005; Bakvis, 2000; Halligan, 1995; Painter & Pierre, 2005). One of the most
visible outcomes of the NPM approach was the externalization of policy capacities —
moving advisory activities previously performed inside government organizations to
places outside of government (Howlett & Migone, 2013; Vesely, 2013, p.200) — which left
the state ‘hollowed out’ (Rhodes, 1994). Moreover, an emphasis on managerial skills and
process and presentation, rather than analytical capabilities of civil servants and actual
policy content, ‘pushed policy advice work down the hierarchy’ (Dunleavy, 1995, p.62) in
many governments.

However, recent empirical research on state-level policy capacity in the United States
suggests a more ambiguous picture. For example, the Colorado government has a mixed
level of policy analytical capacity in the context of energy and climate issues when com-
pared to academia and the private sector. It shows quite a low individual level of research
capacity but is capable of successfully integrating relevant research and information into
decision-making. Overall, government is not as ‘hollowed out’ as suggested in the litera-
ture (Elgin et al., 2012). From an advocacy coalition framework perspective, governmental
actors within the pro-climate coalition in Colorado possess a comparable level of both



50 Handbook of policy formulation

individual and organizational policy analytical capacity to address climate and energy
issues (Elgin & Weible, 2013).

Public sector reforms have also been accompanied by intensified participation of non-
governmental actors and increased efforts to include other forms of knowledge into the
policy-making process (for example, contextual and local stakeholder knowledge). This
relates to an increased emphasis on the use of evidence in policy-making (Howlett, 2009D,
p-156). Lack of capacity may, especially in knowledge-intensive policy sectors, lead to
increasing demand for external advice at the expense of internal policy analytical capac-
ity (Perl & White, 2002). Contrary to this knowledge expansion thesis, however, Vesely
(2012) suggests that workforce competition between the public and private sector (which
is related to the price of policy advice) is a key factor influencing internal policy capacity
of public administration organizations. In fields where public administration need not
compete with the private sector for skilled workers (for example, cultural policy), internal
policy capacity is relatively high and externalization low.

Last but not least, capacity is significantly influenced by large-scale changes in the
structure of government or the entire political regime (Newman et al., 2013). Examples
of such rule-changing events are the end of colonial rule in Hong Kong in 1997 (Cheung,
2004) or the fall of communism in Central and Eastern European (CEE) countries in the
early 1990s. In Hong Kong, Cheung reported the weakening of policy capacity of the
new Special Administrative Region government, but the situation in the post-communist
countries is more ambiguous. Liberalization and democratization of the political system,
privatization and marketization of the economy, and pluralization and individualization
of society required fundamental reforms aimed at establishing modern public adminis-
tration. The main priority of CEE administrative reform programmes was to strengthen
central policy-making capabilities, especially in order to become a member of the
European Union (EU) and the so-called European Administrative Space (EAS); these
programmes were further reinforced by the international agencies active in the region
(Goetz, 2001; Goetz & Wollmann, 2001). Reforms included the establishment of a system
of open competition for entry to the civil service, professionalization and depoliticiza-
tion of the senior ranks, and the establishment of training programmes and transparent
performance evaluation systems (Meyer-Sahling, 2011, p.239; Scherpereel, 2004, p. 554).

Still, the policy capacity of CEE countries is considered generally weaker than in the
West, and this is especially true for the central level of public administration. At the time
of EU accession in 2004, the civil service in CEE countries basically met none of the EU
standards for civil service reform (Meyer-Sahling, 2011) and both individual and organi-
zational policy analytical capacity could be considered very low when compared to the
existing EU members. At the individual level, Nunberg (2000) identified a drain of skilled
officials from core public administration tasks to either the domestic private sector or to
EU administrative structures that offered better remuneration. Also, a lack of training
in policy development and analytical techniques seemed to undermine PAC at the central
level of CEE. At the organizational level, the absence of protection against politicization
of the civil service has hindered the establishment of a merit-based, professional civil
service (Nunberg, 2000, p. 70). There has been insufficient policy coordination of the tra-
ditionally independent sectoral ministries, and their lack of involvement in policy-making
has been further worsened by a weakening of horizontal management systems (Nunberg,
2000, p. 19; Randma-Liiv & Jarvalt, 2011, p.40). Given the absence of a coordinated civil
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service policy, Meyer-Sahling (2011, p.234) has classified post-accession development as
a reversal in some countries (for example, the Czech Republic) and as undermining pros-
pects of meeting the EU standards for civil service reform.

POLITICO-ADMINISTRATIVE RELATIONS AND
POLITICIZATION OF PUBLIC ADMINISTRATION

Despite the growing importance of non-hierarchical modes of governing and outside
sources of knowledge (Pierre & Peters, 2000; Rhodes, 1996), policy workers located within
government bureaucracies are still considered the main source of expertise for policy
formulation, decision-making and implementation. This puts policy bureaucrats into
an exclusive position, inconsistent with the idea of a politics-administrative dichotomy
characterized by impartial bureaucratic advice to politicians and effective execution of
political decisions. ‘Lay’ political control over expert-bureaucrats is inherently difficult
to attain due to political dependence on public administration expertise. In this respect,
theorists of public choice speak of information asymmetry as the cause of inefficiency
and ineffectiveness of public administration (Page, 2009). At the same time, the notion of
politicians taking over public administration and misusing the state for their private inter-
ests is a concern both to the public and public bureaucrats themselves. The politicization
of public administration is seen as a threat to the professional status of public officials and
to the normative ideal of a strategic balance between politics and public administration
(Rouban, 2003; Svara, 2001).

Svara (2006, p.955) identified four standard models of the relationship between
administrators and politicians based on the extent of a hierarchy and the distinctness
of roles in the system. In the first model, with separate roles, administrators are clearly
subordinate to politicians, and the two groups have different roles and norms: politicians
set goals and define the preferred policy outputs, and administrators provide advice and
choose the methods. In the autonomous administrator model, administrators possess
equal or even greater influence than politicians. Administrators are involved in policy-
making, but politicians are separated from the administrative role. The responsive
administrator model expects subordination of administrators to politicians and domi-
nance of political norms over administrative ones. In the overlapping roles model, there
is a reciprocal influence between elected officials and administrators, but separate norms
may be maintained.

These standard models acknowledge the fact that public officials are indeed political.
They do work of a political nature, including policy formulation and sometimes even
decision-making (Rouban, 2003). However, in cases when the level of control of politicians
over administrators and the degree of differentiation between their roles is either very low
or very high, the balance is disrupted. This may lead to another four extreme models of
politico-administrative relations. A combination of very high control over administrators
and a high degree of differentiation results in isolated administrators whose expertise and
advice are effectively ignored in policy-making. On the other hand, a high level of control
together with a very low distance between politics and administration allows politicians
to manipulate administrators. Very low control and very high differentiation can be char-
acterized as a bureaucratic regime where politicians are subordinated to administrators.
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Finally, very low control and differentiation allows politicized administrators to be openly
and actively involved in political exchange with elected officials (Svara, 2006, p.956).

This raises the crucial question of how to empirically discern between the standard and
extreme models. What level of control or differentiation is ‘standard’ and what consti-
tutes very high or very low levels? Scholars in public administration and political science
adopt different approaches to measurement, including indicators such as the presence
or absence of civil service law (Grzymala-Busse, 2007), party turnover (O’Dwyer, 2004),
political discretion over personnel policy (Meyer-Sahling, 2002, 2004), actor dominance
in policy development and execution (Schreurs et al., 2011), range and depth of party
appointments to publicly funded institutions (Kopecky & Spirova, 2011; Kopecky et al.,
2012) or political appointments to senior positions, size of ministerial cabinets, senior
official turnover after elections, senior officials’ political experience, and political contacts
for career progression (Meyer-Sahling & Veen, 2012).

In conceptual terms, the indicators identified in the scholarly literature reflect diverse
assumptions on the significance of the legal framework, political authority, professional
expertise, impartiality of service, merit-based recruitments and promotions, and par-
tisan party politics in varied manifestations of politicization. These assumptions thus
attest to politicization, addressing specific relations between politicians and adminis-
trators, as a slippery concept that lends itself to different interpretations — at the heart
of which are issues of control over the enactment of public services (cf. Mulgan, 1998;
Peters, 2013).

Four Types of Politicization

Under the traditional concept of separation of political and administrative roles, politi-
cization is seen as a functional substitution of political criteria for merit-based criteria
in officials’ selection and promotion. Political involvement in bureaucratic appointment
processes has been a typical means of politicizing public administration. As such, the
study of the nature of those appointment processes is one of the central elements of
politico-administrative relations (Merikoski, 1973; Peters & Pierre, 2004; Weller, 1989).
The mechanism of appointments can proceed in three principal ways. The appointments
can either be based on a candidate’s merit and professionalism, leaving little space for
political interference (the professional approach), or they can be subject to varied degrees
of political control. In the latter case, the control can manifest overtly — for example, by
appointing a candidate directly affiliated to a given party (partisan politicization) — or
covertly, through politically motivated appointments of a person with informal links to
the politician and/or political party, be they ideational or rational (hidden politicization).
The partisan and, to some extent, hidden politicization are specifically suited to channel-
ling political party leverage to appoint a suitable candidate. However, even the essentially
professionalism-driven approach to appointments may not be entirely free of a politician’s
influence, which could manifest in formulating the minimal appointment or promotion
criteria or making the final choice from a list of pre-selected candidates (Beblavy et al.,
2012; Kopecky & Spirova, 2011; Meyer-Sahling, 2008; Peters, 2013).

Over time, the appointment-centred, functional view of politicization has been comple-
mented by three other relevant conceptualizations. The first, formal concept approaches
politicization as emanating from general characteristics of a country’s administrative
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space, set in the civil service legislation (Eichbaum & Shaw, 2007; Hustedt & Salomonsen,
2014). Civil service legislation is therefore seen as central for defining formal political dis-
cretion. Unlike agency discretion, which owes a lot to an arbitrary authority of street-level
policy enactors (Meyers & Vorsanger, 2003), formal political discretion ‘serves to capture
the extent to which civil service legislation grants governments and their ministers author-
ity over personnel policy decisions, and the extent to which the exercise of this discretion
is subject to procedural constraints’ (Meyer-Sahling, 2004, p. 74). The decisions bear on the
rules of personnel allocation to administrative organizations, career progression and termi-
nation, and levels of remuneration (Meyer-Sahling, 2006). Unlike the traditional approach
focusing solely on politicization of appointments, the formal concept takes account of
broad legal constraints affecting politicization of the whole administrative system, that
is, politicization of policy (Eichbaum & Shaw, 2008; Peters & Pierre, 2004). Importantly,
in the absence of civil service law, legal regulation of politico-administrative relations is
effectuated by common case law, customary arrangements or informal set-practices owing
a lot to the administrative tradition of a given country/region (cf. Verheijen, 2003).

The second concept relates politicization with a political discretion to carry out modi-
fications to bureaucratic structures, with the aim to push through policy priorities of the
government of the day (Peters, 2013). The changes may also entail creating additional
advisory or analytical posts or units that would, in their capacity, help manage prioritized
policy goals including evaluations of policy effectiveness. The provision of political-
tactical advice is therefore central to the concept of structural politicization (Hustedt &
Salomonsen, 2014). Such structural politicization is essentially seen as benign in allowing
democratically elected politicians to initiate changes necessary to overcome potential
bureaucratic inertia or obstruction in the process of governmental policy implementation.
As Mulgan points out:

much of the impetus behind the public sector reforms . .. has come from elected politicians
wanting to reassert ministerial control over government bureaucracies in the light of perceived
recalcitrance from excessively independent career bureaucrats . . . Politicization can therefore
be understood and also justified as part of a move securing greater political accountability of
public servants. (1998, p.8)

Reflecting such principles, structural politicization identifies the existence of a distinct
stream explicitly dealing with the roles and powers of political advisors in Westminster-
style administrative systems (Connaughton, 2010; Craft & Howlett, 2012; Eichbaum &
Shaw, 2007, 2008). These studies fall under the rubric of administrative politicization
(Hustedt & Salomonsen, 2014).

Finally, politicization is also brought to bear on politically related activism of civil serv-
ants as a distinct type of social actors (Peters, 2013). Such social politicization typically
takes the form of bureaucrats’ overt involvement in political activism that may lead to a
switch from a bureaucratic to a political career within the confines of the given administra-
tive space. [t may manifest in ideological commitments and political preferences, or in civil
servants’ participation in issue-specific and advocacy groups or networks that lay pressure
on (shaping) governmental policy choices (Meyer-Sahling, 2006; Peters & Pierre, 2004;
Rouban, 2003). Despite their potential impact on the functioning of bureaucracies of the
day, the forms of civil servants’ political involvement are under-researched (Rouban, 2003).
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Table 3.2  Politicization types and subtypes with characteristics

Type Characteristics Subtype Appointment

Formal Legal or customary rules for n/a n/a
politicization of policy through
allowed political discretion

Functional Substitution of political criteria Professional Merit-based appointments,
for merit-based criteria in all minimal political influence
sorts of appointment Hidden Covert political interference
procedures (appointment of a party

associate)

Partisan/direct ~ Overt political interference
(appointment of a party

member)

Structural  Politically motivated changes/ Administrative  Activities of ministerial
adjustments of bureaucratic political advisors and
organizational forms to carry their relations to other
out policy priorities (permanent) civil service

staff

Social Politically motivated involvement n/a n/a

and/or political convictions of
civil servants

To summarize, the foregoing review into the nature of politico-administrative relations
identifies four conceptually distinct types of politicization: appointment-centred
(functional), formal, structural and social. The appointment-centred type further shows
three subtypes — professional, hidden and partisan — that differ in the intensity of politi-
cal interference over the selection or promotion mechanism. Correspondingly, structural
politicization includes a distinct substream of studies dealing explicitly with formulation
and conveyance of advice by governmental political advisors (administrative politiciza-
tion). The underlying characteristics of each of the types of politicization and their sub-
types are given in Table 3.2.

This review of the various politico-administrative conceptualizations leads to three
important observations. Firstly, there is no single, unitary, overarching concept of politi-
cization, rather there are several different ‘politicizations’ that differ in their underlying
conceptual premises. Secondly, the politicization concepts are complementary in their
actual manifestation. To give an example: appointments of officials, done within existing
organizational structures, should observe legal stipulations of the administrative space,
with the characteristics of the space also central for delineating the extent of social politi-
cization. Thirdly and related, despite such practical complementarity, it is important to
maintain the analytical distinction between the individual types of politicization, not
least because hypotheses formulation and testing have the potential to advance politico-
administrative research (cf. Lee & Raadschelders, 2008; Svara, 2006).
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Politicization Studies: Synthesis of Evidence

In empirical terms, the studies on the subject generally conclude that politicization is a
perennial issue of central public administration and has been on the increase over time
(Peters & Pierre, 2004; Rouban, 2003; Verhey, 2013). This conclusion seems to be held
across the world, including in both traditional Western-style democracies (the EU-15
states, Australia, North America) and the European post-communist countries that
regained independence after the fall of the Soviet Union in the late 1980s (Hustedt &
Salomonsen, 2014; cf. Kopecky et al., 2012; Rouban, 2003). However, on closer inspec-
tion, there are intra- as well as inter-regional specifics. To give an example, in the post-
communist region of Central and Eastern Europe (CEE), politicization is generally high
owing to the communist legacy of corrupt and ineffective state administration, inadequate
legal frameworks allowing for a multitude of legal loopholes, and weak governing capaci-
ties of the state due to unstable coalition governments (Kopecky, 2006; Meyer-Sahling,
2004; Verheijen, 2001). Nonetheless, within this region, the Baltic countries of Lithuania,
Latvia and Estonia recently demonstrate a less intensive degree of politicization of senior
civil service compared to other CEE countries, notably Poland and Slovakia (Meyer-
Sahling & Veen, 2012). This is with the result of less intensive post-election turnover,
lesser involvement of senior officials in politics and comparatively lower importance of
political contacts, including party membership, for career progression (Meyer-Sahling &
Veen, 2012).

In Anglo-Saxon and EU-15 countries, there is a difference between low politicization
of the civil service, as typically found in the United Kingdom or Scandinavian countries,
and the rather substantially politicized public administrative systems of South European
countries, with the latter suffering from enduring patronage patterns of personnel recruit-
ment to the public sector, formalism and legalism, over-production of laws, low implemen-
tation capacities, low esteem for the bureaucracy, lack of a traditional administrative elite,
and widespread citizen distrust of government and politics (Kickert, 2011; Sotiropoulos,
2004). There are some similarities in the reasons for the politicization of public bureau-
cracies in Central/Eastern Europe and South European states, including inefficient and
poorly organized administration along with weak implementation capacities of the state.
Both CEE and Southern European states also have traditionally low levels of trust and
heavy reliance on law enactment (cf. Agh, 2003).

All these findings on politicization, however, come with one major methodological
reservation. More often than not, data on politicization are drawn from publicly available
proxy indicators (for example, size of the ministerial cabinet, presence/absence of civil
service law, post-election turnover), from external expert surveys, or from experiential,
normative judgements of a study’s author. While these approaches are understandable
given the difficulty in data collection, they do not account for politicization-related
views of civil servants and politicians as ‘privileged insiders’ of public bureaucracies
(for exceptions see Eichbaum & Shaw, 2007; Lee, 2006). This huge gap in present-
day politicization research calls for studies that have an explicit empirical focus on
politico-administrative relations from the standpoint of bureaucracy officials and
political representatives. Such accounts from ‘privileged insiders’ are also likely to shed
more light on the taken-for-granted issue of (ever) increasing politicization of public
administration.
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CONCLUSIONS: THREE APPROACHES TO POLICY
FORMULATION AS POLICY WORK

So far, we have dealt with policy work, policy analytical capacities and politico-
administrative relations as separate aspects of policy formulation within government
bureaucracies. However, these three aspects are clearly interconnected, and their complex
relationship factors into the nature of policy formulation processes. Our analytical
treatment of the theme makes it possible to distinguish three ideo-typical approaches to
formulating policy (Table 3.3).

Table 3.3 Synthesis of policy work, policy analytical capacities and politico-
administrative relations

Framing account  Authoritative policy  Structured policy Policy formulation as
formulation formulation social construction
Type of knowledge Scientific/policy Process expertise (techné) Practical knowledge

Main actors

Key activities

Policy formulation
features

Policy analytical
capacity

Standard politico-
administrative
relations

Mode of
politicization

expertise (episteme)
Privileged insiders:
scientists, analysts,

policy bureaucrats,
decision-makers

Rational problem-

Organized outsiders to
government: consultants,
advisors, entrepreneurs,
process managers,
negotiators

Managing co-production

solving, evidence-based of policy outcomes,

policy-making

Reactive (based

on demand from
politicians), impartial
provision of policy
alternatives
Internal/inward,
constricted demand
for external expertise

Separation and
autonomy, politicians
on top, officials as
neutral professionals
on tap

Formalized, legal
rules (formal) and
merit-based criteria
for appointment
(functional-
professional)

stakeholder analysis,
synthesis and integration
Dynamic (based on
stakeholders’ interests),
looking for consensus,
provision of strategic
advice

Networks of actors
(internal and external),
capacity building and
sharing

Responsive
administration,
politicians on top, loyal
officials on tap

Appointment of political
associates (hidden) or
party members
(partisan), activities

of political advisors
(structural)

(phronesis)

Insiders and outsiders to
government plus voices
from the periphery:
issue activists, advocates,
journalists, mediators
Puzzling and powering
over policy issues,
deliberation, collective
action

Proactive (advocacy),
making sense together,
creation of new patterns
of social organization

Boundary arrangements
(demarcation and
coordination),
empowerment (local
knowledge)
Overlapping roles, (top)
officials as partners and
political advisors

Political involvement/
activism of public
officials (social)
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The first approach represents a traditional, vertical execution of bureaucratic authority,
acting on political demand by elected political masters through the application of rational
problem-solving methods. Under this authoritative policy formulation approach, politi-
cians and administrators have separate roles, with bureaucrats acknowledged for possess-
ing professional expertise that is subject to very little politicization, not least due to the
existence of formal (customary) rules of conduct respected by the two parties (politicians
and officials). The limited political interference into the enactment of formulated tasks
due to this separation of roles, however, comes at a cost — analytical capacities are con-
fined to bureaucratic expertise, which may prove insufficient to handle the mounting
complexity of policy problems of our time.

The second, structured policy formulation approach builds upon more horizontal
networks involving both government and non-government actors. Their capacities are
coordinated and strategic advice is provided in order to achieve common goals. Policy
formulation is a dynamic process of policy learning rather than a unidirectional flow of
information from knowledge producers to government. Administrators actively cooper-
ate with politicians as responsive and loyal servants. However, close political alignment
may allow politicians to penetrate into public administration, undermining professional
standards and making administrators powerless.

The third approach sees policy formulation as a social construction, which entails the
‘collective puzzling’ regarding problems. Logic and reason, dialogue and mutual under-
standing are emphasized over power struggles. Such deliberation can be achieved only by
the involvement and empowerment of a broader range of actors, including those who are
typically powerless, silenced or excluded. Policy formulation consists of the coordinated
exchange of different types of knowledge (including lay and local knowledge) where
proactive/advocative policy analysis clarifies values and arguments and democratizes the
debate. More active engagement in the political realm is also expected from (top) admin-
istrators, who are partners to politicians rather than servants.

In its complexity, policy formulation research would do well with conceptual refine-
ments of normative postulations in that policy formulation typically entails choice of
responsible actors, policy goal(s), policy instruments and allotment of finance (cf. May,
2003). What seems to be needed is explicit recognition of the conceptual linkages between
the key activities of policy formulation, those who put them to work, the capacities that
such work requires, and the extent to which these are subject to political oversight or
outright control. Our conceptualizations — embodied by authoritative formulation, struc-
tured formulation and socially constructed formulation — attempt to illuminate these link-
ages. Ideo-typical as these three approaches are, they offer useful points of departure to
study issues of policy formulation, both within government structures and outside them.

NOTES

1. This omnipresence led some authors to describe a current system(s) of governance as technocratic (for
example, Fischer, 1990).

2. One exception is the study by Petek and Petak (2009), which analysed policy formulation and adoption
within the Croatian public administration system. They concluded that policy analysis has been in its
infancy, which led to institutional deficiencies in coordination and failure to introduce a Regulatory Impact
Assessment (RIA).
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4. Positive and negative feedback in policy
formulation
Richard Burroughs

INTRODUCTION

The governed and those governing are connected through feedback. This chapter exam-
ines the interplay of positive and negative feedback over time with particular attention
to the role of policy adoption in resetting the views of those governed. Establishing this
new perspective on feedback over time provides a basis for understanding how and why
governance takes certain paths.

The context for understanding contemporary use of feedback and policy formulation
extends back over three quarters of a century. Schattschneider (1935) juxtaposed the
limited economic value of tariffs to the nation with their vast success in cultivating interest
groups who benefited from the introduction of tariffs. He observed that ‘New policies
create new politics’ (Schattschneider, 1935, p.288), and those new politics advanced the
needs of special interests not the nation. Special interest groups advocate for policies that
favor their needs over those of the broader public. Feedback from special interests favor-
ing the tariffs shaped policy going forward.

By focusing on three functions of government — distributive, regulatory, and
redistributive — Lowi (1964) isolated settings where interests could direct resources. The
distributive function, characterized as decisions made in the short run without considera-
tion of the limits of resources, is calculated to serve clienteles by distributing resources
to them. One consequence of the distributive function is feedback by favored recipients
to continue and expand the activity. The regulatory function shapes alternatives or costs
for private entities equally by specifying government action through law. For example, in
theory, all pollution discharges are regulated to the same standards. If a new policy or law
changes the nature of a regime from distributive to regulatory, Lowi (1964) anticipates that
there will be a period of negative feedback by those interests who are adversely affected by
the change. A final function, that of redistribution, seeks to provide equality among classes
through actions such as income taxes, and creates its own distinctive feedback.

The cyclical relationships between the kind of information that is fed back concerning
the consequences of a decision and the extent to which it influences support of the authori-
ties are subjects of the feedback loop introduced by Easton (1965). He anticipates that
authorities will mandate changes that limit the push back by those affected. In Easton’s
feedback loop, executive actions influence the behavior of individuals or groups, which —
through interest groups, parties, or the media — communicate their reactions back to the
executive.

Pierson (1993) further refines the discussion of feedback by recognizing that action,
when targeted toward resources, includes materials, access to authority, or incentives for
those governed to make particular choices. When a policy’s impact is large and traceable,
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feedback spawned by the distribution of resources becomes evident. Those responding in
this setting include interest groups, government elites, and citizens. Interest groups expect
financing, access, new organizing niches, and other spoils. Governmental entities seek
to expand administrative capacities. When the mass or general public is aware of policy
changes, can trace them to specific sources, and supports them, they may lock in the policy
over an extended period.

In summary, early publications on feedback established the respective roles of the
governed and the authorities. They also defined the information flow or feedback among
participants. Executive actions lead to behavior change of groups or individuals at the
same time as feedback from them affects the behavior of authorities. The objective of
feedback is to control resources and their distribution within society and government.

The explicit recognition that the setting for feedback undergoes major change at the
time when the new policy is adopted offers an avenue for further insight. I propose that
feedback stages be delineated with respect to the timing of adoption for a new policy
(Figure 4.1). Prior to the policy change feedback is prospective in the sense that it is
directed to policy design. All policy formulation depends on prospective feedback. After
the policy change is adopted the feedback becomes retrospective because the discussion
shifts to defining intent through the details of implementation. Prospective, positive feed-
back supports a new problem definition and solution. It provides a means for an interest
group not only to advocate for a change in policy but also provide the details of preferred
actions. Those interests supporting the status quo at the prospective stage will defend the
current policy by providing negative feedback to ideas that would change it. When the
policy change is adopted many issues of intent are resolved and the discussion shifts to
implementation. Those in support of the new policy will provide retrospective, positive
feedback to advance the change as much as possible while resisting new ideas that would

Passage Positive feedback Negative feedback
of time
Prospective feedback: problem Support for new Protection of
definition or solution design problem definition historical policy by
and solution opposition to
proposed policy
innovation
POLICY CHANGE ADOPTED
Retrospective feedback: Support for Attempts to derail
implementation aggressive implementation of
implementation of recently adopted
recently adopted policy
policy

Figure 4.1 Feedback. Targets for feedback differ as the policy discussion shifts in its
focus over time
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undo their gains. Those interests who have been opposed to the new policy will attack
those aspects of implementation that threaten them the most.

The temporal separation (before/after policy change), together with the positive versus
negative dichotomy of feedback, provide new perspectives on formulation. While inter-
ests may have somewhat stable values, adoption of a preferred major policy change can
convert the favored interest’s positive feedback for a policy innovation to negative feed-
back to additional change that might jeopardize advances that have been codified. For
example, environmental groups in the United States may be unwilling to reopen the Clean
Water Act for revision because they fear the legislative branch would undo advances
achieved decades ago.

The chapter will first describe participants in the policy process and their primary roles
in policy formulation through problem definition and solution design. Feedback flows
determine what problems are defined and selected as well as the preferred solutions to
them. Next, I propose a policy change framework that explicitly incorporates the tempo-
ral dimension of feedback as introduced in Figure 4.1. Finally, the framework is applied
to social benefits policy and to environmental policy to show how negative feedback can
shape policy formulation if directed to a receptive venue. The cases establish the role
of retrospective negative feedback and supplement the more commonly observed cases
where positive feedback to a policy innovation prospectively shapes formulation.

PARTICIPANTS: PROVIDERS, RECEIVERS, AND FLOW OF
FEEDBACK

Participants include mass publics, interest groups, policy designers, street-level bureaucrats,
and recipients as explained in the paragraphs that follow. An individual may be in more
than one category. Participants provide, receive, manipulate, or respond to feedback. They
may be in or out of government. Those inside government commonly include Congress,
political appointees, and bureaucrats, which are a form of political elite (Pierson, 1993).
When linked to similar interests outside government, the elites form policy networks.

In the feedback loop diagnosis, the general or mass public plays a role as both a recipi-
ent of policy decisions and an actor in shaping policy formulation. For Pierson (1993),
the informational content of policies establishes the political identities of mass publics.
Campbell (2012) recognizes pathways for the mass public to be involved in policy by
affecting resources, feelings of engagement, and opportunities for mobilization. For
Pacheco (2013), policies change mass attitudes. For example, smoking bans influence
basic beliefs about what is right or wrong, as well as what is safe or unsafe. The mass
public forms a new set of judgments about future interventions once the ban is in place.

One may also see policy development through the more restricted lens of interest
groups, some of whom function as elites. Interest groups act to advance the needs of
their constituents. If well organized and represented, they can shape many activities
of government. In the United States their participation is invited through the right of
the people to petition the government. In the case of tariff deliberations, for example,
Schattschneider (1935) recognized that direct access to a legislative committee with more
information and discrete goals creates special opportunities for elite feedback to prevail.
But this does not necessarily result in homogeneity in points of view. Elites with different
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values provide conflicting feedback. In fact, the Obama administration’s currently pro-
posed Trans Pacific Partnership illustrates the phenomenon, where businesses favoring
free trade confront unions concerned with employment in the United States.

Ultimately, policy designers select instruments to reach broadly shared goals in the
problem definition. Traditional policy design studies have identified the primary actors as
politicians, government administrators, and experts within government (Howlett, 2014).
Many others participate in the policy advisory system, including non-governmental
organizations, think tanks, professional organizations, political parties, and acquaint-
ances of the decision-makers. The contribution from those outside government is feed-
back and the influence of this feedback varies based on the actor’s positioning within
society. For example, local ecological knowledge — the insights from people living with
a natural resource — does not receive consideration by most in government, as feedback
from credentialed scientists is preferred.

Not only do groups autonomously form outside government to advance their interests,
but also, as Schneider and Ingram (1993) observe, the groups themselves may be socially
constructed and categorized by a policy. They are often passive participants in the sense
that others condition their roles. Advantaged groups embody stronger political power,
are well organized, and seek to be characterized as deserving. Contenders are politically
powerful, but have troublesome attributes, as observed in Wall Street bankers, among
others. Those who are politically weak but deserving are dependents such as mothers
and children. Gangs and criminals behave in undesirable ways that make them politically
weak. Since the groups are imbued with differing levels of social acceptance and political
power, the feedback they provide will be accorded different levels of influence.

Participants in feedback can also be aggregated through economic, behavioral, or idea-
tional means (Maor, 2014). A group could advocate for a policy that, while important to
the group, has limited fundamental worth to society. Special interests shared by networks
of participants exemplify this phenomenon. Policy networks or subsystems link those in
government with those outside and arguably are the engines of policy creation through
feedback operationalized within the network. In fact, resolution of conflicts within net-
works affords those who participate with the ultimate instrument of power, that of defin-
ing the alternatives (Schattschneider, 1960).

A final category of participant, the street-level bureaucrat (Lipsky, 1971), receives
feedback and, subject to the discretion in policy instruments, administers the policy in
ways more compatible with the views of the ultimate recipients. Since participants define
problems through feedback, their role in that process is emphasized in the next section.

PROBLEMS: THE ROLE OF PROSPECTIVE FEEDBACK IN
IDENTIFICATION AND DEFINITION

Participants may share a common focus on problems although they invariably have dif-
ferent definitions in mind. At the base of problem definitions are unsatisfactory trends
and conditions within society (Clark, 2002; Lasswell, 1971). If trends are worsening
(poverty, water quality, inequity, and so on), and the conditions that determine the trends
can be discerned, then alternatives for corrective actions can follow. Lasswell (1971,
p-56) defines a problem as a ‘perceived discrepancy between goals and an actual or
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anticipated state of affairs.” Feedback alerts decision-makers to problems. Weiss (1989)
explains this phenomenon further by seeing problem definition as a weapon to mobilize
participants and, in the hands of policy entrepreneurs, to be used to build coalitions.
The way a problem is defined often structures the solutions that can be adopted. Rather
than locking in a problem definition at the beginning, ‘participants in the policy process
seek to impose their preferred definitions on problems throughout the policy process’
(Weiss, 1989, p.98).

The types and pathways for feedback in problem definition vary. For Kingdon (2003),
government officials are influenced by their own observations or external feedback as
might apply to a program with high costs or unanticipated consequences. At times,
implementation is fraught with complaints and/or failures observed through evaluation
and monitoring (Kingdon, 2003). Since problem definition spawns policy, feedback from
monitoring is key to policy redefinition.

Once in play, a problem definition may be expected to attract feedback that furthers
the needs of participants. If benefits are large and traceable (Campbell, 2012), one can
expect feedback to maintain or enhance the benefits for favored interests. Similarly,
problem definition is an opportunity to strengthen alliances or networks and extend the
duration of programs. Feedback-enhanced programs range from largely invisible tax
expenditures such as college tuition tax credits to highly visible social security benefits
(Campbell, 2012). The higher the profile of the program, the more likely it will attract
feedback.

Robust interactions through feedback do not assure that a problem will gain a place
on the agenda for formal consideration. However, salience arises from political debate,
the appearance of credible new evidence, or the emergence of familiar evidence for a new
group of policy makers (Baumgartner & Jones, 2002). Each may be viewed as a form of
feedback. Elevation to the agenda occurs when previously ignored information captures
the discussion through a focusing event such as accidents, protests, or scandals (Kingdon,
2003). For example, a nuclear power plant accident will likely lead governments to reas-
sess the technology.

Finally, problem definition and the feedback that goes into it can engage at several
levels. Van der Knapp (1995) diagrams the effects of feedback influenced by the single
and double-loop systems approaches of Argyris and Schon (1978). Single-loop activities
gradually improve existing policies; feedback here is referred to as goal-seeking feedback.
Double-loop activities, in contrast, alter the organization’s norms, policies, and objectives;
in double-loop learning the useful feedback can change objectives as well as means,
and is referred to as goal-changing feedback. By recognizing the distinctions between
goal-seeking feedback (single-loop learning) and goal-changing feedback (double-loop
learning), van der Knapp (1995) focuses attention on the targets for and hence the breadth
of feedback. Feedback directed at problem definition tends to be the most expansive
because goals and means are both in play, making it similar to double-loop learning. The
problem definition adopted can frame the solution selected to match the values derived
from feedback.
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SOLUTIONS: VALUING POLICY INSTRUMENTS THROUGH
FEEDBACK

With a problem defined and on the agenda of government, interests direct their focus to
specifying solutions that meet their needs. Solutions utilize tools or instruments to correct
the underlying causes of problems. Consequently, one may view the selection of tools as
a single-loop process. Topics such as means testing versus universal benefits or regulatory
action versus markets are part of solutions and are subject to feedback from citizens and
other forms of review (van der Knapp, 1995).

Considering the relationship between goals and means in detail establishes the context
for choice (Cashore & Howlett, 2007; Howlett, 2009). Once the targets or measures for
the aims of a policy are known, the identification of tools (regulation, information,
subsidy, public enterprise, and so on) follows. Instrument choice is the principal activity
in policy design (Howlett, 2014). Ultimately, a proposed solution has meaning when the
tool is calibrated through identifying the magnitude of funding, personnel, and other
indices. Effective tool selection can be guided by coherent, consistent, and congruent aims
matched to means, with limited and less coercive choices preferred (Howlett & Rayner,
2013).

As Peters (2002, p.552) notes, ‘Policy instruments are not politically neutral.” This
means that feedback from the affected parties will play an equally important role in tool
choice as in problem definition. Peters (2002) identifies three dimensions that link politics
to instruments. First, an interest group can seek to minimize visibility of the tool. This
often becomes apparent as those paying and those benefiting become aware of their
respective situations. Second, the extent to which a tool operates directly on a target will
determine the involvement of those affected. Finally, automaticity allows providers to
avoid specific decisions, thus saving on administrative costs. Tools rich in automaticity
spell out the details of implementation and make execution easier.

Since tool choices are political choices, the values of those providing feedback at the
time of selection cannot be ignored. How the program will work depends, to a large
extent, on the values advanced. This creates tension among interests’ needs for efficiency,
equity, and administrative ease as well as other considerations that influence tool selec-
tion (Salamon, 2002). Once contextualized in this manner, feedback-driven tool selection
is an arena where the selection process itself can be manipulated to build support for
a program. Peters (2002) explains multiple rationales might be applied in this process.
By selecting a tool that recipients or providers such as government contractors prefer,
an influential constituency for the policy may arise. For example, contractors support
environmental solutions rich in infrastructure. Alternatively, offering a tool that includes
funding to a broad base of society, as in pork-barrel approaches, can generate support
from the public. Finally, a policy entrepreneur could select an instrument that involves
the agency most likely to move forward in a manner that extends across the interests of
multiple groups. In this latter case the agency becomes an advocate.

Using solutions as a means of building political support can have several objectives.
One could be to build capacity of the state (Beland, 2010) to continue to do what it has
done in the past. Previous solutions lock in future alternatives and make the system
path-dependent. In addition to maintaining the trajectory, solutions may be purposefully
designed as sticky (Jordan & Matt, 2014); for example, policy adhesion can be enhanced
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when credible commitments are assembled around a new direction. Also, if target groups
make sunk investments that are monitored over a long time, then those same groups will
become supporters of the new policy. Firms investing in pollution control technologies
might adopt such a stance.

Conversely, poorly designed or inadequate solutions undo policy changes. For
Campbell (2011), a half solution that is politically feasible may simultaneously fail to solve
the problem and undercut political will to complete the policy change. Lack of effective
action produces a loss of interest, and policies fail to gain a place on the agenda where
action might be called for (Patashnik, 2008). Spending cuts, restructuring to minimize
government’s role, or shifts in political environments hamper effective solutions. Each
embodies a form of retrenchment (Hacker, 2004), which can be worsened by administra-
tive discretion.

Selection of the tools or instruments that have been matched with aims or goals pro-
duces a regime. For May (2015), regimes are governing arrangements that distribute
benefits or impose burdens. Weaver (2010) focuses on their attributes as political insti-
tutions, their leadership, and their administration. The institutional mechanisms of a
regime structure authority, oversight, and public engagement. They specify relationships,
coordination, networks, and contracts to shape human behavior going forward. So, it is
no surprise that institutional mechanisms can become the subject of feedback. As May
(2015) notes, feedback may be assessed not in terms of the mechanics and effectiveness
of the policy per se, but rather in terms of its ability to garner continued political support
through feedback. Technically successful programs that lack political support, as meas-
ured by feedback, will become vulnerable.

Weaver (2010) hypothesizes that regime transition is a function of a combination of the
sign of the feedback, the availability of incremental reform options, and the practicality
of an alternative regime. He observes that feedback may be inspired by three different
types of considerations: political (coalition or interest support), fiscal (budget), and social
(costs or benefits to groups). Interestingly, negative political, fiscal, and social feedback
produces regime change when satisfactory incremental options are available and transi-
tions to a new policy are possible. The values at play and the solutions selected can best
be viewed before and after policy change. The framework, described in the next section,
emphasizes the importance of time in understanding the role and direction of feedback.

POLICY CHANGE FRAMEWORK: POSITIVE AND NEGATIVE
FEEDBACK OVER TIME

In this section I present a framework for mapping feedback through time and consider
the effects of positive and negative feedback on formulation of policy. The science and
engineering understanding of feedback is that positive feedback will increase the magni-
tude of a variable, and, because of overall system functions, the original change will cause
even greater positive increases in magnitude (Astrom & Murray, 2008). For example,
increasing the temperature of the earth melts additional frozen land in the north, which
releases methane, a powerful greenhouse gas, and so the temperature of the earth goes up
even more. For the scientist or engineer, negative feedback results when the initial change
in magnitude of a variable reverses the direction of change in the system. Again using
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Table 4.1 Feedback signage to policy innovation across interest groups and time

Interestl Interest2  Interest3  Interest4  InterestS  Interest6 Notes

Time 0 A A + A A A
Time 1 A - + + - A
Time 2 + + + + - A Policy change
Time 3 + + + - A A
Time 4 + + - A A A
Time 5 A - - + + +
Time 6 + - + + + Policy change

Note: (A) interest group that is ambivalent or unaware of the policy innovation; (—) negative feedback to
policy change; (+) positive feedback to policy change.

temperature as the variable of interest, one might speculate that as the earth warms, more
clouds form and reflect solar energy. As a result of cloud formation, less energy reaches
the surface of the earth to warm it, and the shift to higher temperatures is retarded as a
consequence of the negative feedback.

For the purpose of the framework advanced here, and consistent with most of the
policy literature on feedback, positive feedback supports a new innovation in policy
whereas negative feedback to the innovation preserves the policy currently in force. More
generally, negative feedback is a lack of acceptance of a policy that is proposed or imple-
mented. After a major policy change occurs, those interests previously promoting the
change through positive feedback may provide negative feedback to additional new ideas
that could undo the change they supported. In short, the contexts for feedback are reset
when significant policy changes occur.

In Table 4.1, the preferences of interests in different periods of time are presented.
Interest groups monitor trends and conditions that affect their needs. Interest groups
identify problems, advance solutions, and provide feedback consistent with their
needs. If several interest groups align their views, a policy change becomes possible.
In Table 4.1 at time 0, an interest group supports a policy innovation. Support for the
policy innovation spreads to other interests during time 1. As Schattschneider (1935)
originally observed, the policy design and its implementation can be calculated to
produce or expand support, as indicated by the increased number of assenting interests.
This expansion of prospective positive feedback can be explained when interests focus
on new attributes of the problem. When prospective positive feedback from several
interests coincides for policy change, a broadly acceptable problem definition can move
to the policy agenda. The consolidation of multiple interests in prospective support of
a policy change — positive feedback — usually evolves over a period of years. External
events or crises can play a role in sealing the arrangements. At that point, the specifica-
tion of alternative responses or solutions becomes part of a decision process such as
legislation. Ensuing action passes or reforms a law and triggers implementation. At time
2 the policy is adopted and at time 3 the policy is implemented. Throughout adoption
and implementation continued support for the innovation flows from those in support
of the policy change, but they also have to defend against further alterations that would
undo their recent gains.
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At time 4, usually many years after time 0, dismay with implementation and value shifts
within the society can produce a low level of support for the policy change undertaken at
time 2. New policy alternatives form. At time 5, interests align in support of a new policy
alternative, ultimately propelling the system to another round of change at time 6.

This framework not only distinguishes positive and negative feedback but also relates
such feedback to the time before and after a significant policy change. Prospective positive
feedback pulls the system toward new ideas. The new ideas, once in place, draw continu-
ing support for aggressive implementation from supporters who, at the same time, fend
off additional change that would denigrate the change as it is implemented. Within this
context, prospective feedback is characterized by anticipation of the likely consequences
of a new policy, while retrospective feedback is based on direct experience after the policy
is adopted and as it is implemented.

Since dominant feedback flips between positive and negative, it is important to under-
stand the causes for those changes in signage. In policy evolution, the feedback sign,
positive or negative, that an interest applies can shift depending on the target. Policies
that promote civic engagement, interest group power, and enhanced governance capac-
ity can create positive feedback for the policy innovation (Mettler & SoRelle, 2014).
Combinations of payments, goods and services, rules, and procedures augment this strat-
egy. If a positive response to policy change is desired, Patashnik (2008) and Patashnik
and Zelizer (2013) find that stable groups with sympathetic mindsets that make specific
investments in the new order will entrench the reform. For example, maintaining support
throughout implementation for acid rain policy involved monitoring, enforcement, and,
most importantly, auctions that allowed actors to use and trade allowances as they saw
fit (Patashnik, 2008).

In fact, in some cases, policy formulations can be structured to intentionally generate
reactions that will make the policy stick. The appearance of increasing returns for favored
interests, also known as self-reinforcement, leads to growing support for a policy change
(Pierson, 2000). Jones et al. (2014) describe three phases of self-reinforcement, which they
call a policy bubble. Bubbles emerge with a compelling story line consistent with beliefs
and media support. As bubbles mature, public investment continues at a rate that exceeds
the benefits produced. If there is an ideologically effective causal story with difficult to
measure results and limited press inquiry about accomplishments of the policy, the bubble
continues to expand. Ultimately, as inefficiencies become apparent, counter-mobilization
grows. The bubble will collapse or, alternatively, gross overinvestment will be incorporated
in government policy for an extended period (Jones et al., 2014).

In the context of this framework, signs of feedback are expected to change while
the positions of interests remain relatively stable. Once a policy change has occurred,
unavoidable costs of an otherwise desirable policy or unanticipated consequences can
result in it falling out of favor (Weaver, 2010) and a change in policy gaining support.
Furthermore, demands advanced by new groups can accelerate feedback and can force
the replacement of a policy. If the per capita benefits of the program are small or the
delivery times are long, then the potential for dissatisfaction grows (Patashnik & Zelizer,
2013).

In addition, dismay can grow from the operation of the program itself (Jacobs &
Weaver, 2014). First, groups that are organized and attentive find over time that policy
fragmentation and electoral pressures create losses for them. Second, bad experiences and
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loss aversion coupled with undesirable framing by elites can influence the public to retreat
from a policy. Finally, the policy can be undermined because new alternatives become
apparent and positive feedback aligns around them. In fact, as shown in the cases below,
dissatisfaction is a powerful catalyst for policy innovation.

SOCIAL BENEFITS: NEGATIVE FEEDBACK IN THE CREATION
OF NEW POLICY

Skocpol (1992) shows how the alternation of dominant feedback sign shaped nascent
welfare policy in the United States. After the Civil War, Union soldiers and their depend-
ents were granted generous benefits, a policy innovation catalysed by broad support for
those who had served. Providing benefits to this group resulted in the rapid growth of
the Grand Army of the Republic (GAR), a group positioned to maintain the benefit. In
terms of the framework above, this case illustrates the alignment of interests, the crea-
tion of policy change, and the protection of the change through organizations within
society.

By the early 1900s, however, Skocpol (1992) finds that efforts to expand the program
beyond Union veterans to pensions, health care, and unemployment insurance were
untenable. Implementation of the benefits program for Civil War veterans had become
steeped in patronage politics and for some was the epitome of corruption. Reform-
minded individuals, legislatures, and the courts rejected expansion of it into a general
welfare program.

Instead, many interests now coalesced around a new social policy for actual or pro-
spective mothers regardless of their ties to wage earners (Skocpol, 1992). Importantly,
the failure of the program for Civil War soldiers triggered an era in the 1910s and
early 1920s when geographically widespread women’s groups, operating at local, state,
and national levels, succeeded in advancing this new maternalist approach to social
benefits.

Interestingly, Weaver (2010) finds negative feedback contributing to change when
inexpensive, incremental reforms can be accomplished without significant political oppo-
sition. At least in some aspects of the trade-off between protecting soldiers or women, the
viability of policies for the latter made the transition away from the corrupted veterans’
benefits program more likely.

Consistent with the framework advanced in Table 4.1, this case illustrates the opening
of space for a policy innovation after the initial policy change triggered widespread dissat-
isfaction. For a number of years, maternalist welfare attracted support. Sadly, as Skocpol
(1992) shows, by the late 1920s a failed legislative initiative and administrative changes
among federal agencies reversed this trend and shifted the focus to male-dominated
aspects of the workplace and of government.

In summary, the evolution of early welfare policy was shaped by a failed Civil War
veterans’ support program that opened possibilities for achieving a similar end through
alternate means. In terms of feedback signage, negative views of Civil War benefits
created positive support for the alternative maternalist policy.
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ENVIRONMENTAL POLICY: SWITCHING VENUES TO
ENHANCE FEEDBACK

In addition to making their views known, interest groups have the option of select-
ing the unit of government that is appropriate as a target for feedback. For Burroughs
(2015), a combination of feedback changes and venue switches determine the evolution
of environmental policy related to offshore oil exploitation. The venues for feedback are
state government as well as the legislative, executive, and judicial branches of the federal
government. Each venue will have differing value orientations, and switching among them
allows interests to seek the most receptive audience for the views they wish to promote.

In the 1950s, US offshore oil policy focused upon state versus federal ownership with
orderly leasing and effective revenue collection. By the 1970s, the frame expanded to
include environmental concerns through Environmental Impact Statements (EISs), a
revised OCS (Outer Continental Shelf) Lands Act with new environmental duties, and,
most importantly for this analysis, the passage of the Coastal Zone Management Act
in 1972. Through the latter, federal activities that affect a state’s coastal zone shall be
‘consistent” with the policies in the state plan if it has been federally approved (USC
1456 (a) (1) (A)) and dispute resolution can occur at the Secretary of Commerce’s office
(CFR 930.121). The consistency provision alters state versus federal power in coastal
environments by allowing states to compel the federal government to act in ways the
states demand. This is contrary to the expectation that federal authority is supreme. For
the states to gain this power they must create a state coastal management plan and obtain
approval for it from the federal Department of Commerce. Thus, a Department of the
Interior action like leasing of federal subsea lands seaward of state waters for oil develop-
ment triggered a dispute concerning the consistency provisions of the law. Many states,
California a leader among them, interpreted consistency in such a way as to limit offshore
leasing that could cause environmental damage to coastal lands and waters. Many states
found offshore oil lease sales to be in violation of consistency. Thus, the innovation of
consistency, in the Coastal Zone Management Act, confronted historical Department of
the Interior policies influenced to a large extent by the needs of the oil companies.

However, in 1984, the Supreme Court decided in Secretary of the Interior v California
(464 US 312, 1984) that oil lease sales do not directly affect the coast. Consequently, the
consistency section of the law did not apply to the Department of the Interior’s sale of oil
drilling rights in federal waters off the coast of California. This was unequivocal support
of the existing policy of the time and strong negative feedback to the policy innovation
that would mandate consistency. Not surprisingly, environmental proponents responded
to negative feedback in this venue by switching to a more receptive arena, the Congress.

In a venue switch that responded to earlier lower court decisions limiting states’ con-
sistency rights, environmental interests brought their concerns to the legislative branch.
Congressional appropriations powers eliminated spending for leasing off specific states,
thereby rendering the subsequent Supreme Court determination moot. In fiscal year
1982, the Interior Appropriations Act (PL 97-100) withheld funding for new leases
off California and in subsequent years moratoria were extended to many other areas
of the coast, a practice that continued annually through 2008 (Burger, 2011). In short,
the venue switch created a circumstance where the policy innovation of consistency was
accepted.
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The jousting between the states and the Department of the Interior that resulted in the
Supreme Court decision was also playing out in the Department of Commerce, where the
Secretary of Commerce resolved disputes between the states and the federal Department
of the Interior (16 USC 1456 (h)). From 1984 to 1990, the states of Alaska and California
challenged federal decisions related to exploration, development, and production plans
for oil and gas as well as the discharges associated with them. During this period, resolu-
tions by the Secretary of Commerce favored energy development, not too surprisingly
given the earlier Supreme Court decision.

In the years since the Supreme Court decision, environmental groups and others
sought reform of the coastal Act. This nearly two decade-long period of uncertainty
closed with enactment of the Omnibus Budget Reconciliation Act of 1990 (PL 101-580)
on 5 November 1990. Through it the Congress and the President reversed the Supreme
Court decision. A federal lease sale for offshore oil development now required a consist-
ency review by the adjacent states (Archer, 1991; Kitsos et al., 2013). The passage of the
appropriations Act codified the policy innovation.

From 1991 through 2008, no issues related to lease sales reached the Secretary of
Commerce, since the change of law made it clear that the federal agency would have to
negotiate with the state before moving forward with a sale. The change in the law and in
the secretarial responses to appeals affirmed state authority over federal decisions affect-
ing the coast. More important, these actions sustained and enhanced a policy innovation
at the core of coastal policy in the United States. Only a few years earlier the future of
consistency had been in doubt.

This case emphasizes the importance of venue switches in feedback. State enthusiasm
for the new consistency policy confronted Department of the Interior and federal court
reluctance. Ultimately, the policy innovation triumphed through a venue switch and a
further round of legislative reform. Feedback analysis isolates determinative events post-
passage of the initial law, and it structures consideration of them through identification
of specific arenas, actors, and mechanisms. After the supporting clarification of the law
in 1990, consistency disputes that rose to the Secretary of Commerce were resolved with
overwhelming support for state positions. By integrating these events, feedback analysis
illustrates a lock-in (Pierson, 1993) of the policy innovation and, as defined by others
(Patashnik, 2008; Patashnik & Zelizer, 2013), results in an entrenched reform favoring
state regulation of offshore oil development.

CONCLUSION

Feedback is a response of the governed to governance as mediated by officials. It informs
problem definition, solution design, adoption, and implementation. Feedback originat-
ing from or given credence by elites in the government or networks beyond it tends to be
most persuasive, but mass publics — when aware of the sources for and beneficiaries of
policy change — can also become powerful influences. Five features become apparent by
calibrating feedback with respect to the time of a major policy adoption and considering
circumstances relevant to policy formulation.

First, the characteristics of feedback vary depending on the target and setting. In
problem definition, feedback identifies unsatisfactory trends and conditions that need to
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be remedied in a policy change. Prospective positive feedback supports policy innovation
and advocates for adoption. Intensified feedback in times of crisis or rapid value shifts
shapes the problem and influences ensuing actions. Feedback can be the source of new
evidence or the pressure that forces decision-makers to incorporate evidence that is new to
them. In the most expansive form, prospective feedback will drive consideration of basic
missions and goals. In other forms, feedback can be directed to means such as efficiency,
equity, and administrative ease. The tools adopted in a solution are not value free and will
also elicit feedback. The designers’ goals for the tools — such as building capacity for the
state, creation of a sticky solution that is unlikely to be undone, or finding a tool that will
elicit positive feedback — all come into play. Feedback responses along all these avenues
control the nature of the solutions adopted and the tone of the policy going forward.

Second, interest group feedback varies over time. Prospective and retrospective policy
feedback as well as positive and negative signs form the basis for a new perspective on
commonly observed features. The framework (Table 4.1) keys the actions of interest
groups to the time before and after major policy change. By explicitly adding the time
dimension and the signs of feedback across multiple interests, a new framework calls
attention to the coalescence of support at the time of adoption and its decline after that
point. After policy adoption, the consensus declines over time through value shifts within
society, experience with implementation, and other factors. Ultimately, another round of
policy change ensues.

Third, when a new policy is adopted, those interests who advocated for it have a stake
in its success. As a result, they may respond with negative feedback toward additional
change, which could undermine the gains recently obtained. Those advocates who believe
the policy change did not go far enough might be in an ambiguous position where they
support the new policy but advocate for further change to extend the policy to further
advance their goals. In sum, feedback to support a policy innovation may shift from
positive advocacy to protection of the new status quo. This comes about not because a
dominant interest changes its view, but rather in response to those views being accepted
and adopted in formal policy.

Fourth, when applying this framework to social benefits policy or to environmental
policy, the power of negative feedback stands out. Without the clear dissatisfaction from
specific interests, a change would not have been forthcoming. For example, corruption
related to the Civil War veterans’ benefits changed the direction of national policy in
the early 1900s (Skocpol, 1992). Through women’s organizations, the policy innovation
related to women and children was advanced in place of benefits to males. Similarly, dis-
satisfaction with the rejection of state environmental concerns by the Department of the
Interior and the Supreme Court ultimately caused adoption of an environmental policy
innovation known as consistency. In both of these examples, negative feedback from
interests whose views were initially excluded reshaped the direction of formulation.

Finally, the environmental policy example demonstrates that interests not only have
the ability to identify directions for policy, but also that in some instances they have the
power to select the feedback venue where their view will be most effective. Venue shifting
moved the discussion of oil development from the courts to the Congress. The Congress
suspended funding for certain oil development and ultimately revised the law to clarify the
state role in oil decisions that had long been sought by environmental interests.

Analysis of feedback provides new insights concerning the causes and effects of policy
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formulation. In an ever-crowded policy space, formulation will inevitably trigger an
increasing number of feedbacks as any policy innovation confronts multiple interests
protecting the status quo. Continued expansion of the field will benefit from refining the
role of feedback with respect to problem definition/solution design and the time-sensitive
nature of feedback on the policy process.
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5. Problem delimitation in policy formulation
Arnost Vesely

It is a familiar and significant saying that a problem well put is half-solved . . . Without a
problem, there is blind groping in the dark. John Dewey (1938 [2008], p. 173)

INTRODUCTION

The idea that a well-defined problem is half-solved is not new and variations of Dewey’s
quotation can be found in much older literature. Thus, it is hardly surprising that the for-
mulation of a policy problem in policy analysis (‘what is the problem?’) is seen not only
as the initial but also as a crucial step that determines all other activities in policy formu-
lation. The concept of the ‘problem orientation’ was the keystone in Harold Lasswell’s
vision of policy sciences, and for many it still animates the field (Turnbull, 2008).
Textbooks on public policy analysis congruently stress the key role of correct formulation
of problems for policy design: ‘policy analysts fail more often because they formulate the
wrong problem than because they choose the wrong solution’ (Dunn, 1988, p. 720). In this
sense, problem formulation takes priority over other activities of policy formulation, such
as identification of variants and choosing among them.

Yet, the literature on problem formulation is very diverse and labyrinthine. Various
authors use different terminology and approaches to the subject. Some authors talk about
‘problem structuring’ (Dunn, 2004), while others use terms such as ‘problem definition’
(Bardach, 2000) or ‘problem modelling’ (Weimer & Vining, 2005). More important, even
the same term can be understood differently (Table 5.1).! To complicate things further,
the relevant literature is scattered across different fields and thus various contributions
are often discussed in isolation.

For this reason, I use the general term ‘problem delimitation’ to encompass all con-
cepts mentioned above. I understand problem delimitation as a multidisciplinary field of
study that seeks to analyse and understand causes of public policy problems, analyse and
evaluate their different subjective representations, and try to suggest their formulation.
Problem delimitation involves both subjective and objective elements as well as non-
normative and normative ones.

This chapter is structured as follows. First, I distinguish two streams in thinking on
problem delimitation, termed as ‘political’ and ‘policy’ streams. Then I show the differ-
ent conceptualizations of ‘policy problem’, and show how they are related to the two
streams. I then describe the two approaches in more detail. I conclude by showing how
these streams complement each other.
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Table 5.1 Various definitions of problem formulation and related terms

The term problem structuring is used here to describe the process by Woolley and Pidd
which the initially presented set of conditions is translated into a set (1981, p. 197)
of problems, issues and questions sufficiently well defined to allow
specific research action

[Problem structuring] . . . refers to the process, whether formal or Pidd (1988, p.115)
informal, by which some initially presented conditions and requests
become a set of issues for detailed research

The task of problem definition requires a careful consideration of the Irwin (2003, p.36)
parameters of an issue and the context within which a
recommendation for a policy change will be made

Problem definition is, in this sense, a never ending discourse with Dery (1984, pp. 6-7)
reality, to discover yet more facets, more dimensions of action, more
opportunities for improvement

‘Problem definition’ has to do with what we choose to identify as public ~ Rochefort and Cobb

issues and how we think about these concerns (1994, p. vii)
Solving an unstructured problem requires problem structuring, whichis ~ Hisschemdller and
essentially political activity, to produce new insights on what the Hoppe (2001, p.51)

problem is about

DIFFERENT STREAMS IN PROBLEM DELIMITATION

The problem delimitation literature is very diverse and dispersed. Scholars are substan-
tially divided in their epistemological, ontological and normative assumptions, which
leads to quite different understandings of the concepts ‘policy problem’ and ‘problem
delimitation’. Sometimes the usage of these concepts is straightforward, especially in
policy analysis textbooks (Bardach, 2000; Dunn, 2004). Often, however, these concepts
are part of broader theories of policy making, and are hardly comprehensible without
referencing to it (Bacchi, 2009; Hoppe, 2010; Turnbull, 2006). Most of the problem
delimitation approaches are embedded in a particular discipline (such as public policy,
political science or public administration) and theoretical approach (positivist, interpre-
tive, post-structuralist). Some of them blend different approaches into new ones.

Nevertheless, at the risk of oversimplifying, we can identify two major divisions in the
literature. The first concerns the aim of the problem delimitation, and reflects Lasswell’s
classical (1971) distinction between two strands in policy studies: ‘knowledge of policy’
and ‘knowledge in policy’. In this respect, there are two major streams of literature with
different aims. These streams can be labelled as ‘political stream’ and ‘policy stream’
(Vesely, 2007).

The political stream concerns the ‘knowledge of policy’. It aims to analyse and under-
stand how concrete public issues are identified, conceptualized and defined by different
actors, why certain societal conditions become defined as public problems (and others
do not) and what are the reasons and consequences of different definitions or frames
of public issues. The political stream is mostly analytical and non-normative. Its focus
is scientific rather than practical, seeking to describe and explain different definitions or
frames of public issues.
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Table 5.2  Different approaches to problem delimitation

Positivist approach «—> Post-positivist approach
Political stream Rochefort and Cobb (1994) Stone (2002)

Peters (2005) Hoppe (2010)
Policy stream Rosenhead and Mingers (2001) Bacchi (2009)

Bardach (2000)

Dunn (2004)

The policy stream, in contrast, is more practical and aims at providing a formulation of
public problems so that the problem can be effectively and efficiently solved. Although the
policy stream also involves an analysis of different subjective approaches to problems, the
basic motivation is to help to find a solution for a public issue, not to understand why a
certain public issue is defined exactly in this way by a particular actor. Authors from the
policy stream are mostly concerned with the methodology and methods of problem for-
mulation (for example, Bardach, 1981; Dunn, 1988). The basic concern is which methods
to use, and how, when formulating policy issues for policy makers.

The second major division lies in ontological and epistemological assumptions. Again,
with a certain simplification we can distinguish between the rational (positivist) approach
(Bardach, 2000; Rosenhead & Mingers, 2001) and the interpretive (post-positivist)
approach (Bacchi, 2009; Hoppe, 2010; Stone, 2002). Though both approaches treat policy
problems as social constructs that involve both ‘objective conditions’ and their ‘subjective
interpretation’, the emphasis differs profoundly. Authors with more positivist inclinations
stress the social conditions that give rise to policy problems, assuming that there are some
objective factors that influence how problems are — and should be — formulated. In con-
trast, authors with more post-positivist perspectives stress subjective interpretations and
downplay social conditions. Of course, the problem delimitation terrain is much more
nuanced. In post-positivist scholarship, Bacchi (2015), for instance, describes substantial
differences between interpretive and post-structural approaches to problematization.
Similarly, in the positivist tradition, there is a huge spectrum of approaches, ranging
from a focus on ‘objective conditions’ to a systematic analysis of how these conditions are
interpreted. Nevertheless, these two dimensions give us a very rough guide for classifying
the main strands of scholarship (Table 5.2).

THE CONCEPT OF POLICY PROBLEM
The Concept of Problem

Because the concept of policy problem has been influenced by the understanding of the
notion of ‘problem’ in other domains, it is worthwhile to briefly sketch the literature.
While the term ‘problem’ plays a central role in many fields, with some exceptions (Agre,
1982; Landry, 1995), surprisingly few authors have attempted to define it. Duncker (1945,
p-1) in his classical work defined a problem as a situation where ‘a living creature has a
goal but does not know how this goal is to be reached’. According to Hayes (1980, p.1),
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‘whenever there is a gap between where you are now and where you want to be, and you
don’t know how to find a way to cross the gap, you have a problem’. In other words,
problem is understood as a gap between the existing and the desired state of affairs. Smith
(1988, p. 1491) defined a problem in similar terms: ‘A problem is an undesirable situation
that is significant to and may be solvable by some agent, although probably with some
difficulty.’

Thus, most definitions understand a problem as a discrepancy between the way things
are and where we want them to be (Pounds, 1969; Smith, 1988, p. 1491). While the exist-
ence of a discrepancy between an existing state and a desired (required) state is a necessary
condition of a problem, many authors do not find it the only one. Some theorists (for
example, Agre, 1982; Hattiangadi, 1978) consider ‘difficulty’ a necessary defining condi-
tion as well. Thus, many purposeful activities that we do to achieve a desirable state (such
as picking up a book from the library) cannot be defined as a problem because they are
rather routine activities with no intellectual or other requirements. A third condition is
often added: that the discrepancy is significant enough to become part of the ‘problem
agenda’ and motivate remedy efforts. In other words, ‘problems involve more than mere
wishes; they must be able to engage one’s intentions and actions’ (Smith, 1988, p. 1491).
Finally, some authors add a fourth condition, namely, problem solvability. It must be
possible to find ways to bridge the gap between what there is and what we want there to
be. While unrealistic and unattainable goals (for example, to live until one is 150 years
old) may motivate our action as well, we label them as ‘wishful thinking’ rather than
‘problems’.

Landry (1995) summarizes the term ‘problem’ as the fulfilment of four interrelated
conditions: (1) a past, present or future occurrence of one or more situations or events
which are judged as negative by an individual or a group; (2) a preliminary judgement on
the ways the problem can be addressed; (3) a clear expression of interest in doing some-
thing about the problem and committing resources (human or material); (4) uncertainty
as to the appropriate action or measure and how to implement it. According to Landry,
this general definition of a problem is broad enough to include different concepts of
problems found in the literature yet at the same time it is not all-embracing. The second
condition, for instance, states that a minimal sense of control over the situation or event
must be felt. The key questions here are: ‘Can we do something about it? and ‘Do we
have any resources available for solving the problem?’ If not, this condition is not fulfilled.

The Concept of Policy Problem

The aforementioned conditions for the concept of ‘problem’ have been, to various
degrees, applied in the conceptualization of ‘policy problem’. Dery (1984), in his now
classic book Problem Definition in Policy Analysis, identified four different understand-
ings of what a policy problem is: (1) problem as problem situations; (2) problem as
discrepancies; (3) problem as bridgeable discrepancies; and (4) problem as opportunities.

First, policy problems can be understood as problem situations — as any state of dif-
ficulty, discomfort or undesirable conditions calling for remedy. In this sense, any difficult
condition calling for action is a problem. According to Dery, a disadvantage of this defini-
tion is that it includes phenomena without a conceivable solution (referred to as ‘puzzles’
by Wildavsky, 1989). This notion of insoluble problems, Dery argues, is untenable.
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Second, a problem can be understood not as a difficult condition in itself but as a
discrepancy between what is and what should be. In other words, a policy problem exists
where there is a gap between the current state and a desirable goal. According to Dery, this
definition rests on the belief that goals exist prior to and independent of analysis, which
is an unrealistic assumption. In reality the goals emerge only gradually in the process of
problem definition. A policy problem is not equivalent with a decision problem in which
the goal is clear from the beginning.

The third approach understands a problem as bridgeable discrepancies. A gap between
what is and what should be is a problem only if it is accompanied by a conceivable solu-
tion. Dery challenges this conceptualization of problems, arguing that not all undesirable
conditions are worthy of solving. Some solutions may be very costly or may produce
many other problems. Thus, in reality we consider trade-offs between costs and benefits
in solving different difficult conditions, and if the costs are too high (in relation to the
benefits) we do not consider these conditions as policy problems.

Dery thus proposes a fourth approach. He suggests understanding a problem as an
opportunity for improvement. While in the policy problem literature much attention is
devoted to undesirable conditions and deficiencies, much less is written about positive
opportunities for improvement. Nevertheless, if we get rid of what we do not want, we
don’t necessarily obtain what we want (Ackoft, 1978, p. 54). Thus, opportunities, and not
only ‘undesirable conditions’, should be included in the process of problem definition. In
other words, problem definition deals with both undesirable conditions and opportunities
that are both solvable and worth solving. It involves searching, creating and initially exam-
ining ideas for solutions. Following Wildavsky (1966), Dery also argues that a comparison
of costs and benefits of these possible solutions — and hence their ‘worthiness’ in terms
of public policy solving — can be legitimately accomplished only through the political
process. Dery advocates a pragmatic (in his words ‘realistic’) approach to a problem defi-
nition. A problem definition should be judged according to its usefulness, and ‘a useful
problem definition is one that proposes methods or directions for solving “the” problem’
(Dery, 1984, p.9). In sum, problem definition cannot be separated from the whole process
of policy formulation. In fact, in this conceptualization, problem definition loses priority
over other activities in policy formulation.

According to Dery, problems are defined, not ‘identified’ or ‘discovered’. They cannot
be detected as such ‘but are rather the products of imposing certain frames of reference
on reality’ (Dery, 1984, p.4). This attribute of problems is now generally accepted in policy
analysis scholarship. Scholars from all strands do not take policy problems as ‘objective
entities’ that are to be found, but as constructs that are defined. Authors, however, differ
in terms of how this construction should be understood. According to Wildavsky (1989,
p-42), ‘difficulty is a problem only if something can be done about it . . . analysts, who
are supposed to be helpful, understand problems only through tentative solutions.. . . for,
analysts, problems do imply the real possibility of solution, for there would be no policy
analysis if there were no action to recommend’. Wildavsky’s approach is thus very close
to Dery’s one, and in its essence is rather pragmatic and analytic-centred. Similarly, Dunn
defines policy problems as ‘unrealized needs, values, or opportunities for improvement
that may be pursued through public action’ (Dunn, 2004, p.72).

Kingdon (1984, p.115) also stresses the construction of problems, and the difference
between a condition (such as bad weather, illness or poverty) and a problem: ‘Conditions
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become defined as problems when we come to believe that we should do something about
them. Problems are not simply the conditions or external events themselves; there is also a
perceptual, interpretive element.’ In contrast to Wildavsky, Kingdon argues that a condi-
tion is a problem when people want to change this condition, not necessarily when they
actually have a solution. In this respect, he gives the example of street crime, which is
arguably a persistent problem on the policy agenda without any clear solutions. Whether
the conditions are ‘translated’ into problems depends on several factors, including the
values, comparison and categories that are used. For instance, concerning the role of
values, though people might agree upon the observed conditions (for example, the number
of crimes committed), they differ in how ‘appropriate for governmental action’ this situ-
ation (criminality) is.

Kingdon’s understanding of policy problem is thus close to the second meaning
described by Dery (discrepancy between what is and what should be). Similarly, Hoppe
(2002, pp. 308-9) defines problems as an ‘unacceptable gap between normative ideals or
aspiration levels and present and future conditions’. ‘Problem’ is an analytical compound
of three elements straddling the fact-value distinction: (1) an ethical standard; (2) a situa-
tion (present or future); (3) the construction of the connection between standard and situ-
ation as a gap that should not exist. Solving an unstructured problem requires problem
structuring which is essentially political activity (Hisschemoller & Hoppe, 2001, p.51).

The varying understandings of ‘problem’ result from the different orientation and
aims of the two different streams. The aim of the political stream is to understand how
conditions are framed and constructed as policy problems. The conceptualization of a
policy problem in this stream is broader: conditions are often claimed to be problems,
even though there is a possible solution it is not necessarily evident. The aim of the policy
stream, in contrast, is to formulate an ‘actionable statement’. Consequently, the policy
stream authors stress the importance of solvability as well as positive opportunities.

POLITICAL STREAM

Let us now describe the two streams in more detail. Authors from the political stream
are concerned with the process by which an issue (or an unexploited opportunity) has
been recognized and placed on the public policy agenda as a public problem. The key
to understanding problem definition is to know how and why the conditions become
defined as public problems. The authors endeavour to ‘map out rhetoric most frequently
employed by problem definers, and to analyze the scenarios by which definitions are
built or crumble’ (Rochefort & Cobb, 1994, p.4). The basic idea behind this approach
is that ‘problems do not exist “out there”; they are not objective entities in their own
right’ (Dery, 1984, p.xi). In any particular problem, there can be — and there indeed
are — divergent perceptions of its origin, impact and significance. Language, rhetoric and
social construction are critical in determining which aspect of a problem will be examined
(Stone, 2002).

There is often a mismatch between the seriousness of a problem and the level of
attention devoted to it (Rochefort & Cobb, 1994, p.56). For example, Lineberry (1981,
pp.301-4) demonstrated the discrepancy between the official poverty rate and the pub-
lic’s perception of poverty as an important problem. He concluded that other factors, in
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addition to ‘objective conditions’, could be responsible for an issue’s standing, such as
intensity of issue advocacy, leaders’ openness to the issue and the urgency of competing
problems.

This is not to say that ‘objective conditions’ do not exist at all, but they can be — and
in fact really are — interpreted in completely different ways. The political stream authors
analyse disputes over a problem — usually retrospectively — to see how the problem has
been seen and formulated by the different actors (‘the career of the problem’). They see
problem definition as a social construct and a political struggle over alternative realities.
Authors, however, differ in their epistemological and methodological perspectives. On the
one hand, more positivist-inclined authors (often under the label of ‘politics of problem
definition’) try to empirically discern different aspects of this construction, usually using
quantitative techniques such as content analysis. As their theoretical foundation they
often use different dimensions of the problem construction, trying to analyse in what
dimensions the problem has been constructed. For instance, Rochefort and Cobb (1994)
proposed a set of dimensions of problem. They include problem causation, nature of the
problem, characteristics of the problem population, ends-means orientation of problem
definer and nature of solution. A similar set of dimensions was developed by Peters
(2005).

Post-positivist-inclined authors tend to focus more upon the theory of how the policy
problems are constructed by different actors. Hoppe and colleagues (Hisschemoller &
Hoppe, 2001; Hoppe, 2002) use grid-group culture theory focused on different actors’
strategies in problem definition, and especially the level of ‘structuredness’ that these
actors try to impose on the problem and why. The key questions Hoppe poses are: “Why do
some policymakers prefer to define problems as overstructured and not understructured?
May one predict that policymakers who adhere to different ways of life will prove to be
more adept in solving some problem types rather than others?” (Hoppe, 2002, p.305).
Although Hoppe takes policy problems as a subjective sociopolitical construct, he argues
that ‘this subjectivity does not operate in a random fashion. People may display certain
judgmental and behavioral patterns in defining problems’ (Hisschemoller & Hoppe, 2001,
p.52).

Hoppe shows that policy makers can (dis)agree on any of three problem elements
(current situation, ethical standards and means to achieve the ethical standard). Hoppe’s
typology of four types of problems is constructed along two dimensions — degree of cer-
tainty about knowledge and degree of consent on relevant norms and values (Table 5.3).
Hoppe and colleagues link these types of problems to different strategies of their defini-
tion. Specifically, they distinguish four types of ‘definers’. ‘Hierarchists’ impose a clear
structure on any problem regardless of cost. ‘Isolaters’ see social reality as an unstable
casino in which any privileged problem structure jeopardizes chances for survival.
‘Enclavists’ (or egalitarians) define any policy problem as an issue of fairness and distribu-
tive justice. ‘Individualists’ exploit any bit of usable knowledge to improve a problematic
situation. This approach, that is, finding certain patterns in different actors’ problem
definitions, has practical implications. Hisschemoller and Hoppe (2001), for instance,
argue that policy makers show an inclination to move away from unstructured problems
to more structured ones.
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Table 5.3 Four types of policy problems

Consensus on relevant norms and values

Yes No
Certainty about Yes Structured problem Moderately structured problem/ends problems
relevant (e.g. road maintenance) (e.g. abortion, euthanasia or voting rights for
knowledge foreigners)
No Moderately structured problem/ Unstructured problem
means problems (e.g. car mobility)

(e.g. traffic safety)

Source:  Adapted from Hoppe (2002, p.309).

POLICY STREAM

Policy stream authors are concerned with providing guidance on how to formulate policy
problems so that they can be effectively solved. Almost all policy analysis textbooks
(Bardach, 2000; Patton & Sawicki, 1993; Weimer & Vining, 2005) stress the importance
of precise problem formulation, and usually take it as a first step. Nevertheless, despite
this declared importance, the guidance on how to formulate problems is often very vague.
The notable exception to that is the work of Dunn (1988, 1997, 2004).

Dunn (1997, p.281) uses the term ‘problem structuring’ that he defines as a ‘phase of
inquiry in which policy analysts search among, and evaluate, competing problem represen-
tations’. According to Dunn, problem structuring is a process with four interdependent
phases, namely, problem search, problem definition, problem specification and problem
sensing (Figure 5.1). A prerequisite — and usual starting point — of problem structuring is
the sensing of ‘problem situations’. Problem situations are diffused worries and inchoate
signs of stress sensed by policy analysts, policy makers and citizen stakeholders. Problem
situations, not well-articulated problems, are what we first experience. The next stage the
analysts engage in is problem search. The goal of problem search is not to discover any
single problem but on the contrary to discover a ‘metaproblem’. A metaproblem is an ill-
structured ‘problem-of-problems’ that includes many problem representations of multiple
and diverse policy stakeholders. The number of these socially constructed representations
seems unmanageably huge. Moreover, they are dynamic and scattered throughout the
whole policy-making process.

Then the central task comes: how to structure a metaproblem. Dunn calls this activity
problem definition. For Dunn, problem definition is the act of choosing (or ‘filtering’)
from the whole set of possible representations one particular aspect of the problem — a
‘substantive problem’. Problem definition means formulating the basic and general
aspects of a given problem. It is a choice of conceptual framework (that is similar to
the choice of particular worldview or ideology) and that ‘indicates a commitment to a
particular view of reality’ (Dunn, 2004, p.84). Any problem can be defined — and often
equally persuasively — in quite different frameworks. For instance, the problem of poverty
can be explained either in terms of failure of the state or the poor themselves. Once a
substantive problem has been defined, a more detailed and specific formal problem may
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METAPROBLEM
(ill-structured
problem-of-
problems)

Problem
search

Problem

Problem
definition

PROBLEM SUBSTANTIVE
SITUATIONS PROBLEM
(felt existence of (specified and framed
undesired situations) problem)

Problem

specification

sensing

FORMAL PROBLEM
(detailed concrete
problems)

Source:  Adapted from Dunn (2004, p. 82).

Figure 5.1  Phases of problem structuring

be constructed. Dunn calls this process problem specification. Problem specification typi-
cally involves the development of a formal mathematical representation of the problem.

The critical issue then is how these formal (‘technical’) formulations of a problem cor-
respond to the original problem situation. One can easily imagine the exact and clear
formulation of a problem that has one important drawback: it is not sensed as a problem.
This means that we may have committed a so-called error of the third type (E;;,) — solving
the wrong problem. The reasons for this type of error are threefold. First, we could have
incorrectly formulated the boundaries of a metaproblem (perhaps some important defi-
nitions of particular stakeholders were omitted). Second, during the problem definition
phase we may have chosen the wrong worldview or ideology to conceptualize a ‘problem
situation’. Third, during problem specification we may have chosen the wrong formal
representation of the problem.

Dunn argues that problem structuring is embedded in a political process and that
policy problems are usually ill-structured. Consequently, he stresses the role of creativity
and insight in problem structuring, and called for the development of ‘methods of second
type’ that would take into account the fact that the boundaries of problems are usually
ill-defined. He also gives a summary of these techniques and some new methods, such as
boundary analysis. Table 5.4 summarizes these methods and includes some others.? It is
important to note that these methods are mostly heuristics, aimed at stimulating creative
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Table 5.4  Methods for problem structuring

Method

Source

Argumentation mapping?
Assumptional analysis®
Boundary analysis?

Toulmin (1958)
Mitroft and Emshoff (1979)
Dunn (2004), Hosseus and Pal (1997)

Brainstorming? Proctor (2005)

Causal models Jones (1995, chapter 7)
Classificational analysis? O’Shaughnessy (1971)
Dimensional analysis Jensen (1978)

Fishbone diagram (Ishikawa diagram)  Higgins (2006)

Hierarchy analysis® O’Shaughnessy (1971)
Interpretive structural modelling Warfield (1976)

Mind maps, cognitive maps Eden and Achermann (2004)
Multiple perspective analysis? Linstone (1981)

Problem tree
Q-methodology
Stakeholders analysis

Start and Hovland (2004)
McKeown and Thomas (1988)
Montgomery (1996), Varvasovszky and Brugha (2000)

SWOT analysis Proctor (2005)

Synectics Gordon (1961)
Technique of decisions seminars Lasswell (1960)
Why-why diagram Higgins (2006)
Note: ?Included in Dunn’s (2004) textbook.

and systematic thinking rather than providing a clear-cut sequence of steps with repli-
cable results. They are used in different ways and with different frequency. For instance,
SWOT analysis (which I also take as a problem delimitation method) is widely used, but
I have found only one application of boundary analysis in the literature (Hosseus & Pal,
1997).

Despite its pragmatic and analytical orientation, Dunn’s approach cannot be judged
as a solely positivist one, especially when compared to work of scholars such as Bardach
(2000) or Rosenhead and Mingers (2001), who also formulated methodology for problem
formulation. Nevertheless, it is deeply embedded in the policy analysis tradition in
attempting to increase the rationality of the policy-making process. It strives to help to
solve social problems, which includes the identification of the right policy problems. This
method is in sharp contrast with new approaches to problem structuring such as the
one proposed by Bacchi (2009), whose ‘what’s the problem represented to be? (WPR)
approach rests on quite different assumptions. Bacchi argues that most government poli-
cies do not officially declare that there is a problem the policy will address and remedy; it
is usually implicit. WPR assumes that we are governed through problematizations and we
need to study problematizations rather than ‘problems’. The goal of the WPR is thus to
problematize (interrogate) the problematizations in selected government policies, through
scrutinizing the premises and effects of the problem representations these problematiza-
tions contain.
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BEYOND POLITICAL AND POLICY STREAMING

As we have seen, there are quite diverse understandings of problem delimitation, and
the topic is approached from different angles and on the basis of different assumptions.
Unfortunately, these approaches are spread among different types of literature, making
mutual discussion and inspiration difficult. Moreover, the topic is discussed under many
different labels, such as problem structuring, problem modelling, problem definition,
problem formulation and others, often used carelessly. The strongest division line lies
between the ‘political’ and ‘policy’ streams. While the ‘political’ stream strives to under-
stand the process of how conditions and problem situations become defined as public
problems, the policy stream attempts to influence this process by suggesting more or less
explicit procedures of formulating problems.

Given the ‘knowledge in’ and ‘knowledge for’ distinction, this division in the literature
is understandable. However, it is also rather artificial and unproductive. In fact, these
two basic approaches are not contradictory but complement one another. Some authors
indeed have combined these two approaches (Dunn, 2004; Hoppe, 2002) and shown that
it is possible and useful to have an understanding of the problem and to contribute to its
effective formulation. Although the ‘policy side’ of problem delimitation is important, we
need, at the same time, to grasp the history of the problem and the reasons why it is framed
in a particular way. Knowing the ‘career’ of the problem can help in finding a problem
definition that fulfils the requirements of solvability by public policy instruments. On the
other hand, the analysis of a ‘problem career’ can be enriched by including changes of
objective conditions in the problem, that is, when the subjective definitions (frames) of the
problem are directly connected to actual societal changes (that is, it is acknowledged that
policy problems are not completely socially constructed). Similarly, an analysis of how
different actors ‘play’ with hard data could be very useful and interesting.

It thus can be argued that problem delimitation should be understood centred either on
policy or politics, but as two related activities. The first one is mostly academic and could
be called problem analysis (or problem diagnosis). This includes the study of facts and
different perspectives as well as their interrelations. In other words, it includes both the
study of social conditions and their subjective interpretation and also, more importantly,
the relationship between the subjective and objective dimensions. The second activity is
more practical and normative and could be called problem formulation. This activity
would build upon an understanding of a problem (problem analysis) but explicitly and
transparently add analysts’ values.

Indeed, there is some evidence of a gradual convergence of these two perspectives. While
the political stream is becoming more ‘pragmatic’ (considering practical implications), the
policy stream seems to be more informed by the complexity of the political environment.
The old days of purely rational techniques of problem formulation seem to have come
to an end. Indeed, in the last decade, the problem delimitation scholarship has changed,
and new approaches and concepts have been introduced. Two prominent new concepts
include ‘wicked problems’ (Head & Alford, 2015; Weber & Khademian, 2008; see also
Chapter 2 of this volume on ill-structured problems) and ‘problematization’ (Bacchi,
2009; Turnbull, 2005).

These two concepts have well-established roots in the literature, but their current ori-
entation is changing. Authors using the concepts have convincingly demonstrated that
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problem formulation is deeply embedded in political processes that cannot be escaped by
any type of rational reasoning. At the same time, however, many of them have tried to
overcome defeatism and proposed how to deal with the problems of complexity, uncer-
tainty and values.’ In any event, in all approaches where ‘political’ and ‘policy’ streams are
converging, problem delimitation loses its primacy over other policy formulation activi-
ties, such as goal formulation and recommendation of policy solutions. If problem delimi-
tation includes values and trade-offs among different solutions which can be decided only
through the political process, then problem delimitation is inherently interconnected with
searching for goals and solutions. It is thus close to seeing problems as ‘opportunities for
improvement’, as envisioned by Dery more than three decades ago.

The conceptualization of a problem as a triplet of problem conditions, goals and solu-
tions that are inherently linked to one another conflicts with the approach taken in many
traditional policy analysis textbooks. These usually assume policy analysis as a process
with several steps where problem analysis precedes the solution analysis (Weimer &
Vining, 2005). Consequently, policy analysts are warned against defining the solution into
the problem (Bardach, 2000, p. 5). In more ‘politically informed’ textbooks (Dunn, 2004),
problem delimitation is depicted as a starting point that is refined in an iterative process.*

But if problem formulation has a meaning only in relation to solutions, the crucial
question is what counts as a solution. Problem structuring necessarily includes not only
discussion about the goals that are worth pursuing but also the means that are considered
most effective and legitimate. In problem structuring, analysts must make assumptions
about the best way to tackle problematic situations. These problematic situations are often
vague, dispersed and multifaceted. If they are to be approached they must be labelled
and clustered into sets of problems that can be subject to policy actions. For instance, if
we are to deal with the reproduction of social inequalities, in practical terms this wicked
problem has to be aligned with the organizational structure of the government and policy
instruments available. It is necessary to address this through the social security system,
educational system, labour policy and so on, which are usually managed by different
government bodies.

Problem structuring necessarily includes decisions about the general strategy to tackle
problematic situations. Some people believe that these problematic situations cannot be
addressed in isolation and only a systemic strategy is appropriate (Ackoff, 1974, p.21):

Every problem interacts with other problems and is therefore part of a system of interrelated
problems, a system of problems ... I choose to call such a system a mess . .. The solution to
a mess can seldom be obtained by independently solving each of the problems of which it is
composed . . . Efforts to deal separately with such aspects of urban life as transportation, health,
crime, and education seem to aggravate the total situation.

In contrast, Lindblom (1959) and his followers argued that from the purely rationalist per-
spective, the democratic political process is —and always will be —imperfect. Consequently,
the policy formulation should focus upon ‘partial solutions’.

Part of any problem delimitation is necessarily also judgement as to whether the prob-
lems should be structured in concert with systemic or incremental solutions. This is, no
doubt, a crucial decision that will influence all other activities. But the situation is even
more complicated. Some authors have challenged the concept of policy solution itself
and argued that instead of presuming problems require solutions to dissolve them, policy
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problems should be taken as questions that require answers (Turnbull, 2006). What is
important for governments, then, is the question and answer process. Governments are
supposed to respond to problematic situations but not necessarily to solve them (Hoppe,
2010). Clearly, at least sometimes it is necessary to act despite the lack of a clear solution:
“You don’t so much “solve” a wicked problem as you help stakeholders negotiate shared
understanding and shared meaning about the problem and its possible solutions. The
objective of the work is coherent action, not final solution’ (Conklin, 2007, p. 5).

This understanding of problems is close to what Ackoff labelled as ‘messes’. Messes
cannot be solved, but can, and should be, managed or tackled. Cognitively, messes can
only be structured or delimited, that is, we can describe different aspects of the problem
and its proposed boundaries. We cannot, however, precisely define it. But as we know,
without a precise definition of a problem, it is hard to find a cognitive solution. Thus, in
the real world, problem delimitation is often a never-ending process of formulations of
tentative problem definitions. It includes both political and cognitive dimensions, or in
Heclo’s (1974, pp. 305-6) words, it includes both powering and puzzling:

Politics finds its sources not only in power but also in uncertainty — men collectively wondering
what to do. Finding feasible courses of actions includes, but is more than, locating which way
the vectors of political pressure are pushing. Governments not only ‘power’ (or whatever the
verb form of that approach might be): they also puzzle. Policy-making is a form of collective
puzzlement on society’s behalf; it entails both deciding and knowing.

NOTES

1. Itisa bit symptomatic that most authors writing on ‘problem definition’ do not define what problem defini-
tion is at all. Most authors take the process of problem delimitation for granted, and do not state explicitly
how they understand it.

2. For readers’ information, we have indicated which methods were included in Dunn’s original review.

3. In this respect, it is interesting to note that Dery refused to give a guide on ‘how to define policy problems’
and was very sceptical of the actual possibility to do so: ‘A how to-do-it guide on creativity would be self-
contradictory. The nature of question-finding processes resists precise or useful description’ (Dery, 1984,
p-2).

4. In Dunn’s widely used textbook, problem structuring is depicted in the middle of the policy analysis process,
surrounded by expected policy outcomes, preferred policies, observed policy outcomes and policy perfor-
mance (Dunn, 2004, p. 56).

REFERENCES

Ackoff, R.L. (1974). Redesigning the Future. New York: Wiley.

Ackoff, R.L. (1978). The Art of Problem Solving. New York: Wiley.

Agre, G.P. (1982). The concept of problem. Educational Studies, 13, 121-42.

Bacchi, C. (2009). Analysing Policy: What's the Problem Represented to be? Frenchs Forest, NSW: Pearson.

Bacchi, C. (2015). The turn to problematization: political implications of contrasting interpretive and poststruc-
tural adaptations. Open Journal of Political Science, 5(1), 1.

Bardach, E. (1981). Problems of problem definition in policy analysis. In J.P. Crecine (ed.), Research in Public
Policy & Analysis and Management (pp. 161-71). Greenwich, CT: JAI Press.

Bardach, E. (2000). 4 Practical Guide for Policy Analysis: The Eightfold Path to More Effective Problem Solving.
New York: Seven Bridges Press.

Conklin, J. (2007). Rethinking wicked problems (interview). NextDesign Leadership Institute Journal, 10(1),
1-30.



94 Handbook of policy formulation

Dery, D. (1984). Problem Definition in Policy Analysis. Lawrence, KS: University Press of Kansas.

Dewey, J. (1938, reprinted in 2008). The Later Works, 1925-1953. Carbondale, IL: Southern Illinois University
Press.

Duncker, K. (1945). On problem solving. Psychological Monographs, 58(5), 1-110.

Dunn, W.D. (1988). Methods of the second type: coping with the wilderness of conventional policy analysis.
Policy Studies Journal, 7(4), 720-37.

Dunn, W.N. (1997). Probing the boundaries of ignorance in policy analysis. The American Behavioral Scientist,
40(3), 277-98.

Dunn, W.N. (2004). Public Policy Analysis: An Introduction (3rd edn). Upper Saddle River, NJ: Prentice Hall.

Hattiangadi, J.N. (1978). The structure of problems (Part 1). Philosophy of the Social Sciences, 8(4), 345-65.

Hayes, J. (1980). The Complete Problem Solver. Philadelphia, PA: The Franklin Institute.

Head, B.W. and Alford, J. (2015). Wicked problems: implications for public policy and management.
Administration & Society, 47(6), 711-39.

Heclo, H. (1974). Social Policy in Britain and Sweden. New Haven, CT: Yale University Press.

Higgins, JM. (2006). 101 Creative Problem Solving Techniques. Winter Park, FA: New Management Publishing.

Hisschemoller, R., & Hoppe, R. (2001). Coping with intractable controversies: the case for problem structuring
in policy design and analysis. In R. Hisschemoller, R. Hoppe, W.N. Dunn, & J. Ravetz (eds), Knowledge, Power,
and Participation in Environmental Policy Analysis (Vol. 12, pp.47-72, Policy Studies Review Annual). New
Brunswick, NJ: Transaction Publishers.

Hoppe, R. (2002). Cultures of public policy problems. Journal of Comparative Policy Analysis, 4(3), 305-26.

Hoppe, R. (2010). The Governance of Problems. Puzzling, Powering and Participation. Bristol: Policy Press.

Hosseus, D., & Pal, L. (1997). Anatomy of a policy area: the case of shipping. Canadian Public Policy, 23(4),
399-413.

Irwin, L.G. (2003). The Policy Analyst’s Handbook: Rational Problem Solving in a Political World. Armonk,
NY: M.E. Sharpe.

Jensen, J.V. (1978). A heuristic for the analysis of the nature and extent of a problem. Journal of Creative
Behaviour, 12, 168-80.

Jones, M.D. (1995). The Thinker’s Toolkit. New York: Three Rivers Press and Random House.

Kingdon, J.W. (1984). Agendas, Alternatives, and Public Policies. Boston: Little, Brown.

Landry, M. (1995). A note on the concept of ‘problem’. Organization Studies, 16(2), 315-43.

Lasswell, H. (1971). A Pre-view of Policy Sciences. New York: American Elsevier.

Lindblom, C.E. (1959). The science of ‘muddling through’. Public Administration Review, 19(2), 79-88.

Lineberry, R. (1981). Government in America. Boston: Little, Brown.

Mitroff, L.I., & Emshoff, JLR. (1979). On strategic assumption-making: a dialectical approach to policy and
planning. Academy of Management Review, 4(1), 1-12.

O’Shaughnessy, J. (1971). Inquiry and Decision. New York: Harper & Row.

Patton, C.V., & Sawicki, D.S. (1993). Basic Methods of Policy Analysis and Planning. Englewood Cliffs, NJ:
Prentice Hall.

Peters, G.B. (2005). The problem of policy problems. Journal of Comparative Policy Analysis, 7(4), 349-70.

Pidd, M. (1988). From problem-structuring to implementation. Journal of the Operational Research Society,
39(2), 115-21.

Pounds, W.F. (1969). The process of problem finding. Industrial Management Review, 11, 1-19.

Proctor, T. (2005). Creative Problem Solving for Managers.: Developing Skills for Decision Making and Innovation.
New York: Routledge.

Rochefort, D.A., & Cobb, R.W. (eds) (1994). Problems of Problem Definition: Shaping the Policy Agenda.
Lawrence, KS: University Press of Kansas.

Rosenhead, J., & Mingers, J. (eds) (2001). Rational Analysis for a Problematic World Revisited: Problem
Structuring Methods for Complexity, Uncertainty and Conflict. Chichester, England: Wiley.

Smith, G.F. (1988). Towards a heuristic theory of problem structuring. Management Science, 34(12), 1489-506.

Stone, D. (2002). Policy Paradox: The Art of Political Decision Making. New York: W.W. Norton & Company.

Toulmin, S. (1958). The Uses of Argument. Cambridge: Cambridge University Press.

Turnbull, N. (2005). Policy in Question: From Problem Solving to Problematology. Sydney: University of New
South Wales.

Turnbull, N. (2006). How should we theorise public policy? Problem solving and problematicity. Policy and
Society, 25(2), 3-22, doi: 10.1016/S1449-4035(06)70072-8.

Turnbull, N. (2008). Harold Lasswell’s ‘problem orientation’ for the policy sciences. Critical Policy Studies, 2(1),
72-91, doi:10.1080/19460171.2008.9518532.

Vesely, A. (2007). Problem delimitation in public policy analysis. Central European Journal of Public Policy,
1(1), 80-100.

Weber, E.P. and Khademian, A.M. (2008). Wicked problems, knowledge challenges, and collaborative capacity
builders in network settings. Public Administration Review, 68(2), 334-49.



Problem delimitation in policy formulation 95

Weimer, D.L., & Vining, A.R. (2005). Policy Analysis: Concepts and Practice. Upper Saddle River, NJ: Prentice
Hall.

Wildavsky, A. (1966). The political economy of efficiency: cost-benefit analysis, systems analysis, and program
budgeting. Public Administration Review, 26(4), 292-310.

Wildavsky, A.B. (1989). Speaking Truth to Power (2nd edn). New Brunswick: Transaction Publishers.

Woolley, R.N., & Pidd, M. (1981). Problem structuring. Literature review. Journal of the Operational Research
Society, 32(3), 197-206.



6. Policy tools and their role in policy formulation:
dealing with procedural and substantive
instruments
Michael Howlett

INTRODUCTION: POLICY INSTRUMENTS AND PUBLIC
POLICY-MAKING

Policy instruments are the techniques of governance that help define and achieve
government goals. Other terms have been developed in the field of policy studies to
describe the same phenomena, such as ‘governing instruments’, ‘policy tools’ and the
‘tools of government’, and while these are sometimes used to refer to slightly different
aspects of the mechanisms and calibrations of policy means, they are more often used
synonymously.

Policy instruments have been the subject of inquiry in many policy-related fields,
including public administration and ‘governance’ studies, as well as various broader dis-
ciplines such as political science and economics (Dahl & Lindblom, 1953; Hood, 2007).
They are of central importance to the practice of policy formulation, as that activity
involves governments in constant discussions related to how instruments work individu-
ally and together and how to choose the most appropriate instrument combinations in
order to best address pertinent policy issues.!

Analyses of specific policy instruments proliferated during the 1970s and early 1980s
in domain- and/or sector-specific areas of study such as health studies, labour studies,
social policy studies, women’s studies, international studies and others where new
techniques for delivering policies and programmes — such as enhanced use of market
tools — emerged or where efforts were made to alter or improve existing techniques
through the use of procedural tools such as advisory commissions (Hood, 2007; Varone
1998, 2000). At about the same time, attempts to better understand policy instrument
functions across sectors generated a series of studies which proposed and propagated
different instrument taxonomies in order to ‘produce parsimonious and comprehensive
or generic classifications that allowed comparisons across time, area, and policy domain’
(Hood, 2007, p.129).

In general, academic studies have examined:

What tools does a government have?

How can these be classified?

How have these been chosen in the past?

Is there a pattern for this use?

How can these patterns be explained? and

How can practice, and theory, be improved based on past patterns of use? (Hood,
2007; Salamon, 1981; Timmermans et al., 1998)

A
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This chapter reviews the existing literature on these subjects and the findings from studies
examining why some tools are used and not others and under what conditions, a key ques-
tion that needs to be answered in studying policy formulation.

WHAT IS A POLICY INSTRUMENT?

One of the first inventories of instruments was Kirschen et al.’s identification in 1964 of
well over 40 different types of instruments then prevalent in economic policy-making.
Kirschen and his fellow authors utilized a resource-based taxonomy of governing instru-
ments to group instruments into five general ‘families’ according to the resource used.
These were: public finance, money and credit, exchange rates, direct control and changes
in the institutional framework (1964, pp.16-17). Such studies were followed by many
others examining the instruments prevalent in other areas, such as banking and foreign
policy (Hermann, 1982). These were path-breaking studies that, although they did not
make any distinctions between general implementation preferences, policy mechanisms or
calibrations, laid the groundwork for such future refinements by providing the raw data
required for later classification efforts.

A major work on the subject of policy tools appeared in 1986: Christopher Hood’s The
Tools of Government (see also Hood, 1983). Hood’s discussion was directly influenced by
detailed studies of the British and German policy implementation processes undertaken
by Dunsire (1978) and Mayntz (1979) and involved a resource-based categorization
scheme for policy instruments that was straightforward and served as an admirable syn-
thesis of the other, earlier, resource-based models of policy instruments.

Hood argued that governments have essentially four resources at their disposal —
nodality (referring to a government’s existence at the ‘centre’ of social and political
networks, but which can be thought of as ‘information’ or ‘knowledge’), authority,
treasure and organization — and can utilize those resources for either of two purposes —
to monitor society or to alter its behaviour. In Hood’s NATO scheme, instruments are
grouped together according to (1) which of the resources they rely upon and (2) whether
the instrument is designed to effect a change in a policy environment or to detect changes
in it (Anderson, 1975; Hood, 1986).

This formulation proved useful in providing eight clearly differentiated categories of
substantive instruments (Figure 6.1).

Other works have expanded on Hood’s categories and modified them slightly to include
a large number of instruments — including education, training, institution creation, the
selective provision of information, formal evaluations, hearings and institutional reform —
that are involved in policy-making but which existed outside the mainstream focus of the
field of instrument study on the economics of regulation (Bellehumeur, 1997; Chapman,
1973; Kernaghan, 1985; Peters, 1992; Weiss & Tschirhart, 1994; Wraith & Lamb, 1971).?

At the most basic level, it is now accepted that policy instruments or tools fall into two
types depending on their general goal orientation. One type proposes to alter the actual
substance of day-to-day activities carried out by citizens going about their productive
tasks, and the other focuses more upon altering political or policy behaviour in the process
of the articulation of policy goals and means. ‘Substantive’ policies are those used to
more directly affect the production, consumption and distribution of goods and services
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Governing Resource
Principal use Nodality Authority Treasure Organization
Effectors Advice Licences Grants Bureaucratic
Training User Charges Loans Administration
Regulation Taxes Public
Certification Expenditures Enterprise
Defectors Reporting Census Taking Polling Record Keeping
Registration Consultants Policing Surveys

Source:  Adapted from Hood (1986).

Figure 6.1 Hood’s taxonomy of substantive policy instruments

in society, while ‘procedural’ tools only indirectly affect production, consumption and
distribution processes (Howlett, 2000). Evert Vedung combined both these elements in
defining policy instruments as ‘the set of techniques by which governmental authorities —
or proxies acting on behalf of governmental authorities — wield their power in attempting
to ensure support and effect social change’ (Vedung, 1998, p. 50).

Substantive Policy Instruments

Substantive instruments are those expected to alter some aspects of the production, dis-
tribution and delivery of goods and services in society. These goods and services range
from the mundane, like school lunches, to crude vices such as gambling or illicit drug use;
individual virtues such as charitable giving or volunteer work; and the attainment of col-
lective goals like peace and security, sustainability and well-being. We can thus define sub-
stantive policy instruments as those policy techniques or mechanisms designed to directly or
indirectly affect the production, consumption and distribution of different kinds of goods and
services in society. This is a larger field of action than that typically studied in economics,
although quite similar in many respects: it extends to many goods and services provided
or affected by markets, but goes well beyond markets to also include state or public provi-
sion and regulation of goods and services, as well as the control and regulation of goods
and services typically provided by the family, community, and non-profit and voluntary
organizations, often with neither a firm market nor state basis.

Substantive policy instruments can affect many aspects of production, distribution
and consumption of goods and services regardless of their institutional basis. Production
effects, for example, include determining or influencing the types of activities set out in
Figure 6.2.

Consumption and distribution effects are also manifold. Some examples of these are
set out in Figure 6.3.

Examples of substantive tools used to affect aspects of social and individual behaviour
involved in the activities listed in the figure include tools such as ‘regulation’, whereby
governments establish agencies and empower them to monitor and control social and
economic behaviour using mechanisms such as information collection and penalties,
or ‘subsidies’, whereby governments provide various kinds of financial incentives to
encourage social actors to behave in certain ways. Substantive instruments may also be
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Who produces (e.g. via licensing, via bureaucracy/procurement, via subsidies for new start-ups)

The types of goods and services produced (e.g. via bans or limits or encouragement)

The quantity of goods or services produced (e.g. via product standards or warranties)

Methods of production (e.g. via environmental standards or subsidies for modernization)

Conditions of production (e.g. via health and safety standards, employment standards acts, minimum
wage laws, inspections)

6. The organization of production (e.g. via unionization rules, anti-trust or anti-combines

legislation, securities legislation, tax laws)

SNk W=

Figure 6.2  Production effects of the use of substantive tools

1. Prices of goods and services (e.g. regulated taxi fares, World War II rationing)

2. Actual distribution of produced goods and services (e.g. location and types of schools or hospitals,
forest tenures or leases)

3. Level of consumer demand for specific goods (via information release, nutritional and dangerous
good labelling — as on cigarettes, export and import taxes and bans)

4. Level of consumer demand in general (e.g. via interest rate policy)

Figure 6.3  Consumption and distribution effects of the use of substantive tools

more esoteric — for example, ‘transferable quotas’ used to limit and control everything
from fish harvests to CO, emissions, or ‘government advertising’, used to inform and
promote individuals and companies and other actors to stop smoking or lose weight, or
in the case of companies to support their employees’ healthy life choices. Many permuta-
tions and combinations of such tools exist, such as when a government agency runs a stop
smoking campaign while at the same time bans smoking in bars and other locations and
heavily taxes cigarette consumption.

Procedural Policy Instruments

Procedural policy instruments, on the other hand, affect production, consumption and
distribution processes only indirectly, if at all, and instead are concerned with altering
aspects of a government’s own workings (de Bruijn & ten Heuvelhof, 1997). Policy actors
are arrayed in various kinds of policy networks, for example, and just as they can manipu-
late the actions of citizens in the productive realm, so governments can also manipulate
aspects of network political or policy-making behaviour. These behavioural modifications
can affect the articulation of policy goals and means in ways that are not always easily
predictable or controllable. Procedural tools are an important part of network manage-
ment activities ‘aimed at improving game (policy) interaction and results’ but, as Klijn
et al. (1995) also note, ‘the network structures the game without determining its outcome’
(p. 441). Figure 6.4 lists many of the kinds of policy-related activities that can be affected
by the use of procedural instruments (Goldsmith & Eggers, 2004; Klijn & Koppenjan,
2006; Klijn et al., 1995).

Examples of procedural policy instruments include a government creating an advisory
committee of select citizens or experts to aid it in its policy deliberations in contentious
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Change actor positions

Set down actor positions

Add actors

Change access rules for actors

Influence network formation

Promote self-regulation

Modify system, e.g. level of market reliance
Change evaluative criteria

Influence pay-off structure for actors

10. Influence professional and other codes of conduct and behaviour
11. Regulate conflict

12. Change interaction procedures

13.  Certify certain types of behaviour

14. Change supervisory relations between actors
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Figure 6.4  Effects of the use of procedural tools

issue areas such as local housing development or chemical regulation, or the creation of a
freedom of information or access to information legislation to make it easier for citizens
to gain access to government records, information and documents. Internal structural
reorganization can also affect policy processes, as occurs, for example, when natural
resource ministries are combined with environmental ones, forcing the two to adopt new
operating arrangements.

In general, procedural tools are not as well studied as substantive instruments, and are
less well known in their impact and effects, although techniques such as the use of public
participation and administrative reorganizations are quite old and well used, and form
the basis of study in fields such as public administration and organizational behaviour
(Woolley, 2008).

POLICY FORMULATION: THE PROCESS AND RATIONALE(S)
OF POLICY TOOL SELECTION AND USE

Besides understanding what tools exist for governments to use, policy instrument studies
are also very much interested in understanding which tools are actually used and why. In
a perfect world, there would be little trouble choosing the appropriate tool for the govern-
mental task at hand. If all the costs and benefits of a tool were context-free and known,
and the goals of a policy clear and unambiguous, then a decision on which instrument to
use in a given circumstance would be a simple maximizing one, and mistakes would not
be made. However, in real world situations, as information difficulties arise in determining
instrument effects and as the clarity and precision of goals diminishes, it becomes more
and more likely that policy means and ends will be contested, and that mismatches and
policy failures will occur.

This involves students of policy tools directly in the study of policy formulation. The
process of formulation is a collective and dynamic effort by policy agents both in and
outside governments. ‘“The government’ is clearly not an undifferentiated singular actor,
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and non-government counterparts are also significant contributors to the instrument
development process (Schneider & Ingram, 2005; Weaver, 2015). In addition, the process
of instrument choice is as much affected by the capacities and interests of policy-makers
to issue alternatives as it is by the dispositions of the targets or consumers of these instru-
ments (Vo3 & Simons, 2014).

In this sense, policy instrument choices are often viewed through an ideological or
conceptual lens that reduces choices to a ‘one size fits all’ motif or, more commonly, to
a struggle between ‘good and evil’ in which an existing range of instrument uses is con-
demned and the merits of some alternative single instrument trumpeted as the embodi-
ment of all that is good in the world (Howlett, 2004). The unfortunate consequences of
such an approach, if adopted, is usually to wield that instrument — be it state-driven public
enterprises in the case of socialist and developing countries in the first two-thirds of the
20th century, or the virtues of privatization, deregulation and markets in the last third —
less like the scalpel of a careful surgeon working on the body politic, and more like the
butcher’s cleaver, with little respect for what falls under the knife.

Theorists and practitioners both need to move beyond simple, dichotomous, zero-sum
notions of policy instrument alternatives (like market versus state) and metaphors (like
carrots versus sticks) in thinking about policy tool choices and alternatives (Blankart,
1985). Such blunt choices lead to blunt thinking about instruments and their modalities.
Administrators and politicians need to expand the menu of government choice to include
both substantive and procedural instruments and a wider range of options of each, and to
understand the important context-based nature of instrument choices. Scholars need more
empirical analysis in order to test their models and provide better advice to governments
about the process of tool selection and how to better match the tool to the job at hand.

Subtler studies have attempted to examine past patterns of instrument choices in deter-
mining why they were selected in practice. Early students of public administration in the
United States — like Robert Cushman (1941), who wrote on the origins of US regulatory
commissions in the late 1940s — noted that governments had a number of alternative
choices they could make in any given situation, depending on the amount of coercion they
wished to employ. Governments could either regulate or choose not to regulate societal
activities; if they chose to regulate, they could do so either in a coercive or non-coercive
manner (Figure 6.5).

Cushman’s analysis, among other things, introduced the idea that instrument choices
were multi-level and nested, an insight which would be further developed in the years to
come.

Other authors used this insight about coercion to identify patterns in government
preferences for its use. Theodore Lowi, for example, categorized the types of policies that
governments could enact according to two dimensions of coerciveness: level of sanction-
ing and object targeted (Lowi, 1966, 1972). There were the weakly sanctioned and indi-
vidually targeted ‘distributive’ policies; the strongly sanctioned and individually targeted
‘regulatory’ policies; and the strongly sanctioned and generally targeted ‘re-distributive’
policies. To these three Lowi later added a category of weakly sanctioned and generally
targeted ‘constituent’ policies (Roberts & Dean, 1994).

Later authors elaborated on these choices. ElImore (1978), for example, identified four
major classes of instruments — mandates, inducements, capacity building and system
changing — while Balch and others talked about ‘carrots and sticks’ and other strategies
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Initial choice of whether to:

or
REGULATE NOT REGULATE

If regulate, then further choice of:

J

INDEPENDENT

or PUBLIC
REGULATORY ENTERPRISE
COMMISSIONS

Source:  Cushman (1941).

Figure 6.5 Cushman’s three types of policy tools

(Balch, 1980). Most followed Lowi and Cushman’s lead in focusing on some aspect of
coercion as the key element that differentiates policy instrument types.

Scholars like Bruce Doern, Richard Phidd, Seymour Wilson and others published a
series of articles and monographs in the late 1970s and early 1980s, arguing that tool
choices and policy formulation occurred on a continuum of policy instruments. Their
initial scale organized only self-regulation, exhortation, subsidies and regulation accord-
ing to the extent of government coercion required for their implementation (Doern,
1981). To these were later added ‘taxation’ and public enterprise (Tupper & Doern, 1981)
and then a series of finer ‘gradations’ within each general category (Doern & Phidd, 1983)
(Figure 6.6).

What Doern and colleagues identified through this type of analysis was the significant
role of the willingness of governments to use their authority and their financial, informa-
tional and organizational resources against specific target groups in order to achieve their

Exhortation  ...... Financial  ..... Regulation Public Enterprise

\ )

Minimum y Maximum

Extent of government coercion

Source: Adapted from Doern and Phidd (1983).

Figure 6.6 The Doern continuum
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goals in policy formulation (Baxter-Moore, 1987; Trebilcock & Hartle, 1982; Woodside,
1986).

The Significance of Instrument Mixes

These early studies tended to focus on choices between single instruments and single crite-
ria such as the willingness to use coercion. More recent studies of tool choices and policy
formulation have examined more complex situations involving multiple tools and multiple
criteria. Salamon and Lund, for example, suggested that different instruments involve
varying degrees of effectiveness, efficiency, equity, legitimacy and partisan support, and
changes in a particular situation affect the appropriateness of their use (Salamon & Lund,
1989). Thus some instruments are more effective in carrying out a policy in some contexts
than others. For example, efficiency — in terms of low levels of financial and personnel
costs — may be an important consideration in climates of budgetary restraint but is less
significant in free-spending times.

Similarly, legitimacy is another critical aspect of instrument use that varies with context
(Beetham, 1991; Suchman, 1995). Abstract notions of effectiveness may also find them-
selves less important in some contexts, like wartime, when the use of government depart-
ments or public enterprises may be preferred, simply because they remain under direct
government control (Borins, 1982; Vining & Botterell, 1983), or because administrators
may be more familiar with their use and risks (Hawkins & Thomas, 1989; May, 1993).

The ability of an instrument to attract the support of the population in general, and
particularly of those directly involved in policy-making in the issue area or sub-system,
is a key dimension of policy formulation. Hence a relatively heavy-handed approach to
regulation of the financial dealings of industry, for example, may be anathema in normal
times, but in the wake of bank failures or scandals may find sudden popularity among
both policy elites and the public.

Moreover, cultural norms and institutional or political arrangements may accord
greater legitimacy to some instruments than others. Instruments have varying distri-
butional effects, and so policy-makers may need to select instruments that are, or at
least appear to be, equitable. For example, as tax incentives are inherently inequitable
because they offer no benefit to those (the poor) without taxable income, their use will
vary to the extent that societies are bifurcated along socio-economic or class lines, and
that individuals are aware of both the advantages and pernicious consequences of such
incentives. Cultural values are also important. Thus in liberal democracies, citizens and
policy-makers desiring high levels of individual autonomy and responsibility generally
prefer instruments that are less coercive, even if the alternatives are equally or perhaps
more effective or efficient. Such societies can be expected to prefer voluntary and mixed
instruments to compulsory instruments on philosophical or ideological grounds (Doern,
1974; Doern & Wilson, 1974; Howlett, 1991).

In addition to the ‘external’ contexts and constraints that must be taken into account by
policy formulators, ‘internal’ constraints on instrument choices must also be considered.
That is, while instrument choice is clearly not a simple technical exercise and must take
into account social, political and economic context, it is also the case that the internal
configuration of instrument mixes alters the calculus of instrument choice in significant
ways. Some instruments may work well with others, as is the case with ‘self-regulation’ set
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within a regulatory compliance framework (Gibson, 1999; Grabosky, 1994; Trebilcock
et al., 1979; Tuohy & Wolfson, 1978), while other combinations — notably, independently
developed subsidies and regulation (de Moor, 1997; Myers & Kent, 2001) — may not.

Choosing policy tools and formulating policy becomes more complex when multiple
goals and multiple policies are involved within the same sector and government, as is very
common in many policy-making situations (Doremus, 2003; Jordan et al., 2012b; Howlett
et al., 2009). These latter kinds of multi-policy, multi-goal and multi-instrument mixes —
referred to by Milkman et al. (2012) as ‘policy bundles’, Chapman (2003) and Hennicke
(2004) as a ‘policy mix’, and Givoni et al. (2013) as ‘policy packages’ — are examples of
complex portfolios of tools. This makes their formulation or design especially problematic
(Givoni, 2013; Givoni et al., 2013; Peters, 2005). Most often the focus should move from
the design of specific instruments to the appropriate design of instrument mixes. This
is more difficult to do when instruments belong to different territorial or administrative
levels.

Contemporary scholars and practitioners highlight a number of design questions
about such portfolios, including the issues of avoiding both ‘over’ and ‘under’ design
(Haynes & Li, 1993; Maor, 2012, 2014); how to achieve ‘complementarity’ and avoid
‘redundancy’ or counterproductive mixes (Grabosky, 1994; Hou & Brewer, 2010; Justen
et al., 2014a, 2014b); how to enhance or alter mixes over time so that they can continue
to meet old goals and take on new ones (Van der Heijden, 2011); and how to sequence or
phase in instruments over time (Howlett, 2011; Kay, 2007; Taeihagh et al., 2013).

These questions include, first, how exactly tools fit together, or should fit together,
in a mix. In such mixes the instruments are not isolated from each other; tools in such
mixes interact, leading to the potential for negative conflicts (‘one plus one is less than
two’) and synergies (‘one plus one is more than two’) (Lecuyer & Bibas, 2012; Philibert,
2011). In such cases different design principles are required to help inform portfolio
structure. Here the question of tool complementarity looms large. As Tinbergen (1952)
noted, additional tools — ‘supplementary’ or ‘complementary’ ones — are often required
to control side effects or otherwise bolster the use of a ‘primary’ tool. Bundling or mixing
policy tools together in complex arrangements, however, raises difficult questions for stu-
dents and practitioners when there are significant interactive effects among policy tools
(Boonekamp, 2006; Yi & Feiock, 2012), some of which may be difficult to anticipate or
quantify with standard analytical tools (Justen et al., 2014a, 2014b).

A second and related set of issues involves determining how many tools are required for
the efficient attainment of a goal or goals. This concern has animated policy design studies
from the outset. An example of an oft-cited rule in this area, originating in the very early
years of policy design studies, is that the optimal ratio of the number of tools to targets
or goals in any portfolio is 1:1 (Knudson, 2009). This is a rule of thumb design principle
towards which Tinbergen (1952) provided some logical justification in his discussion of
the information and administrative costs associated with the use of redundant tools in the
area of economic policy. Most observers, however, dispute that such a simple situation was
ever ‘normal’ and instead argue that combinations of tools are typically found in efforts to
address multiple policy goals (Jordan et al., 2012a).3 The issue of potentially under- or over-
designing a mix arises in all such circumstances and is made more complex because in some
instances arrangements may be unnecessarily duplicative while in others redundancy may be
advantageous in ensuring that goals will be met (Braathen, 2007; Braathen & Croci, 2005).
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A third set of concerns relates to how any optimum figure can be attained in prac-
tice. This concern is less a spatial than a temporal one, as existing evidence shows that
sub-optimal situations are common in many existing mixes, which have developed hap-
hazardly through processes of policy layering (Thelen, 2004; Van der Heijden, 2011).
Layering is a process in which new tools and objectives have been piled on top of older
ones, creating a palimpsest-like mixture of quite possibly inconsistent and somewhat inco-
herent policy elements (Carter, 2012; Howlett & Rayner, 2007). These temporal dynamics
focus attention on the sequencing of instrument choices (Taeihagh et al., 2009, 2013) and
especially on the fact that many existing mixes have developed without any sense of an
overall conscious design.

‘Unintended’ policy mixes, created and limited by historical legacies, can be hampered
due to internal inconsistencies, whereas other policy instrument groupings can be more
successful in creating an internally supportive combination (Del Rio, 2010; Grabosky,
1994; Gunningham et al., 1998; Howlett & Rayner, 2007). While earlier policy instrument
design thinking tended to suggest that design could only occur in spaces where policy
packages could be designed ‘en bloc’ and anew, the new orientation recognizes that most
design circumstances involve building on the foundations created in another era and
working with sub-optimal design spaces (Howlett et al., 2015). In such situations, policy
formulators are faced with the added issue of redesigning existing regime elements in
the context of a design space that has been altered by remnants of earlier policy efforts
(Howlett, 2009; Oliphant & Howlett, 2010; Williams, 2012). As a result, ‘designers often
attempt to “patch” or restructure existing policy elements rather than propose completely
new arrangements even if the situation might require the latter for the sake of coherence
and consistency in the reformed policy mix’ (Howlett & Mukherjee, 2014, p. 63; see also
Eliadis et al., 2005; Gunningham & Sinclair, 1999; Thelen, 2003, 2004).

CONCLUSION

Over the last decade or so, policy scholars have become increasingly interested in guide-
lines for the formulation of sophisticated policy designs in which complementarities are
maximized and conflicts avoided (Barnett & Shore, 2009; Blonz et al., 2008; Buckman &
Diesendorf, 2010; Del Rio et al., 2011; Roch et al., 2010).

The study of policy instruments over the past 30 years has generated many insights into
instrument use that have helped academics better understand policy processes and have
helped practitioners design better policies (Gibson, 1999; Hood, 2007). Intelligent design
of policy mixes begins with ensuring a good fit, not only between packages of tools and
government goals and their institutional and behavioural contexts at a specific moment
in time (Considine, 2012; Lejano & Shankar, 2013), but also across time periods as new
instruments appear and old ones evolve or are eliminated. As a result, policy tool studies
must extend beyond questions of tool synergies and optimal design to consideration of
how and why mixes change over time and how the processes of policy formulation that
are followed in adopting such complex designs take place (Feindt & Flynn, 2009; Kay,
2007; Larsen et al., 2006). Moving away from a focus on single instruments, analysts look
instead at complementarities and conflicts within instrument mixes and adopt a much
more flexible and less ideological approach to instrument use.
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Moving well beyond considerations of ‘good and evil’, second generation scholars have
emphasized the need to design appropriate instrument mixes. The new design orientation
has sought to address how to make the most of policy synergies while curtailing contradic-
tions in the formulation of new policy packages (Hou & Brewer, 2010; Kiss et al., 2012;
Lecuyer & Quirion, 2013). As the concept has evolved, policy tool studies have come to
focus on a small number of key precepts which embody the ‘scalpel’ approach to instru-
ment use:

1. The importance of designing policies that employ a mix of policy instruments care-
fully chosen to create positive interactions with each other and to respond to particu-
lar, context-dependent features of the policy sector.

2. The importance of considering the full range of policy instruments when designing
the mix rather than assuming that a choice must be made between regulation and
markets (Sinclair, 1997).

3. In the context of continuing pressure on governments to do more with less, to suggest
the increased use of incentive-based instruments, various forms of self-regulation
by industry, and policies that can encourage commercial and non-commercial third
parties, such as suppliers, customers and a growing cast of auditors and certifiers, to
achieve compliance.

4. Finally, the importance of the search for new network-appropriate procedural policy
instruments to meet the challenges of governance. Of particular importance here are
‘next generation’ policy instruments, such as information instruments, and various
techniques of network management, such as the use of advisory committees and
public consultations (Gunningham & Sinclair, 2002).

These insights stress the importance of context in understanding instrument choices
and designing optimal (or at least non-counterproductive) instrument mixes (Bressers &
O’Toole, 2004; Minogue, 2002).

The current generation of policy instrument studies has thus moved to understand not
just what governments choose to do or not do, but also the reasons behind these choices.
For a new generation of scholars of policy tools and formulation, the key question is
no longer so much ‘why do policy-makers utilize a certain instrument?’, but ‘why is a
particular combination of procedural and substantive instruments utilized in a specific
sectoral context?” With this analytical aim, the research agenda of contemporary policy
instrument design studies has re-centred on a more detailed exploration of the actual
formulation processes that result in choices surrounding policy tools and policy tool
mixes as they evolve over time (Considine, 2012; Linder & Peters, 1990; Vo3 & Simons,
2014).

Contemporary policy instrument scholars are thus very interested in processes such
as how policy formulators, like software designers, can issue ‘patches’ to correct flaws in
existing mixes or allow them to adapt to changing circumstances (Rayner, 2013). They
are also interested in related subjects such as how policy experiments can help reveal
the possibilities of redesign (Hoffmann, 2011) or how building temporal properties
into tool mixes — ‘adaptive policy-making’ (Swanson et al., 2010) — can make designs
more flexible or resistant to shifting conditions (Haasnoot et al., 2013; Walker et al.,
2010).



Policy tools and their role in policy formulation 107
NOTES

1. It is important to note that policy instruments exist at a// stages of the policy process — with specific tools
such as stakeholder consultations and government reviews intricately linked to agenda-setting activities,
ones like legislative rules and norms linked to decision-making behaviour and outcomes, and others linked
to policy evaluation, as ex post, or after-the-fact, cost benefit analyses.

2. Research into the tools and mechanisms used in intergovernmental regulatory design also identified several
other such instruments, including ‘treaties’ and a variety of ‘political agreements’ that can affect target
group recognition of government intentions and vice versa (Bulmer, 1993; Doern & Wilks, 1998; Harrison,
1999). Other research into interest group behaviour and activities highlighted the existence of tools related
to group creation and manipulation, including the role played by private or public sector patrons in aiding
the formation and activities of such groups (Burt, 1990; Pal, 1993; Phillips, 1991; Nownes & Neeley, 1996).
Still others specialized in research into aspects of contemporary policy-making that highlighted the use of
procedural techniques such as the provision of research funding for, and access to, investigative hearings
and tribunals (Gormley, 1989; Jenson, 1994; Salter et al., 1981).

3. Tinbergen analysed what he termed the ‘normal’ case in which it was possible to match one goal with one
target so that one instrument could fully address its task and accomplish the goal set out for it. As Tinbergen
(1952) himself argued, however, ‘a priori there is no guarantee that the number of targets always equals the
number of instruments’ (p. 37) and ‘it goes without saying that complicated systems of economic policy (for
example) will almost invariably be a mixture of instruments’ (p. 71).
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7. Patching versus packaging in policy formulation:
assessing policy portfolio design'
Michael Howlett and Jeremy Rayner

INTRODUCTION: POLICY PORTFOLIOS AND POLICY DESIGN

Policy design is an activity that unfolds in the policy process as policy actors deliberate
and interact over the construction of both the means or mechanisms through which policy
goals are given effect and the goals of policy themselves. It is the effort to more or less sys-
tematically develop efficient and effective policies through the application of knowledge
about policy means gained from experience, and reason, to the development and adop-
tion of courses of action that are likely to succeed in attaining their desired goals or aims
(Bobrow & Dryzek, 1987; see also Bobrow, 2006; Dorst, 2011). But public policies are
comprised of complex arrangements of policy goals and policy means which can be pack-
aged in a more, or a less, systematic fashion. Why this is the case and how thinking about
policy design can be advanced and made more systematic is the subject of this chapter.

Like ‘planning’, policy design theory has its roots in the ‘rational’ tradition of policy
studies, one aimed at improving policy outcomes through the application of policy-
relevant knowledge to the crafting of alternative possible courses of action intended
to address specific policy problems (Forester, 1989; May, 1991; Schon, 1988, 1992;
Tinbergen, 1958, 1967; VoB et al., 2009).2 But it extends beyond this to the consideration
of the practices, frames of understanding and lesson-drawing abilities of policy formu-
lators or ‘designers’ in adapting design principles to the particular contexts that call for
policy responses (Bobrow, 2006; Schneider & Ingram, 1988).

Assessing policy designs and the extent to which policy-making can be considered to
embody an intentional design logic begins with the recognition that in many circum-
stances, policy decisions will be more highly contingent and ‘irrational’ than in others
(Cahill & Overman, 1990). That is, there is no doubt that in many cases policy-making is
driven by situational logics and opportunism rather than careful deliberation and assess-
ment (Cohen et al., 1972; Dryzek, 1983; Eijlander, 2005; Franchino & Hoyland, 2009;
Kingdon, 1984).

This high level of contingency has led some critics and observers to suggest that policies
cannot be ‘designed’ at all, at least in the sense that a house or a piece of furniture can be
the product of conscious and systematic design fashioned and put into place by one or
more ‘designers’. But those who have written about policy design disagree with this assess-
ment. Recognizing the dialectic existing between principle and context, they distinguish
the formulation process from the actual design of a policy itself (Linder & Peters, 1988).
In much the same way as the development of an architectural plan can be distinguished
from its engineering or construction manifestations, optimal policy designs in this sense
can be thought of in a ‘meta’ or abstract sense as ‘ideal types’, that is, as configurations
of elements which can reasonably be expected, if adopted with due attention given to
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specific contextual settings and needs, to have a higher probability of delivering a specific
outcome than some other configuration. Whether or not this potential is actually real-
ized in practice is another matter and the subject of separate, although clearly related,
investigation and inquiry.

This chapter explores this meta-orientation to the study of policy designs. Bracketing
the actual process of policy formulation which may or may not provide auspicious condi-
tions for a ‘design orientation’, it first revisits several ‘first principles’ for policy portfolio
design found in the policy design literature and addresses the nature of the evaluative
criteria used to distinguish ‘good’ from ‘poor’ design. Returning to the ground of actual
policy-making, it then moves on to consider issues such as the ‘degrees of freedom’ or
room to manouevre which designers have in developing and implementing their designs
and the ideas of ‘maximizing complementarity’ and ‘goodness of fit’ with existing gov-
ernance arrangements with which contemporary design theory is grappling. Finally, it
develops the notion that two distinct and very different types of design processes have
been incorrectly juxtaposed in the literature — ‘policy patching’ and ‘policy packaging.’ It
suggests the former is more likely to be found in practice than the latter and should be the
subject of further research in this area of policy and design studies. The chapter shows
how the early design literature has been refined to incorporate some of the shortcomings
identified by subsequent empirical research, and now approaches formulation and design
issues fully taking into account restrictions on the abilities of designers to accomplish
their designs in practice while offering realistic guidance on how these may be overcome.

POLICY DESIGN, POLICY PORTFOLIOS AND EX ANTE
ASSESSMENT

Policy-makers typically consider several policy alternatives, some of which, or parts of
which, may ultimately be implemented in the attempt to achieve desired outcomes. These
are alternative options for how government action can be brought to bear to resolve some
identified problem or attain some goal, and their articulation and consideration forms the
basis of processes of policy formulation.

It is important to note that in this conception policy design is thus both a ‘verb’ — in
the sense of characterizing one manner in which a policy formulation process can unfold
in creating a policy configuration sensitive to the constraints of time and place — and also
a ‘noun’ — in the sense of being an actual product or artefact that can be compared to
others (May, 2003).

Policy design as a verb involves some process of coordinating disparate actors working
in a given spatio-temporal context towards agreement on the content of designs-as-noun.
These processes of policy design or formulation are interesting and complex and subjects
of inquiry in their own right but, as noted above, can be separated, at least in the abstract,
from the ‘design-as-noun’ itself. Again, to use an architectural metaphor, this is true in
much the same way as craftsmanship and skill in construction are significant factors
involved in realizing a building vision but can be considered separately from the vision
itself; this vision can be assessed not only against its concrete realization but also against
aesthetic and other criteria for distinguishing ‘good’ from ‘poor’ designs (Doremus, 2003;
Gero & Smith, 2009; May, 2003; McLaughlin & Gero, 1989).
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But what is it that is ‘designed’ in policy design? In all but the very simplest contexts,
policy alternatives are options for government action comprised of different sets of policy
means — that is, policy tools and their calibrations — bundled together into packages of
measures which are expected by their designers to be capable of attaining specific kinds of
policy outcomes (Hongtao & Feiock, 2012; Howlett, 2005, 2011).? ‘Policy designs’ in this
sense refer to how specific types of policy tools or instruments are bundled or combined
in a principled manner into policy “portfolios’ or ‘mixes’ in an effort to attain policy goals.

Analysing policy design in the context of such policy portfolios raises a series of ques-
tions about how exactly the superiority of the design of one mix over another can be
assessed ex ante. A design perspective in general assumes that not all designs are equal
nor is one design just as good as any other, and a subject of much interest to students
of policy designs, therefore, is the nature of the evaluative criteria which can be used to
identify ‘better’ or more ‘intelligent’ designs and distinguish them from ‘poor’ designs,
and from ‘non-designs’.

Various design principles have been articulated at various points in the history of
studies of policy formulation and policy tool choice with this end in mind, and the merits
and demerits of some of these efforts are set out below. As shall be discussed, rules or
maxims have been proposed both about how many tools and goals there should be in a
bundle and about how tools should be combined in order to stand the best chance of
attaining these goals (Tinbergen, 1952). The former is a subject which received some atten-
tion as early as the 1950s and resulted in the development of several principles of policy
design which emphasized aesthetics of simplicity and elegance. The latter issue received
some attention in the 1970s and 1980s as scholars emphasized a need to avoid unreflexive
preferences for the use of highly coercive tools on the part of governments and instead
urged sequenced designs which began slowly with the use of the least ‘interventionist’
tools possible before ‘moving up’ to the use of more coercive designs only if less coercive
ones proved unable to accomplish stated goals.

While these areas were the subjects of most early thinking about policy mixes, more
recent design thinking has begun to address a second series of questions related to the
larger issues of how and to what extent tools must not only be related logically or evi-
dentially to each other but must also match their policy environments in order to be both
practically feasible as well as theoretically elegant. That is, designs have come to be seen as
involving the need to go beyond just a logical or theoretical match of policy elements to
goals but also must involve a match between the social construction and ecological adap-
tation of policy (Lejano, 2006), or between ‘principle’ and ‘context’ (Lejano & Shankar,
2013). In much the same way, architectural designs can either ignore or reflect and incor-
porate their geo-physical settings, with most designers advocating the latter course as
generating more pleasing and effective results.

This more recent thinking about the nature of policy mixes and their design has raised
several new issues for policy design thinking, which add an additional layer of complexity
to earlier analyses and principles. Older concepts such as ‘consistency’, ‘coherence’ and
‘congruence, which set out the goals towards which complex designs should aspire, have
now been joined by other considerations such as those concerning what level or ‘degrees
of freedom’ designers have in moving towards new designs or building on old ones. Such
considerations often promote ‘policy experiments’ or trial runs and pilot projects, which
may or may not be scaled up into full-blown programmes depending on their outcomes,
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as a means to determine policy fit to practice (Hoffmann, 2011; Vreugdenhil et al., 2012).
These have led to suggestions for more resilient or adaptable designs that retain adequate
‘flexibility’ or adaptive elements to allow them to be adjusted later to changing circum-
stances (Vreugdenhil et al., 2012; Walker et al., 2010).

These studies take very seriously the need to ‘match’ design to both spatial and temporal
contexts that were lacking in earlier studies. To this end they have developed a new set of
maxims to replace those earlier ones often found faulty or limited when applied to policy-
making practice. These include injunctions such as those urging flexibility cited above
as well as those urging policy formulators to ‘maximize complementary effects’ in their
choice of tools and goals. They also include precepts related to the need to better match
policy designs and policy designing or formulation activities, such as considerations of
how to assess the goodness of fit between policy elements and their environments in the
effort to match policy designs with governance contexts. These existing and new design
principles and maxims are discussed in more detail below.

OLDER DESIGN MAXIMS AND THEIR PROBLEMS

Contemporary thinking about policy formulation and policy designing is firmly rooted in
an older literature on policy design which over the course of the 1950s to 1990s developed
several maxims or heuristics to head off common errors or sources of failure in policy-
making. These included the promotion of parsimonious tool use in policy mixes, the
injunction to begin with less coercive tools and only move towards increased coercion of
policy targets as necessary, and the adoption of the above-mentioned notions of coher-
ence, consistency and congruence as criteria for assessing the level of optimality of the
arrangement of elements in a policy mix. Although a good start, only limited empirical
evidence supported the accuracy and utility of these principles, which tended to under-
estimate the difficulties involved in formulating and implementing complex policy mixes.
As these faults were recognized, efforts to think about more complex policy designs have
led to a new generation of design thinking in this area and the articulation of a new set of
principles and practices that are expected to result in superior designs; that is, ones more
likely to reach their targets and achieve their goals (Howlett & Lejano, 2013; McConnell,
2010a, 2010b; Swanson et al., 2010).

Parsimonious Tool Use

The first and oldest maxim in the policy design literature is the injunction to observe
parsimony in tool selection. An oft-cited rule in this area was first put forward by Jan
Tinbergen in 1952 (Tinbergen, 1952), to the effect that the ‘optimal ratio of the number of
tools to targets’ in a policy should be 1:1 (Knudson, 2009). That is, the number of policy
tools in any mix should roughly match the number of goals or objectives set for a policy.

This may appear to be a reasonable rule of thumb, for which Tinbergen provided some
logical justification in his discussion of the information and administrative costs associ-
ated with the employment of redundant tools in the area of economic policy-making. In
his work, for example, Tinbergen analysed what he termed the ‘normal’ case in which one
goal was matched with one target in a simple situation in which one instrument could fully
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address its task and accomplish the goal set out for it. Most observers, however, including
Tinbergen, were well aware that in practice combinations of tools are typically used to
address single and especially multiple policy goals, not a single instrument addressing a
single goal. In such circumstances, as Tinbergen noted, ‘it goes without saying that com-
plicated systems of economic policy (for example) will almost invariably be a mixture of
instruments’ (1952, p.71). As a result, he himself argued, ‘a priori there is no guarantee
that the number of targets (goals) always equals the number of instruments’ (p. 37).

Such admonitions and caveats about design complexity, unfortunately, were usually
neglected in studies ostensibly based on Tinbergen’s work, with many erstwhile design-
ers attempting to force complex situations into the more simple mould required for
Tinbergen’s rule to apply (Knudson, 2009). More contemporary thinking about policy
design, however, begins not with single instrument choices at specific moments in time
ex nihilo but rather with considerations of designing mixes of tools which specifically take
into account the spatio-temporal complexities missing in earlier design studies (Howlett,
2005, 2011). Thus, they move well beyond the Tinbergen rule in the effort to inform
modern design contexts and practice in a meaningful way.

Moving Up the Scale of Coercion in Sequential Instrument Choices

A second principle of policy design found in the older literature on the subject, in addi-
tion to the injunction to be parsimonious in the number of instruments chosen at a
specific point in time in order to attain a goal, was to be sparing in their use dynamically
or sequentially over time. In the mid 1970s and early 1980s, for example, Bruce Doern,
Richard Phidd, Seymour Wilson and others published a series of articles and monographs
that placed policy instruments on a single continuum based on the ‘degree of government
coercion’ each instrument choice entailed (Doern, 1981; Doern & Phidd, 1983; Tupper &
Doern, 1981).* They argued that choices of tools, or policy designs, should only ‘move
up the spectrum’ of coercion as needed so that the ‘proper’ sequencing of tool types in a
policy mix would be from minimum levels of coercion towards maximum ones (Doern &
Wilson, 1974). Assuming that all instruments were more or less technically ‘substitutable’
or could perform any task — although not necessarily as easily or at the same cost — it was
argued that in a liberal democratic society, governments, often for both ideological and
pragmatic reasons, would prefer to, and should, use the least coercive instruments avail-
able and would only employ more coercive ones as far as was necessary in order to over-
come societal resistance to attaining their goals. As Doern and Wilson (1974, p. 339) put it:

politicians have a strong tendency to respond to policy issues, (any issue) by moving successively
from the least coercive governing instrument to the most coercive. Thus they tend to respond
first in the least coercive fashion by creating a study, or by creating a new or re-organized unit of
government, or merely by uttering a broad statement of intent. The next least coercive governing
instrument would be to use a distributive spending approach in which the resources could be
handed out to constituencies in such a way that the least attention is given as to which taxpayers’
pockets the resources are being drawn from. At the more coercive end of the continuum of
governing instruments would be a larger redistributive programme, in which resources would be
more visibly extracted from the more advantaged classes and redistributed to the less advantaged
classes. Also at the more coercive end of the governing continuum would be direct regulation in
which the sanctions or threat of sanctions would have to be directly applied.
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This rationale for instrument choice clearly took policy context into account in making
design decisions and moved design discussions such as Tinbergen’s forward in that respect.
That is, Doern and his colleagues’ work was based on an appreciation of the ideological
preferences of liberal democratic societies for limited state activity and on the difficulties
this posed for governments in the exercise of their preferences due to the relative ‘strength’
or ability of societal actors to resist government efforts to shape their behaviour.

This formulation has many advantages as a design principle. It is not uni-dimensional,
although it might appear so on first reading, because it does take into account several
political and contextual variables and assumes instrument choices are multi-level, with
finer calibrations of instruments emerging after initial broad selections of tools have been
made (Howlett, 1991). Preferring ‘self-regulation’, for example, governments might first
attempt to influence overall target group performance through exhortation and educa-
tion efforts and then add instruments to this mix only as required in order to compel
recalcitrant societal actors to abide by their wishes, eventually culminating, if necessary,
in regulation or the public provision of goods and services.

This maxim was based on observations of the actual design practices followed by
many governments, which were used to develop and inform a set of principles informing
‘proper’ or appropriate overall tool preferences. However, as Woodside argued, it was
lacking in several ways. As he put it:

Experience suggests that governments do not always seek to avoid coercive solutions, but indeed,
may at times seem to revel in taking a hard line from the start. While there are undoubtedly many
reasons for these heavy handed responses, surely some of the most important ones include the
constituency or group at which the policy is aimed, the circumstances in which the problem has
appeared, and the nature of the problem involved. (Woodside, 1986, p. 786)

Hence, although suggestive, this second design principle also needed nuance and revi-
sion. These and other similar concerns led to further efforts in the 1990s to deal with the
complexities of policy design, especially in the context of mixes or bundles of tools.

Coherence, Consistency and Congruence as Measures of Design Integration and Criteria
of Superior Design

These early efforts from the 1970s and 1980s to articulate fundamental policy design prin-
ciples were overtaken in the 1990s by work which focused on the need to articulate a set
of general principles that would more clearly inform the selection of the various parts of
a mix or portfolio, bracketing for a moment the issue of formulation processes and policy
outcomes. Here it was noted that policies are composed of several elements: abstract or
theoretical/conceptual goals; specific programme content or objectives; and operational
settings or calibrations (Cashore & Howlett, 2007; Hall, 1993; Howlett & Cashore, 2009),
as set out in Table 7.1. The central criterion that the design literature developed to relate
these multiple parts of a policy was the notion of ‘integration’, or the idea that goals and
means within mixes should not work at cross-purposes but mutually reinforce each other
(Briassoulis, 2005; Meijers, 2004; Meijers & Stead, 2004).

That is, moving beyond Tinbergen’s rule, it was argued that some correspondence
across elements was required if policy goals were to be successfully matched with policy
means (Cashore & Howlett, 2007; Meijers, 2004). And it was argued that a relatively small
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Table 7.1 Components of a policy mix

Policy content

High-level Programme-level Specific on-the-ground
abstraction operationalization measures
Policy Policy Goals Objectives Settings
focus endsor  What general types =~ What does policy What are the specific

aims of ideas formally aim to on-the-ground
govern policy address? (e.g. saving requirements of policy?
development? wilderness or species (e.g. considerations
(e.g. environmental  habitat, increasing about the optimal size
protection, harvesting levels to of designated stream-
economic create processing bed riparian zones or
development) jobs) sustainable levels of

harvesting)

Policy Instrument logic Mechanisms Calibrations

means or What general norms What specific types of ~ What are the specific ways

tools guide instruments are in which the instrument is
implementation utilized? (e.g. the use used? (e.g. designations of
preferences? of different tools such  higher levels of subsidies,
(e.g. preferences for  as tax incentives or the use of mandatory
the use of coercive ~ public enterprises) versus voluntary regulatory
instruments or guidelines or standards)

moral suasion)

Source: Howlett et al. (2014).

number of criteria could be identified to help assess the extent to which existing or future
mix elements were integrated (Howlett & Rayner, 2007).

Previous work on policy design had identified one such evaluative criterion in the
notion of ‘consistency’ or the ability of multiple policy tools to reinforce rather than
undermine each other in the pursuit of policy goals. A second criterion related to goals
rather than means. Here the idea of ‘coherence’ or the ability of multiple policy goals to
co-exist with each other and with instrument norms in a logical fashion was developed.
Finally, the idea of ‘congruence’, or the ability of goals and instruments to work together
in a uni-directional or mutually supportive fashion, rounded out these three integrative
dimensions proposed for a superior policy design (Kern & Howlett, 2009).

The development of such criteria was a significant advance over the earlier works men-
tioned above and moved policy design thinking well beyond other frameworks developed
around the same time which purported only to develop a series of ‘hints’ for policy-makers
to follow in promoting better designs (Guy et al., 2008; Keast et al., 2007).

However, while clear enough in theory, these works raised to the forefront the
need to, like Doern and his colleagues had done, reintegrate thinking about policy
‘design-as-noun’ with ‘design-as-verb’ or policy formulation (Howlett, 2014; Howlett
et al., 2015). This was because empirical work on the evolution of long-term policies or
‘institutions’ highlighted how these three criteria were often only weakly represented in
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existing mixes, especially those which have evolved over a long period of time (Howlett &
Rayner, 2006; Rayner & Howlett, 2009). That is, empirical research into policy designs in
practice revealed considerable gaps between the coherency, consistency and congruence
of actual policy mixes compared to their theoretical specification and highlighted the need
to consider the temporal evolution of tool portfolios, much as Doern and his colleagues
had done several decades earlier (Kaufmann & Gore, 2013).

MODERN PRINCIPLES OF POLICY DESIGN:
COMPLEMENTARY EFFECTS, GOODNESS OF FIT AND
DEGREES OF FREEDOM

Recent design thinking has built on this basis in earlier studies and has underlined the
importance of considering both the full range of policy instruments when designing a
mix — rather than assuming that a choice must be made between only a few alternatives
such as regulation versus market tools (Gunningham et al., 1998) — as well as ensuring that
a proposed mix is compatible with existing governance arrangements (Ben-Zadok, 2013).
Towards this end, several new principles have emerged in the current design literature.
These include ‘maximizing complementary effects’ and ‘goodness of fit’, or attempting
to ensure a good fit between a policy’s elements and between those elements and their
governance context.

Maximizing Complementary Effects

A major issue and insight driving contemporary design studies concerns the fact that not
all of the tools potentially involved and invoked in a policy mix are inherently complemen-
tary (Boonekamp, 2006; Del Rio et al., 2011; Grabosky, 1995) in the sense that they may
evoke contradictory responses from policy targets (Schneider & Ingram, 1990a, 1990b,
1993, 1994, 1997) and thus fail to achieve their goals. At the same time, of course, some
combinations may also be more virtuous in the sense of providing a mutually reinforcing
or supplementing arrangement (Hou, 2010). Similarly, some other arrangements may be
unnecessarily duplicative while in others some level of redundancy may be advantageous
in ensuring that a stated goal will be achieved (Braathen, 2005, 2007).

Grabosky (1995) and others worked on these issues throughout the mid to late 1990s,
noting that some tools necessarily counteract each other — for example, using command
and control regulation while also attempting voluntary compliance — and thus those
combinations should be avoided in ‘smart’ policy designs. Hou and Brewer (2010) simi-
larly worked on the other side of this design coin, noting that other tools complement or
supplement each other — for example, using command and control regulation to prevent
certain behaviour deemed undesirable and financial incentives to promote more desired
activities at the same time — and thus those combinations should be encouraged.

A key principle of current policy design thinking, therefore, is to try to maximize
supplementary effects while minimizing counterproductive ones. ‘Smarter’ designs are
thus said to involve the conscious creation of policy packages which take these precepts
into account in their formulation or packaging (Ben-Zadok, 2010; Eliadis et al., 2005;
Grabosky, 1995; Gunningham & Sinclair, 1999).
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Goodness of Fit: The Need for Designs to Match Governance Mode and Policy

Contemporary design thinking also highlights the need for designs to respond not only
to such general theoretical design principles but also to the particular, context-dependent
features of the policy sector involved (Howlett, 2011). In this sense, ‘goodness of fit’
between the policy mix and its governance context is a concern and can be seen to occur
at several different levels.

That is, at one level design choices emerge from and must generally be congruent with the
governance modes or styles practised in particular jurisdictions and sectors. This is because
different orientations towards state activity involved in policy mixes require specific capa-
bilities on the part of state and societal actors which may only be forthcoming if the mix
matches the governance context. Policy designs, it is argued, thus must take into account
the actual resources available to a governmental or non-governmental actor in carrying out
their appointed roles in policy implementation (Howlett, 2009). For example, planning and
‘steering’ involve direct coordination of key actors by governments, requiring a high level
of government policy capacity to identify and utilize specific policy tools capable of suc-
cessfully moving policy targets in a required direction (Arts et al., 2000; Arts et al., 2006).

Work on ‘policy styles’ (Freeman, 1985; Kagan, 2001; Richardson et al., 1982) in the
1980s and 1990s identified a number of common patterns and motifs in governance
arrangements in specific sectors and jurisdictions which contemporary design theory
argues that designs in different jurisdictions should reflect (Howlett, 2009, 2011; Kiss et
al., 2013). While many permutations and combinations of possible governance arrange-
ments exist, recent policy and administrative studies have focused on four basic or ‘ideal’
types found in many jurisdictions and sectors in liberal democratic states. These are the
legal, corporate, market and network governance forms (Table 7.2). Government actions
through legal and network governance, for example, can change many aspects of policy
behaviour but do so indirectly through the alteration of the relationships existing between
different kinds of social actors (Weaver, 2009a, 2009b). This is unlike corporate and
market governance, which involve more overt state direction. Each mode has a different
focus, form of control, aim, a preferred service delivery mechanism and procedural policy
orientation which policy designs should incorporate and approximate if they are to be
feasible.

This relationship between governance style or context and the policy instruments and
goals contained in a policy mix is a significant one for studies of policy design. Since the
exact processes by which policy decisions are taken vary greatly by jurisdiction and sector
and reflect differences between and within different forms of government — from military
regimes to liberal democracies — as well as the particular configuration of issues, actors
and problems found in particular areas or sectors of activity — such as health, education,
energy and transportation, social policy and many others (Howlett et al., 2009; Ingraham,
1987) —the existence of a relatively small number of overarching governance modes allows
for the matching of design and context in an easily understandable and applicable fashion.

Degrees of Freedom

A third key concept that has emerged in contemporary design thinking around this same
issue is that of ‘degrees of freedom’ or the consideration of the relative ease or difficulty
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Table 7.2 Modes of governance
Mode of Central focus of Form of state  Overall Prime service Key procedural
governance governance control of governance aim delivery tool for policy
activity governance mechanism implementation
relationships
Legal Legality — Legislation, Legitimacy — Rights — Courts and
governance promotion of law and rules  voluntary property, civil, litigation
law and order in compliance human
social relationships
Corporate Management —of  Plans Controlled and Targets — Specialized
governance major organized balanced rates of  operational and privileged
social actors socio-economic objectives advisory
development committees
Market Competition — Contracts and Resource/cost Prices — Regulatory
governance promotion of regulations efficiency and controlling for ~ boards,
small and medium- control externalities, tribunals and
sized enterprises supply and commissions
demand
Network Relationships — Collaboration Co-optation of Networks of Subsidies and
governance promotion dissent and self- governmental expenditures
of inter-actor organization of and non- on network
organizational social actors governmental brokerage
activity organizations activities
Source:  Modified from Considine (2001) and English and Skellern (2005).

with which policy-makers can alter the status quo. That is, if any combination of tools was
possible in any circumstance, decision-makers could be thought of as having unlimited
‘degrees of freedom’ in their design choices. Empirical studies of large-scale institutional
changes, however, have noted this kind of freedom in combining design elements is quite
rare. For example, it can occur in situations of what Thelen (2003) terms ‘replacement’
or ‘exhaustion’ when older tool elements have been swept aside or abandoned and a new
mix is designed or adopted from nothing. As Thelen noted, however, most existing mixes
or portfolios have instead emerged from a gradual historical process in which a policy
mix has slowly built up over time through processes of incremental change or successive
reformulation. As Christensen et al. (2002) have argued, a key design issue is thus the
leeway policy designers have in developing new designs given the pre-existence of histori-
cal arrangements of policy elements. This has added a significant temporal dimension to
policy design studies which early generations of thinking either ignored or downplayed.

That is, in addition to the requirements of ‘goodness of fit’ with prevailing governance
modes, there are also constraints imposed by existing trajectories of policy development.
As Christensen et al. (2002) note, ‘these factors place constraints on and create opportuni-
ties for purposeful choice, deliberate instrumental actions and intentional efforts taken by
political and administrative leaders to launch administrative reforms through administra-
tive design’ (p. 158).

A subject of much current interest in contemporary design studies is how much room
for manouevre designers have to be creative (Considine, 2012) or, to put it another way, to
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what degree they are ‘context bound’ in time and space (Howlett, 2011). From the historical
neo-institutionalist literature cited above it is well understood that complex policy mixes,
like institutions, can emerge through several distinct processes or historical trajectories
(Béland, 2007; Hacker, 2004a; Thelen, 2003, 2004). These trajectories — ‘layering’, ‘drift’
and ‘conversion’ — differ from ‘replacement’ and ‘exhaustion’ in terms of the challenges
that they raise for each generation of designers attempting to integrate policy elements in
effective, complementary or ‘smart’ mixes with coherent goals, consistent means, and con-
gruency of goals and instruments. Layering is a process whereby new elements are simply
added to an existing regime without abandoning previous ones, typically leading to both
incoherence amongst the goals and inconsistency with respect to the instruments and set-
tings used. Drift occurs when the elements of a policy mix are deliberately maintained while
the policy environment changes. The impact of the policy mix is thus likely to change and
this is the result that the designer wants to achieve (Hacker, 2004b). Conversion involves
holding most of the elements of the policy mix constant while redeploying the mix to serve
new goals (van der Heijden, 2010). While retaining consistency, conversion poses significant
risks of incongruence between the old instrument elements and the new goals that have been
introduced.

Replacement is thus not the only, or even necessarily the only desirable, historical
context for policy design; it simply imposes the smallest number of constraints on success-
ful design. Except in the case of completely new policy areas or old ones facing the kind
of total overhaul envisaged in periods of policy punctuations, however, policy designers
are typically faced with a situation in which an already existing policy mix is already in
place and cannot be easily discarded (Falkenmark, 2004).°

These existing arrangements have commonly emerged or evolved over relatively long
periods of time through rounds of previous decisions, and even if they had a clear logic
and plan at the outset they may no longer do so (Bode, 2006). Designers’ freedom is thus
hemmed in on two sides. First, existing mixes often have accumulated varying degrees
of political support from those who benefit from them, ruling out complete replacement
(Howlett & Rayner, 1995; Orren & Skowronek, 1998; Rayner et al., 2001). In such cases
where key instruments in the mix are defended by powerful ‘instrument constituencies’,
layering can be an appropriate response since these interests may have no objection to
the addition of new instruments provided only that ‘their’ instrument is not touched.
Conversion, on the other hand, may be indicated where these instrument constituencies
can be persuaded that their favoured instruments may actually be strengthened by the
addition of new goals that bring in new political support for the existing mix. Drift can
also be the favourite strategy of political interests who are not strong enough to destroy
a policy mix whose goals they dislike but, by blocking necessary change, may succeed in
reducing or even transforming its impact to something more palatable to them (Hacker,
2005).

POLICY PACKAGING AND POLICY PATCHING AS DESIGN
METHODS

This last point raises another area of interest in current design studies, that of the basic
mode or style of policy-making best suited to realizing policy designs. An important
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insight in this regard is that designers can recognize and manipulate the relationships
involved in processes such as layering, drift and conversion, just as they can those related
to replacement and exhaustion (van der Heijden, 2012).

Hacker, for example, has argued that layering, in many ways the simplest way of chang-
ing a policy mix, is a process that can ultimately induce conversion. This is because, as
new instruments and goals are added into the mix without abandoning the previous ones,
new possibilities for relating goals to instruments open up (Kay, 2007). Drift, on the other
hand, may be deliberately used to engineer a crisis in which replacement becomes a real
possibility as the impact of a policy mix diverges ever more obviously from that intended
by its original designers, shedding political support along the way. Layering may have a
similar outcome while employing the opposite political mechanism when a new instru-
ment, originally a minor part of the policy mix, gradually assumes prominence, perhaps as
the result of setting or calibration changes, and attracts defectors from other instrument
constituencies (Streeck & Thelen, 2005). In such situations designers can attempt to patch
or restructure existing policy elements rather than propose alternatives de novo in a new
package of measures (Hickle, 2014; Howlett et al., 2015).

Although there is a strong tradition in the design literature to restrict discussions of
design to situations characterized by processes of replacement and exhaustion, there is
ample existing evidence showing that many existing policy regimes or mixes have instead
developed through processes of policy layering, or repeated bouts of policy conversion
or policy drift, in which new tools and objectives have often been piled on top of older
ones, creating a palimpsest-like mixture of inconsistent and incoherent policy elements
(Carter, 2012). Sweeping it all away and starting again with custom-made policy designs
capable of meeting contemporary policy challenges may seem to be the obvious solution.
Policy packaging of this kind, which deliberately seeks to exploit synergistic relationships
between multiple policy instruments, was definitely the explicit or implied preference in
most earlier efforts to promote enhanced policy integration and coherence in designs
across different policy domains (Briassoulis, 2005; Meijers, 2004; Meijers & Stead, 2004).

However, recognizing that layering, conversion and drift can also be ‘intentionally’
designed — much in the same way as software designers issue ‘patches’ for their operat-
ing systems and programs in order to correct flaws or allow them to adapt to changing
circumstances — is a critical insight into design processes with which contemporary design
studies is beginning to grapple. Distinguishing between policy packaging and policy patch-
ing as two methods of attaining the same goal — the heightened coherence, consistency
and congruence of complementary policy elements coupled with a better fit between tools
and their context — is a needed step to move beyond older principles of parsimony and
the inexorable use of less coercive tools and enhance the ability of policy formulators to
deal with policy problems that demand complex governmental responses (deLeon, 1988).

CONCLUSION: POLICY DESIGN AND THE FEASIBILITY OF
POLICY ALTERNATIVES

The purpose and expectations of policy design efforts have always been clear (Dryzek &
Ripley, 1988; Linder & Peters, 1990a). Design is an activity conducted by a number of
policy actors in the hope of improving policy-making and policy outcomes through the
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accurate anticipation of the consequences of government actions and the articulation of
specific courses of action to be followed. This is to be accomplished by improving assess-
ments of both the theoretical effectiveness as well as the feasibility of policy alternatives
(Gilabert & Lawford-Smith, 2012; Linder & Peters, 1990b; Majone, 1975; May, 2005).

Each ‘policy’, however, is a complex ‘regime’ or arrangement of ends and means-related
goals, objectives, instruments and calibrations which exist in a specific governance setting
and which change over time. Central concerns in the design of policies are thus related to
questions about how these mixes are constructed, which methods yield superior results
and what is the likely result of their (re)design. Understanding these aspects of policy
formulation and design and synthesizing knowledge about them into a small number of
precepts which policy formulators can follow in their work has always been at the fore-
front of policy design work. However, these considerations must take into account the
fact that ‘policies’ are typically ‘bundles’ or ‘portfolios’ of policy tools arranged in policy
mixes and that such bundles are typically the outcome of distinctive processes of policy
change, in which elements are added and subtracted from the mix over time. Early work
on policy design did not always take this to heart. Clarifying the principles enunciated
and articulated by early policy design proponents and applying them to policy mixes,
and distinguishing between intentional and unintentional process of policy change in the
development of such bundles, has been a central feature of contemporary policy design
study and efforts to move policy design processes and understanding forward.

While policy designs can and should be considered in the abstract, understanding how
policy change processes create and modify mixes is critical to evaluating the chance of
success for any particular policy mix to attain its goals once put into practice. Adding the
notion of policy ‘patching’ to considerations of intelligent design, for example, better con-
nects design considerations to practice than do many earlier discussions firmly centred in
the ‘planning’ orientation. These often rely upon ideas about the ease or need for whole-
sale policy replacement that do not exist in practice.

Contemporary design discussions centred on the articulation of design principles such
as ‘goodness of fit’ in policy formulation, governance and steering, and the ‘degrees of
freedom’ which formulators or designers have in carrying out their work both over space
and over time, help to complement and advance earlier notions such as parsimony, the
gradual ratcheting of coercion, and the need for coherence, consistency and congruence
in designs that were a major feature of earlier eras of thinking about design issues.

NOTES

1. This chapter was originally published as Michael Howlett and Jeremy Rayner (2013), Politics and
Governance, 1(2), 170-82. This article is licensed under a Creative Commons Attribution 3.0 International
License.

2. Policy design as a verb shares a large number of features in common with ‘planning’ but without the stra-
tegic or directive nature often associated with the latter. Policy design is much less technocratic in nature
than these other efforts at ‘scientific’ government and administration. However, it too is oriented towards
avoiding many of the inefficiencies and inadequacies apparent in other, less knowledge-informed ways of
formulating policy, such as pure political bargaining, ad hocism or trial and error. In general, though, it is
more flexible than planning in developing general sets of alternatives rather than detailed directive ‘plans’.

3. The need to bundle or mix policy tools together in complex arrangements raises many significant questions
for policy design, especially with respect to the nature of decisions about the choice of policy tools and instru-
ments, the nature of the processes of policy formulation and the manner in which tool choices evolve over time.
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4. They first placed only self-regulation, exhortation, subsidies and regulation on this scale but later added in
categories for ‘taxation’ and public enterprise and finally, an entire series of finer ‘gradations’ within each
general category.

5. Many sustainability strategies have suffered from layering, for example efforts at the integration of various
resource management regimes that have failed when powerful interests are able to keep favourable goals,
instruments and settings, such as unsustainable fishing or timber cutting quotas that support an industry,
and limit the impact of new policy initiatives. Drift is a common situation in welfare state mixes whereby,
for example, goal shifts from family to individual support (and vice versa) have occurred without neces-
sarily altering the instruments in place to implement the earlier policy goal. Conversion has characterized
some major health policy reform efforts. Lack of a sustained and focused effort on the part of designers,
however, can easily lead to changes in only goals or instruments and hence accomplish changes through drift
or conversion, resulting in sub-optimal or disappointing results.
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8. The elements of effective program design: a
two-level analysis!
Michael Howlett, Ishani Mukherjee and Jeremy Rayner

INTRODUCTION: UNDERSTANDING THE RELATIONSHIP
BETWEEN POLICY DESIGN AND PROGRAM DESIGN

Policy design is a major theme of contemporary policy research, aimed at improv-
ing the understanding of how the processes, methods and tools of policy-making are
employed to better formulate effective policies and programs, or to understand the
reasons why such designs are not forthcoming (Howlett et al., 2015). However, while
many efforts have been made to evaluate policy design (Howlett & Lejano, 2013), less
work has focused on program design (Barnett & Shore, 2009). This chapter sets out to
fill this gap in our knowledge of design practices in government. It outlines the nature
of the study of policy design with a particular focus on the design of programs and
the lessons derived from empirical experience regarding the conditions that enhance
program effectiveness.

Policy design is typically done through the application of knowledge about policy
means gained from experience and reason to the development and adoption of
courses of action expected to attain desired goals or aims (Howlett & Rayner, 2013).
Program design is part of a general effort on the part of governments to systemati-
cally develop and implement efficient and effective policies (Bobrow & Dryzek, 1987;
Bobrow, 2006).

Not all policies and programs are designed in this sense, however, and some programs
and policies emerge from processes such as patronage, clientelism, bargaining or log-
rolling in which the quality of the causal or logical linkages between different components
of a program may be less significant than other values, such as political or electoral gain
or loss avoidance. However, many policies and programs result from more deliberate
efforts on the part of governments to forge a clear relationship between policy goals and
the means used to address them (Dorst, 2011).

The chapter is organized as follows. The main segment distills and presents existing
knowledge about effective practice in program design. By illustrating programs as an
intermediary level of policy-making situated between broad policy goals on the one
hand and specific settings of policy instrument combinations on the other, it briefly
elaborates the evolution of modern principles defining effective design. Research findings
and evidence about effective practice are then used to identify the various design needs
that must be addressed for effective policy programs to emerge from a design process. In
particular, this section derives lessons about maximizing complementarity between policy
components, enhancing the goodness of fit between program elements and governance
contexts and understanding the design constraints that limit the degrees of freedom
available for program design.
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Table 8.1 Components of a policy mix and the position of policy programs therein

Policy Content

Policy High-level Abstraction Operationalization On-the-Ground Specification
Content (Policy Level) (Program Level) (Measures Level)

POLICY GOALS PROGRAM OBJECTIVES OPERATIONAL SETTINGS
Policy What general types of ‘What does policy formally aim What are the specific on-
Ends or ideas govern policy to address? the-ground requirements of
Aims development? (e.g. saving wilderness or policy?

(e.g. environmental species’ habitat, increasing (e.g. considerations about

protection, economic harvesting levels to create sustainable levels of

development) processing jobs) harvesting)

INSTRUMENT LOGIC PROGRAM MECHANISMS TOOL CALIBRATIONS
Policy What general norms What specific types of What are the specific ways in
Means or  guide implementation instruments are utilized? which the instrument is used?
Tools preferences? (e.g. the use of different tools  (e.g. designations of higher

(e.g. preferences for such as tax incentives or public levels of subsidies, the use of

the use of coercive enterprises) mandatory versus voluntary

instruments or moral regulatory guidelines or

suasion) standards)

Source:  Howlett and Rayner (2013, p.8).

THE COMPONENTS OF PUBLIC POLICY AND EFFECTIVE
PROGRAM DESIGN

In one sense of the term, program ‘design’ is a verb describing the manner in which the
policy formulation process creates a program that is sensitive to context-specific con-
straints. However, ‘design’ is also a noun describing the resulting policy product that
emerges from the formulation process.

What is it that is ‘designed’ in program design? Here it is important to recognize
(Table 8.1) that policies are composed of several elements, distinguishing between abstract
or theoretical/conceptual goals, specific program content or objectives and operational
settings or calibrations (Hall, 1993; Howlett & Cashore, 2007, 2009). A policy design
consists of specific types of policy tools or instruments that are bundled or combined in
a principled manner into policy ‘portfolios’ or ‘packages’ in an effort to attain often mul-
tiple policy goals and aims. Programs are one component or level at which such designs
emerge.

Each of these component elements is conceived and created by policy-makers in the
course of the policy-making process. Some components of a policy are very abstract and
exist at the level of general ideas and concepts about policy goals and appropriate types
of policy tools which can be used to achieve them. Others are more concrete and specific
and directly affect administrative practice on the ground. Programs exist between these
two levels, operationalizing abstract goals and means and encompassing specific on-the-
ground measures and instrument calibrations.

Seen in this larger context, a policy ‘program’ is a distinctive part of a policy portfolio
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comprised of a combination of policy instruments or program mechanisms, arranged to
meet operationalizable policy objectives (Howlett, 2011). Policy programs thus occupy
a central position translating high-level goals and instrument logics and aspirations into
operationalizable measures which can be implemented on the ground in specific policy
circumstances (Guy et al., 2008).

That is, as presented in Table 8.1, the elements occupying these different levels of policy
design are related to one another in a nested fashion. Program design thus requires an
integrated view of the different levels of policy goals and means in order to ensure that
the elements which compose a program reinforce rather than contradict or conflict with
either general, abstract principles or specific on-the-ground measures and mechanisms
(Meijers & Stead, 2004; Briassoulis, 2005).

An Example: US Conservation Policy and the Conservation Reserve Program Therein

Exactly how different abstract and concrete policy elements should be combined to create
effective and efficient programs is the central question and problem facing program design-
ers. To illustrate the above conceptualization further, examples from US land conservation
policy and a constituent Payments for Ecosystem Services (PES) program are presented
here. The US government, through the Conservation Reserve Program (CRP), currently
makes payments of about US$1.8 billion per year through contracts with almost 700,000
farmers and landowners, who agree to withhold agricultural activity on 26.8 million acres
of ecologically sensitive land (USDA, 2013). Instead of farming on sensitive areas of their
land, these farmers agree to ‘remove environmentally sensitive land from agricultural pro-
duction and plant grasses or trees that will improve water quality and improve waterfowl
and wildlife habitat’ (USDA, 2013). The CRP is the largest PES program globally.

In implementing the CRP, the high-level abstraction of the policy level (Table 8.2)
includes the general policy goals and instrument logics which inform the general contours
and content of both policy and program, as well as mechanism, design. The main goal of
overall land conservation policy in the United States in this sense recognizes that most of
the benefits obtained from ecosystem services, such as water quality, carbon sequestra-
tion, climate regulation, recreation, nutrient cycling, erosion prevention and soil creation,
occur as positive externalities or benefits that are unaccounted for by the economy. In
addition, these services emerge out of the preservation of natural systems and their con-
servation often conflicts with extractive economic activities, such as intensive agriculture.
In this example the conception of ecosystem services and their provision is a main general
idea that governs policy development. The idea that payments can be made for the loss
of ecosystem services is the instrument logic, or the body of norms that guide imple-
mentation preferences at the policy level. This embodies the understanding that since the
economy will always undermine the provision of these non-market positive externalities,
government-mandated compensation can be used to link the interests of landowners and
external actors to the conservation of ecosystems (Wunder, 2007).

Supporting operationalization at the program level is the formulation of policy objec-
tives and the related mechanisms that are used to meet them within this general policy goal
and instrument logic (Table 8.2). The formal objective of the CRP is the conservation of
a specific set of ecologically vital land areas to help improve water quality, mitigate soil
erosion and diminish the depletion of wildlife habitat (USDA, 2013).
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Table 8.2  Components of the US Conservation Reserve Program

Policy Content

High-level Abstraction Operationalization (Program  On-the-Ground
(Policy Level) Level) Specification (Measures
Level)

GOALS OBJECTIVES SETTINGS
Policy What general types of ideas What does policy formally aim What are the specific on-
Endsor  govern policy development?  to address? the-ground requirements
Aims (e.g. ecosystem services, or (e.g. conserving, re- of policy?

the benefits that people derive establishing valuable land (e.g. considerations about

from natural systems, need to  cover to help improve water which land area types are

be secured since they are not  quality, prevent soil erosion a priority for the program,

accounted for and therefore and reduce loss of wildlife mechanisms for setting up

undercut by the economy) habitat) payment transfers through

local agencies)

INSTRUMENT LOGIC PROGRAM MECHANISMS TOOL CALIBRATIONS
Policy What general norms guide What specific types of What are the specific ways
Means or implementation preferences?  instruments are utilized? in which the instrument
Tools (e.g. payments for ecosystem  (e.g. conditional cash transfers is used?

services or the logic that the ~ or payment contracts with (e.g. rate of yearly

use of financial instruments  landowners to conserve payments, length (years)

or creating markets are instead of develop ecologically that contracts are valid,

effective ways to secure sensitive areas) enrollment eligibility,

ecosystem services by adjusting for ecological

transforming the conservation sensitivity of land over

of positive externalities into time)

financial benefits for local

providers)

The mechanisms or the specific types of instruments adopted by the CRP take the form
of conditional cash transfers or payment contracts with landowners to conserve ecologi-
cally sensitive acres on their land. Supplementary instruments in the ‘package’, symbol-
ized by the CRP, include cost-sharing schemes by the implementing agency, in this case
the Farm Service Agency (FSA), active in each state. Specific on-the-ground measures
then involve adjustments to policy settings and the calibration of policy tools and tool
mixes. In the CRP example (Table 8.2), the specific policy settings are the requirements
related to the classification of land use, land cover types (such as wetland or riparian
buffer zones or wildlife corridors) and the conservation priorities assigned to each, as
well as other components such as how land parcels should be valued as well as how nec-
essary payment arrangements should be chosen and set up through local land agencies.
These on-the-ground settings then relate to the specific calibrations of the instruments
contained within the CRP, including such features as the regular adjustment and fine-
tuning of payment amounts, contract lengths, and eligibility criteria based on economic
indicators such as national budgets and inflation.
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POLICY PROGRAMS AND POLICY DESIGN: A SHORT
HISTORY

The main emphasis of recent policy design research has been on the importance of uti-
lizing the full range of policy components available when putting together a program
while avoiding unnecessary duplication and conflicts between program components
(Gunningham et al., 1998). Contemporary design thinking additionally recognizes the
limitations placed on the adoption of program elements by their situation within an
overall policy framework, and the need to match the more technical aspects of govern-
ment financial and human resource availability and capabilities with existing levels of
administrative capacity, budgeting and personnel resources, and other similar require-
ments of policy implementation.

Over time, researchers have articulated a series of principles to help promote better
and more effective policy designs. Maxims for effective design that were developed in the
late 1950s, for example, focused on efficiency concerns and urged the parsimonious use
of policy tools. An oft-cited rule proposed by the Nobel Prize winning economist Jan
Tinbergen in 1952 suggested that optimal designs emerged when the number of policy
tools was directly proportional to the number of goals a policy was expected to achieve
(Tinbergen, 1952; Del Rio & Howlett, 2013). This research obtained a dynamic compo-
nent in the 1970s when scholars began to deal with questions about the proper ‘sequenc-
ing’ or phasing of policy efforts over time (Taeihagh et al., 2013). Studies by Doern and
his colleagues, for example, promoted the idea that effective program design involved
the initial use of the least coercive instrument expected to be able to address a problem,
with governments moving up ‘the scale of coercion’ to use more intrusive instruments to
achieve their policy goals only in response to the failure of less coercive tools (Doern &
Wilson, 1974; Doern & Phidd, 1983; Woodside, 1986).

In recent years program design thinking has refined and expanded upon these insights.
The articulation of principles of what constitutes a ‘good’ design has evolved from think-
ing about relatively simple ‘one goal — one instrument’ situations to address issues related
to the use of more complex policy mixes or bundles of tools that aim to unite multiple
interconnected goals and the means to achieve them across multiple levels of government
(Howlett & Del Rio, 2015). Daugbjerg and Senderskov (2012), in their review of organic
food policies in Denmark, Sweden, the UK and the United States, for example, noted that
‘significant growth in green markets is most likely to result where a combination of policy
instruments directed at the supply side and demand side of the market is simultaneously
implemented’ (p. 415).

In pursuing research into the question of how to best formulate deliberate packag-
ing of policy elements into programs targeted to meet certain policy goals, scholars and
practitioners have focused on ‘balancing’ two aspects of the policy relationships set out
in Table 8.1. These are the ‘policy—program linkages’ and the ‘program—measure linkages’
highlighted in Table 8.3.

Dealing with ‘policy—program linkages’ involves the need to set program objectives and
mechanisms that fit overall, broader policy goals and instrument logics. In the US CRP
case set out above, for example, the policy—program linkages establish the program’s objec-
tive of preventing soil erosion, improving water quality and preserving wildlife habitat as
needed to uphold the overall policy aim of conserving ecosystem services through the use
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Table 8.3  Program-level ‘needs’ for effective design

Policy Content

High-level Abstraction Operationalization On-the-Ground
(Policy Level) (Program Level) Specification
(Measures Level)
POLICY GOALS Policy— OBJECTIVES Program— SETTINGS
What ideas govern policy ~ Program What does the policy formally Measure What are the specific
development? Linkages aim to address? Linkages aims of policy?
INSTRUMENT LoGIC (D MECHANISMS (an CALIBRATIONS
What norms guide What are the specific types What are the specific
implementation of policy instruments or ways for using the
preferences? elements and how are they instruments?
utilized?

of financial incentives encouraging conservation. ‘Program-measure linkages’, on the
other hand, establish the need to fit program mechanisms to specific on-the-ground policy
measures. In the CRP case, this involves ensuring that payment agreements between the
government and landowners reflect the priorities given to the conservation of different
land types and monitoring how successfully these agreements are implemented in practice
through the fair assessment of yearly payments and contract lengths.

Principles and practices of program design related to these two general areas of concern
are set out in more detail below.

PRINCIPLES FOR DESIGNING PROGRAMS: POLICY-
PROGRAM LINKAGES (I)

Studies over the past two decades exploring ‘smart regulation’ in environment policy and
in land use management and planning (Gunningham et al., 1998; Rayner & Howlett,
2009; Ben-Zadok, 2013) have helped underline the significance and effectiveness of
program designs that are compatible with existing governance conditions. Borne out
of such studies, several principles have emerged to illustrate and instruct how effective
policy—program linkages can be designed.

Goodness of Fit: Matching Governance Mode and Policy Capacities

One such principle is the notion of ‘goodness of fit’. That is, as set out above, effective
program designs need to reflect and respond to the specific contextual features of the
particular policy sector(s) that they involve. How well a program is able to align itself
with context-dependent policy realities determines its ‘goodness of fit” within an existing
governance structure and the various other policy regime elements at the international,
national, sub-national and local levels of governments within which it is embedded
(Howlett, 2011). Different governance styles and preferences at each level require and
influence specific types of state and social actor capacities and capabilities, and these
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limitations and strengths inform judgments about the feasibility of program-level options
and alternative arrangements of objectives and mechanisms.

Questions of goodness of fit thus connect program design with a central concern of
policy analysis, the ex ante feasibility of instruments and their settings in a larger political
context (Meltsner, 1972; Majone, 1989). While it is true that program designs that might
appear infeasible in terms of goodness of fit can subsequently turn out to be effective (or
else policy innovation would be an even more rare occurrence than it actually is), judg-
ments about feasibility are an established feature of policy advice. For example, studies of
governance modes and ‘policy styles’, mostly stemming from Europe and North America
throughout the 1980s-1990s (see for example, Richardson et al., 1982; Freeman, 1985;
Kiss & Neij, 2011), described several common patterns of governance arrangements that
need to be reflected in policy program designs in order for these designs to be considered
feasible and thus improve their chances of adoption. While many possible permutations
and combinations of such governance arrangements exist, recent policy and adminis-
trative studies have focused on four basic types or ‘governance modes’ found in many
jurisdictions (Table 8.4).

Each mode of governance listed in Table 8.4 broadly displays a different focus, form of
control, aim and preferred service delivery mechanism and procedural policy orientation,
which affect and inform design practices and contents. Government actions through legal
and network governance, for example, can change many aspects of policy behaviour but
do so indirectly through the alteration of the relationships existing between different kinds
of social actors. This is unlike corporate and market governance, each of which involves
a preference for more overt state direction. The program elements of policy designs must
incorporate knowledge about these particular characteristics and preferences if they are
to be considered feasible or appropriate.

Claims and counterclaims about feasibility have a strongly rhetorical character, and
disputes over these claims are a characteristic feature of many design processes. A key
insight of contemporary research into the design of programs that successfully address
policy aims is that designing involves thinking about and coordinating aspects of policy
arrangements which occur over multiple levels of policy activity (Howlett & Del Rio,
2015). Activities at all of these levels, along with the details of implementation, must be
coordinated and integrated if optimal results are to be attained.

Not surprisingly, while the level of concern for matching governance context and
program elements is always high, it becomes even more complex and charged when the
policy or program area extends beyond the jurisdiction of a single level of government to
incorporate multi-level governance (MLG) considerations.

This is well illustrated by the case of environmental policy-making and program design
across the nations of the European Union (EU) after 1960. In many of these countries,
a previous penchant for the use of regulatory and command-and-control instruments
aligned with more active forms of state governance have given way to more market-based
tools as governance arrangements in general at the EU level have shifted in this direction
(Jordan et al., 2005). However, within this general tendency a great variety now exists
today in the EU with respect to the type of market or economic-based tools preferred in
each individual member country (Jordan et al., 2005). For example, evaluations of envi-
ronmental policy program arrangements have highlighted that moves towards planning
and ‘steering’ in such contexts involve indirect coordination of key actors by governments,
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requiring ‘a high level of government policy capacity to identify and utilize specific policy
tools capable of successfully moving policy targets in a required direction’ (Howlett &
Rayner, 2013, p.175; Arts et al., 2006). Nordic nations have corporatist governance
conditions and fiscal and other capacities that allow a better fit with ‘second-generation’
market-based instruments (MBIs) such as emissions trading, whereas less wealthy
European countries ‘are still employing first-generation MBIs such as simple effluent
taxes and user charges’ (Jordan et al., 2005, p.486). ‘Goodness of fit’, including judgments
about the feasibility of program elements within overall governance arrangements, thus
play a key role in designing effective programs both in state-level jurisdictions and at the
EU level. Better program designs ensure that a program’s content and prerequisite condi-
tions match governance contexts.

Degrees of Freedom: The Impact of Layering

However, as the EU case also shows, even with a high capacity for action, not all possible
program options may be available to designers. A second design consideration is thus
one directed at the relative ease or difficulty with which policy designers can change the
status quo given the embeddedness or tractability of past policy and program choices.
Conceptually, if unlimited ‘degrees of freedom’ are available to policy-makers then any
combination of policy tools and program objectives might be possible in any circum-
stance (Howlett & Rayner, 2013). However, practical experience with large-scale institu-
tional changes has suggested that the existence of this amount of ‘elbow-room’ for mixing
or designing policy elements is uncommon and many program design contexts are, rather,
heavily ‘path dependent’ (Pierson, 2000; David, 2005).

Other than in completely new areas of policy, or in cases where political punctuations
have led to a full rethink or overhaul of old policy, most policy and program designers
typically work with restricted ‘degrees of freedom’ or within constraints created by layers
of already existing policy mixes that cannot be easily altered (Thelen, 2003; Van der
Heijden, 2011). As corroborated by evidence from studies of the evolution of sectors
such as welfare policy and natural resources over long periods of time, many existing
policy combinations developed incrementally through a gradual historical process of the
piecemeal addition or alteration of elements of policies and programs (Lindblom, 1959;
Howlett & Migone, 2011). Such mixes may be ‘disorganized’ (Bode, 2006) and cry out for
rationalization but are nevertheless difficult to change (Hacker, 2005).

Many sustainability strategies, for example, have suffered from incremental adjustment
through layering, or the process whereby new elements are simply added to an existing
regime without abandoning previous ones (Thelen, 2003; Van der Heijden, 2011). Many
efforts at the integration of various resource management regimes, for instance, have
failed when powerful interests are able to keep favourable goals, instruments and settings,
such as unsustainable fishing or timber cutting quotas that support an industry, and limit
the impact of new policy initiatives (Rayner & Howlett, 2009).

The temporality of these policy development processes places constraints on contem-
porary designers and, like the governance contexts cited above, is a key issue in program
design. The deadweight of the past necessitates the examination of the pre-existing
historical organization of policy components in order to gauge the feasibility of moving
specific design options forward (Christensen et al., 2002). Effective program design must
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take these temporal contexts into account in proposing new remedies; this often leads
to an emphasis on ‘patching’ policy rather than ‘re-packaging’ it altogether (Howlett &
Rayner, 2013; Howlett et al., 2014).

PRINCIPLES FOR DESIGNING PROGRAMS: PROGRAM -
MEASURE LINKAGES (1)

Effective program design must address both the policy—program level and the program—
measure level of interactions among program elements (Table 8.3). On-the-ground
program elements often involve aspects of what Elinor Ostrom (2011; Ostrom & Basurto,
2011) designated as the ‘rules’ of institutional design and analysis. These include designing
program components that cover aspects such as:

e Boundary rules: who is covered by this program?

e Is participation and coverage automatic or is a new participant allowed to join by
paying some kind of entry charge, fee or tax?

e Position rules: how does an actor move from being a target of a program’s activities
to one with a specialized task in program implementation, such as the chair of a
management committee?

e Scope rules: what activities are covered by the program?

o Choice rules: what choices do various types of actors have in relation to the actions
they can or are expected to take in the program?

e Aggregation rules: what understandings exist concerning how actors can affect or
alter the rules affecting their actions? Do certain actions require prior permission
from, or agreement of, others?

e Information rules: what information about the program or relevant to it is held
secret, and what information is made public?

e Payoff rules: how large are the sanctions that can be imposed for breaking any of
the rules identified above? How is conformance to rules monitored? Who is respon-
sible for sanctioning non-conformers? How reliably are sanctions imposed? Are any
positive rewards offered? (See Ostrom, 2011, pp.20-1.)

Achieving effectiveness with respect to deploying program mechanisms at this level
relies upon ensuring that mechanisms, calibrations, objectives and settings display
‘coherence’, ‘consistency’ and ‘congruence’ with each other (Howlett & Rayner, 2007).
Within this general rubric, however, several specific principles of effective program design
also exist. Two of these — maximizing complementary effects and the need to balance the
attainment of equity, efficiency, economy and environmental concerns — are discussed
below.

Maximizing Complementary Effects
Policy design studies have pointed out that many existing policy mixes are not comprised

exclusively of tools or elements that complement and enhance each other (Grabosky,
1995). Grabosky (1995) and other scholars investigating policy combinations throughout
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the latter half of the 1990s, for example, noted that policy packages and programs com-
bining command-and-control regulation with modes of voluntary compliance can be
internally contradictory and should be avoided in effective design.

One key principle at this level of design analysis and practice, therefore, is to maximize
complementary relationships while mitigating incompatibility between policy elements in
the formulation of policy portfolios (Gunningham et al., 1998). Evidence from the drive
for renewable energy and energy efficiency as a consequence of climate change and energy
security concerns in the last two decades, for example, has shown that internally conflict-
ing elements of policy mixes often elicit contradictory responses from those who are the
targets of a program (Boonekamp, 2006; Del Rio et al., 2011). This finding is common in
many sectors where using both regulation and voluntary compliance measures in the same
program at the same time undermined the realization of an intended program objective.
While some programs can contain duplicative elements and the redundancy or resiliency
inherent in them may actually help to ensure that the stated policy goals are achieved, in
most cases this is not the result (Grabosky, 1995; Braathen, 2005, 2007). Rather, as Hou
and Brewer (2010) have noted, programs composed of tools that complement or supple-
ment each other — for example, the use of command-and-control regulation to prevent
undesirable behaviour while simultaneously providing financial incentives to encourage
desirable behaviour — will normally achieve more effective policy responses.

Balancing Equity, Efficiency, Economy and Environmental Concerns

A second concern centers less on policy tools and their calibrations and more on program
‘settings’ or the operationalization of specific program objectives. Numerous case studies
of programs, including social policy experience in Australia and the United States, have
suggested that attaining four general principles in program design at the program-—
measure interface is critical for program effectiveness — namely, achieving ‘equity, effi-
ciency, economy and environment’ in program design (Stanton & Herscovitch, 2013).

In the context of programs such as those involving progressive taxation, social security
benefits, health insurance and retirement incomes, equity is understood to have both a
proportional (based on different resource endowments of policy targets) and equal (equal
treatment of targets with similar endowments) component, and a superior program
design takes both aspects into account. For example, proposals for national disability
insurance programs in Australia involved a setting of ‘proportionality’ or unequal treat-
ment of policy targets based on different degrees of disabilities. However, it also included
an equity component in fostering equal treatment of the same disability across the nation
(Stanton & Herscovitch, 2013). Addressing ‘efficiency’ as part of a policy program also
often takes the shape of meeting larger economic goals while also attaining environmen-
tal goals such as sustained growth. Returning to the CRP example cited above, one of
the main critiques of the scheme was that once the contracts were signed, farmers were
locked in to them without any scope for regular inflation adjustments. Designing inflation
adjustment mechanisms into the CRP could address this shortcoming in the program’s
efficiency and enhance its environmental effectiveness.

The principle of ‘economy’ relates to matching the cost of program initiatives and
elements to budgetary and personnel resources and balancing these two aspects. But as
Justen et al. (2014a) and Justen et al. (2014b) note, participation is a key component in
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policy and program design, not just for legitimation purposes, but because it can bring
new information to the design process which formal analyses can miss. Meeting the need
for participatory and inclusive collaboration in policy program design can be attained by
managing the coexistence of demand-side and supply-side policies and their constituent
policy actors (Daugbjerg & Senderskov, 2012). This is especially the case in programs
pertaining to the deployment of new technologies such as renewable energy and energy
efficiency which require the coordinated participation of both producers and consumers.
Along the same vein, encouraging collaborative ties between different types of policy
actors can make programs more effective by strengthening knowledge linkages and foster-
ing innovation.

Several design techniques exist which can help promote effective program designs to
meet these goals and their combination. As Sovacool (2012) noted in his assessment of ten
renewable energy programs in developing countries, mutually supportive combinations
can be encouraged while others are discouraged or changed on a pilot or experimental
basis. That is, ‘effective programs typically begin with pilot programs or with feasibility
assessments before installing systems and scaling up to larger production or distribution
volumes’ (p. 9159). Such pilot programs need to be carefully protected from political
pressure to evaluate them prematurely, causing adoption of program elements that sub-
sequently prove problematic or rejection of those with latent value, a problem recognized
early on in the literature on program evaluation (Weiss, 1970).

SUMMARY: TOWARDS EFFECTIVE PROGRAM DESIGN

Policy design is an activity conducted by a range of policy actors at different levels of
policy-making in the hope of improving policy-making and policy outcomes through
the accurate anticipation of the consequences of government actions and the articula-
tion of specific courses of action to be followed to achieve different levels of policy goals
and ambitions. In a program design perspective this is to be accomplished by improving
assessments of both the theoretical effectiveness as well as the feasibility of policy alterna-
tives at both the policy—program level and the program-measure level.

That is, each ‘policy’ or program is a complex ‘regime’ or arrangement of abstract,
operationalized and on-the-ground ends and means-related content which exists in a
specific governance setting and which changes over time. In contrast to an older tradition
of program design and evaluation which tended to treat programs in isolation from the
larger policy context, the discussion here has located program design firmly within the
context of designing complete policy packages. In this perspective, the central concerns
in the design of programs are related to answering questions about how mixes of policy
components are constructed, which methods yield superior results in developing these
mixes, and what is the likely result of their (re)design.

Contemporary design discussions at the policy—program level center on the articulation
of principles such as ‘goodness of fit’ in policy formulation, governance and steering, and
the ‘degrees of freedom’ which formulators or designers have in carrying out their work
both over space and over time. These complement and advance notions at the program—
measures level, promoting parsimony in program designs and the need for coherence,
consistency and congruence in design relationships and components. At this level, efforts
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Table 8.5 Balancing policy elements for effective program design

141

Policy Content

High-level Policy-Program Operationalization Program-Measure On-the-Ground
Abstraction Linkages (Program Level)  Linkages Specification
(Policy Level) (Measures Level)
GOALS Goodness of fit OBJECTIVES Maximizing complementary SETTINGS
with What does the effects What are the

What ideas o Governance policy formally ® Assessing interactions specific aims of
govern policy styles (legal, aim to address? between multiple policy  policy?
development? corporate, components

market or MECHANISMS e Reducing internally CALIBRATIONS
LOGIC network) What are the conflicting elements What are the
What norms guide o Existing state specific types of and attaining coherence,  specific ways
implementation capacities policy instruments consistency and for using the
preferences? and social or elements and congruence between instrument?

capabilities how are they program elements and

o Multi-level
policy-making

Degrees of freedom

o Working within
constraints
and existing
layers of policy
component
mixes

® Accounting
for temporality
and historical
arrangements
of policies

utilized?

measures

Balancing the ‘4 Es’ in policy

settings

o Equity (both
proportionality and
equality)

e Efficiency (alignment with
economic goals such as
employment and growth)

o Economy (managing
budgetary costs)

o Environmental concerns
(maintaining
sustainability of
programs)

have been made to articulate various methods through which designs can meet concerns
for equity, efficiency, economy and environmental quality while maximizing complemen-
tary interactive effects and minimizing negative or counterproductive ones.

Table 8.5 summarizes the design principles set out above which can help ensure better
policy and program integration through improved linkages between different policy com-
ponents at the two levels cited above.

What this chapter has highlighted is that by understanding the nesting of effective
program design at the two levels of policy—program and program-measure, program
designers can improve or optimize their designs in given historical and institutional
contexts. Understanding governance arrangements and how past policy processes
have created and modified the elements of existing programs is critical to evaluating
the chances of success of policy rules and on-the-ground measures in accomplishing
higher-level goals and objectives. This realization is helping contemporary program
designers in their efforts to deal with policy problems that increasingly demand complex
governmental responses.
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NOTE

1. This chapter was originally published as Michael Howlett, Ishani Mukherjee and Jeremy Rayner (2014),
‘The elements of effective program design: a two-level analysis’, Politics and Governance, 2(2), 1-12. This
article is licensed under a Creative Commons Attribution 4.0 International License (CC BY).
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9. Formal policy appraisal techniques and policy
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Camilla Adelle and Sabine Weiland

INTRODUCTION

Policy assessment seeks to inform decision-makers by predicting and evaluating the poten-
tial impacts of policy options. It is the latest extension of the assessment concept, namely,
from the project and/or programme level to the policy level. This extension has in part
been driven by criticisms that project and programme level appraisals, that is, environmen-
tal impact assessment (EIA) and strategic environmental assessment (SEA), do not start
early enough in the policy cycle (Boothroyd, 1995; Owens et al., 2004). Policy assessment
essentially uses the same standard steps as EIA and SEA (i.e. identifying the problem,
defining objectives, identifying policy options, analysing impacts etc.) which are often
applied within central government departments or ministries to national-level policies.
The scope of policy assessment is usually (and certainly for the purposes of this chapter)
confined to ex ante assessment, which informs decision-making before policies are agreed
and implemented and therefore excludes ex post evaluation of policies (Palumbo, 1987).

Policy assessment is most commonly practised as one of several types of ‘impact
assessment’ that have emerged in the last two decades, such as regulatory impact assessment
(RIA) (e.g. Radaelli, 2004a), sustainability impact assessment (SIA) (e.g. Kirkpatrick & Lee,
2001) and simply impact assessment (IA) (e.g. European Commission, 2002). Each has a
slightly different focus in terms of objectives and relevantimpacts but the terms are often used
interchangeably, creating some confusion. These broad types of policy assessment in turn
harness a range of policy assessment tools and methods such as cost-benefit analysis (CBA),
scenario analysis and computer modelling (de Ridder et al., 2007; Nilsson et al., 2008).

The concept of policy assessment (i.e. the idea in its textbook form) has spread rapidly
around the world in the last two decades (Radaelli, 2004a). In the early 1990s only a few
Organisation for Economic Co-operation and Development (OECD) countries were
using policy assessment, but by 2008 all 31 OECD countries had either adopted or were
in the process of adopting it (OECD, 2009). Policy assessment systems (i.e. the institu-
tionalization of the concept through standard operating procedures such as guidelines,
training, quality control etc.) in their various guises (e.g. RIA, SIA and TA) can now be
found in almost every European Union (EU) member state and in countries as far apart as
the United States, Australia and South Africa (Allio, 2008). However, this broad diffusion
of the concept of policy assessment masks a great deal of diversity in how it is practised
(Radaelli & Meuwese, 2010). Policy assessment systems in different countries vary enor-
mously in their design, implementation and even their purpose (Jacob et al., 2008; Adelle,
2011). For example, environmental objectives may or may not be a significant feature of a
policy assessment system, if present at all. Furthermore, in some countries policy assess-
ment exists only on paper and is rarely and/or poorly implemented in practice.
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This chapter sets out the state of the art in policy assessment by reflecting on both the
concept and practices of policy assessment. In addition, this chapter is also about research
on the concepts and practices of assessment. The rest of the chapter unfolds as follows.
First, the origins and drivers behind the concept of assessment are examined. Then, the
question of how, and why, the practice of policy assessment spread around the world
under its various guises is discussed. This is followed by an exploration of the several
‘types’ of research on policy assessment that have been differentiated. These have varying
perspectives, objectives and methodologies, as well as underlying assumptions about the
concept of policy assessment. This leads us to reflect, in the next section, on the state
of play and possible future directions for these three dimensions of policy assessment
(i.e. concept, practices and research). The chapter ends with some conclusions on how
to better integrate these three dimensions of policy assessment in order to expedite and
strengthen future developments in the field.

POLICY ASSESSMENT: THE ORIGINS OF THE CONCEPT

The concept of policy assessment — in its textbook form —is based on the belief that more
‘rational’ policy-making can be achieved by applying analytical tools. Therefore, assess-
ment exists to bring scientific evidence to the attention of decision-makers and counter
interest-based policy-making, to integrate cross-cutting issues, and to increase coopera-
tion between different departments which are involved in the assessment of a policy. This
conception of policy assessment is widespread and particularly evident in the guidance
documents prepared for government officials who carry out policy assessment.

The origins of this concept of policy assessment can be traced back to the United
States, which is often reported as one of the first adopters of policy assessment, and is
still sometimes held up as being at the forefront of international practice (e.g. Renda,
2006, p.19). Various points of genesis of policy assessment in the United States have
been divined but a complete policy assessment system is commonly cited to have first
been instituted through an Executive Order (Number 12291) in 1981 (Renda, 2006;
Radaelli, 2010). Economic priorities figured strongly in these early experiences of policy
assessment in the United States, with the reduction of regulatory burden and cost savings
seen as the main drivers (Renda, 2006). References to the earlier-adopted US concept of
policy assessment are apparent in the European literature (e.g. Renda, 2006; Cecot et al.,
2007; Radaelli, 2009; European Court of Auditors, 2010). However, the concept of policy
assessment in Europe and other OECD countries is commonly reported to be driven by
three specific global trends.

First, as noted above, the need for a more strategic approach arose from the appar-
ent inability of existing assessment schemes to deal with ‘big issues’ at the project level
(Boothroyd, 1995, p.93). The focus of assessment, therefore, moved upstream to plans
and programmes and then to policies. However, it is the second trend, the rise of ‘better
regulation’ up the political agenda, that has arguably been the main driving force behind
the diffusion of policy assessment in the OECD (Jacobs, 2006; Allio, 2007; Radaelli,
2007). Better regulation refers to the notion of attempting to rationalize and simplify
both existing and new legislation (Allio, 2007, p.73). Promoted by the OECD as well as
certain influential high-level reports, such as the Mandelkern report published in 2001
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(Mandelkern Group on Better Regulation, 2001), policy assessment — in the form of
RIA or IA - rapidly became the main instrument for implementing this better regulation
agenda (Allio, 2007; Radaelli, 2007). Third, the concept of policy assessment also arose
out of calls for the integration of environmental objectives or, more broadly, sustainabil-
ity objectives into policy-making (Hertin et al., 2008). The concept of policy assessment
has the potential to contribute to solving complex cross-cutting issues such as sustain-
able development because it requires officials to take these issues into consideration at
the initial stages of decision-making across the whole of government (Jacob et al., 2008;
Russel & Jordan, 2009). In practice, however, such a holistic concept is difficult to achieve.

THE PRACTICE OF POLICY ASSESSMENT: THE DIFFUSION
OF A CONCEPT

The diffusion of the concept of policy assessment into worldwide practice can usefully
be split into two elements: first, the adoption of policy assessment systems (i.e. the insti-
tutionalization of the concept through standard operating procedures such as guidelines,
training, quality control etc.) and, second, the implementation of those policy assessment
systems. It is important to note that the presence of a policy assessment system does not
necessarily lead to its functional implementation, and in some countries there is a large
gap between the policy assessment system and assessment practice.

The Adoption of Policy Assessment Systems

Despite the early origins of policy assessment in countries such as the United States,
the practice spread only slowly at first, with Finland and Canada adopting some form
of policy assessment system in the 1970s and Australia, the UK, the Netherlands and
Germany following in the mid 1980s (OECD, 2009). There was, however, a rapid rise in
adoption of policy assessment systems in OECD and European countries in the second
half of the 1990s, following an OECD recommendation on regulatory reform (OECD,
1995). Another surge in the diffusion of policy assessment systems occurred following
the launch of the European Commission’s Impact Assessment system in 2003 (European
Commission, 2002). As in the United States, many of the early policy assessment systems
initially focused on the assessment of the economic and administrative impacts of regu-
lation but were later revised to include consideration of a wider range of impacts. For
example, the UK introduced a Compliance Cost Assessment procedure in 1986 to reduce
compliance costs for business but from 1996 this procedure was gradually transformed
into a broader ‘regulatory assessment’, emerging in 1998 as a full RIA procedure (EVIA,
2008). The focus of policy assessment in the United States, however, remains relatively
narrow and dominated by the use of CBA (Renda, 2006, p.22).

Today the adoption of a policy assessment system is widespread in OECD and other
industrialized countries. A 2010 survey of 17 European countries found that all 17 had
adopted some form of policy assessment system, although some countries were still in
the early stages of implementation (Adelle, 2011). The most recent countries to adopt
policy assessment have tended to be newer EU member states in Central and Eastern
Europe (CEE) such as Estonia and Lithuania (de Francesco, 2010), although there
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are some late-adopter exceptions such as Ireland, which introduced its system in 2005
(Adelle, 2011). There are also early CEE adopters like Hungary, which established a policy
assessment system in 1994 (Staronova, 2010). Recent adoption appears to be one of the
predictors of weak implementation of policy assessment systems, with many of the more
sophisticated and robust systems being found in the older EU member states. This reflects
the dynamic nature of most assessment systems, which are repeatedly revised and refined
over time.

Policy assessment systems have now also spread beyond the OECD and the EU
(de Francesco, 2010). In particular, interest in policy assessment in middle- and lower-
income countries is increasing, albeit from a relatively low base (Kirkpatrick & Parker,
2004; Kirkpatrick et al., 2004). Furthermore, the World Bank has recently promoted SEA
in policy and sector reform as a means for developing countries to deliver policies which not
only foster employment but also environmentally sustainable growth (World Bank, 2011).

This widespread diffusion of the concept and institutional framework for policy
assessment has not, however, led to its standardization. Radaelli (2005, p.924) argues
that policy assessment (in the form of RIA) is a concept which has ‘travelled lightly’
around the world producing ‘diffusion without convergence’. Essentially, most policy
assessment systems draw on certain common elements: they are often (but not always)
supported by a legislative act making their application mandatory and specifying which
policy proposals are subject to assessment; they consist of similar procedural steps set
out in official ‘guidance’ documents; they are usually undertaken by the official respon-
sible for policy development; they generally include some form of stakeholder consulta-
tion; and they usually result in a written document or report. However, these common
features disguise the many different ways in which policy assessment is implemented in
practice.

The Implementation of Policy Assessment Systems

A number of comparative surveys of European policy assessment systems have revealed
the detail of this vast diversity in practice. They have uncovered different institutional
frameworks, purposes of assessment, use of policy assessment tools, coverage of impacts,
quality of reports and levels of transparency, as well as the differing role of assessment
within the policy process (e.g. Jacob et al., 2008; Adelle, 2011). Through these surveys
it becomes apparent that while the concept and practice of policy assessment has been
fully institutionalized in some jurisdictions (sometimes in less than a decade, e.g. in the
European Commission) it still suffers from significant implementation problems in others
(Jacob et al., 2008; Radaelli & de Francesco, 2010; Adelle, 2011). In some cases, policy
assessment only exists on paper as a ‘tick-box’ exercise (Radaelli, 2005).

Consequently, Adelle (2011) concludes that there is no ‘one way’ of conducting
policy assessment, or even one ‘best way’. Having said that, the European Commission’s
Impact Assessment system is often held up as a front runner in policy assessment in
Europe. It is considered a very integrated assessment system as it includes social, eco-
nomic and environmental impacts (both inside and outside the EU) of the EU’s most
significant policies (European Commission, 2009; European Court of Auditors, 2010).
However, the EU’s integrated model is only followed in a few European countries
(Jacob et al., 2008). Adelle (2011) found that environmental objectives are considered
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to be an integral part of relatively few European assessment systems. In fact, some
authors report that two main types of policy assessment are emerging in practice across
OECD and European countries, namely, on the one hand, a ‘stripped down’ or ‘soft’
version of CBA in which countries try to identify interactive effects of policies (e.g. in
the European Commission, Australia, Ireland and New Zealand), and, on the other
hand, a more fragmented and narrow form of policy assessment focusing on assess-
ment of administrative burdens on business (e.g. the Netherlands, Germany) (Jacobs,
2006; Jacob et al., 2008). The strong emphasis on economic competitiveness which
became associated with the EU’s better regulation agenda in the mid 2000s (Allio,
2007), compounded by the recent economic crisis, only serves to intensify this latter
trend (Jacobs, 2006; Radaelli, 2009).

Radaelli (2005) attempted to further explore the diversity in the practice of policy
assessment by examining how institutional and political context matters in the process of
its diffusion. He argues that policy assessment has become a ‘typical solution in search
of its problem’ (Radaelli, 2004a, p.734) and that the problem depends on the political
context of each jurisdiction. For example, in Italy, Germany and Sweden policy assess-
ment is perceived as a possible solution to the need for simplification of policy, and in
the Netherlands it is associated with the issue of competitiveness, while the European
Commission’s policy assessment is a response to a legitimacy deficit (Radaelli, 2005).
Furthermore, experience of the practice of policy assessment is beginning to indicate
even more diversity to be found beneath the surface: the purpose of policy assessments
differ not only between jurisdictions but also within a particular policy assessment system
depending on the policy sector, prevailing political priorities and even the individual
policy process and stakeholders in question. The argument that political context matters
when determining the purpose of policy assessment has strong parallels in the SEA lit-
erature. For example, Bina (2007) argues that it would help frame the purpose, role and
approach to SEA in a way that is relevant and consistent with the particular context if
policy-makers asked themselves what they want to achieve from each particular applica-
tion of SEA.

To summarize, policy assessment has become a tool for many purposes: different prac-
tices, objectives and perspectives have been rolled up with the concept of policy assess-
ment. The next section introduces even more diversity in another (third) dimension of
policy assessment, namely, the research on the concept and practices.

RESEARCH ON POLICY ASSESSMENT: REFLECTIONS ON
PRACTICE

The diffusion of the concept and practice of policy assessment has been accompanied by a
vast amount of academic, as well as more applied, research. This section of the chapter sets
out some of this research. To do so we draw on the typology devised by Turnpenny et al.
(2009) that divides the literature into several different ‘types’. The first two types share a
mainly positivist perspective — that is, they base the concept of policy-making on a rational
model of linear knowledge transfer between experts and policy-makers. The third and fourth
types, in contrast, are largely based on an alternative, post-positivist perspective that stresses
the relativity of knowledge and the political nature of policy formation, thereby focusing on
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other factors such as interests and power positions, rather than evidence, to explain political
decisions. We shall subsequently elaborate on each of the four research types.

The Design of Assessment

One type of policy assessment literature concerns the design of the policy assessment
systems themselves. There is a vast amount of often very technical literature on tools and
methods for policy assessment (for a useful meta-review, see de Ridder et al., 2007). It
includes literature aiming to improve the overall design of assessment systems (e.g. Lee,
2006; OECD, 2008) as well as detailed and practical guidance for practitioners carrying
out assessments (e.g. European Commission, 2009). A substantial volume of literature
focuses on specific tools that can be used in assessment, such as CBA (e.g. Pearce, 1998),
the standard cost model (e.g. Torriti, 2007) or multi-criteria analysis (e.g. Hajkowicz &
Collins, 2006). Computer-based modelling tools developed for particular policy sectors
or problems have also been the subject of significant research, for example in the field of
agriculture and land use (e.g. Alkan Olsson et al., 2009) and transport (Elst et al., 2005).
In addition, several large, EU-funded projects (such as 1Q-Tools, Sustainability A-Test,
MATISSE, EVIA and LIAISE) have developed online inventories of policy assessment
tools.

The Performance of Assessment

Another type of literature evaluates policy assessment designs in practice. While at first
this research measured quality by comparing the contents of the assessment reports with
the official guidance (e.g. Harrington et al., 2000), later research emphasized aspects of
the process of assessment by including in-depth case studies and interviews (e.g. The
Evaluation Partnership, 2007). This type of research generated a fairly consistent, if dis-
appointing, picture of the empirical ‘reality’ of policy assessment. Many of the criticisms
chimed with those previously made by researchers evaluating the (mainly procedural)
effectiveness of SEA (e.g. Bina, 2007; Wallington et al., 2007). These are that: there is a
gap between the stated aims of assessment and its everyday implementation (Wilkinson
et al., 2004); the economic aspects of policy all too easily outweigh other (e.g. social and
environmental) aspects (Wilkinson et al., 2004; Renda, 2006; Russel & Jordan, 2007;
Jacob et al., 2008); the scope of the assessments is confined by a narrow understanding of
problems and available policy options (Wilkinson et al., 2004; Lee & Kirkpatrick, 2006;
Nielsen et al., 2006; Renda, 2006); and assessments tend to be performed at a relatively
late stage in the policy process (i.e. too late to have significant influence over the final
decisions) (Wilkinson et al., 2004; The Evaluation Partnership, 2007; Russel & Turnpenny,
2008).

Many of these researchers focused on the sustainability aspects of policy assessment
and were strongly critical of their lack of integration into the assessments (Wilkinson
et al., 2004; Adelle et al., 2006; Jacob et al., 2008). Russel and Turnpenny described the
growing concern that ‘rather than supporting sustainable development, more integrated
approaches to assessment could actually undermine the concept as environmental and
social issues may get squeezed out by more high profile and politically salient economic
concerns’ (2009, p.341). This fear was compounded as the competitiveness agenda in
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Europe strengthened in the years after the introduction of the EU’s policy assessment
system. This was believed to have the effect of narrowing down the most salient issues,
principally in favour of economic ones (Jacobs, 2006).

Most studies offered recommendations to policy-makers on how to improve the per-
formance of their policy assessment systems. Many of these recommendations focused
on micro-level constraints, such as calls for more resources and training for practition-
ers (Wilkinson et al., 2004; Jacobs, 2006; The Evaluation Partnership, 2007). Another
common recommendation was to start the policy appraisal earlier in the policy process,
when more options were likely to be open (Wilkinson et al., 2004; Renda, 2006; The
Evaluation Partnership, 2007). The need to address higher-level constraints was also
emphasized, for example through calls for stronger political leadership (Russel & Jordan,
2007; Jacob et al., 2008); the creation of central oversight and quality control mecha-
nisms (Wilkinson et al., 2004; The Evaluation Partnership, 2007); and a greater under-
standing, acceptance and use of assessment tools (de Ridder et al., 2007; Jacob et al.,
2008; Nilsson et al., 2008; Turnpenny et al., 2008). These higher-level recommendations
proved much harder to implement, which may in part help explain why the quality of
some policy assessment systems was initially reported to decrease rather than increase
over time (Renda, 2006). However, this trend appears to have reversed in more recent
EU-commissioned studies (see, for example, The Evaluation Partnership, 2007 and the
European Court of Auditors, 2010).

Learning and Evidence Utilization

While the first two types of literature on policy assessment largely assume a positivist
stance, researchers of the third type of literature take a post-positivist perspective. This
involves a far more chaotic model of policy-making in which many actors pursue mul-
tiple goals (e.g. Owens et al., 2004; Hertin et al., 2009a, 2009b; Turnpenny et al., 2009).
Researchers taking this perspective offer a very different conception of policy assessment
to the traditional textbook concept described above. From their perspective, it is unrealis-
tic to assume that decision-making is rational and that assessment knowledge will neces-
sarily transfer in a linear way directly and smoothly into policy-making. The role of policy
assessment, therefore, is not to identify the overall ‘best’ policy option, but to inform
debate and critical reflection in the messy reality of policy-making (Adelle et al., 2012).
This third body of literature, therefore, looks for evidence not of the quality of policy
assessment, but of whether that assessment has led to policy change via processes of
learning (e.g. Nilsson, 2006; Hertin et al., 2009a; Nykvist & Nilsson, 2009; Radaelli,
2009). A distinction is often made between single-loop (or instrumental) learning, where
‘knowledge directly informs concrete decisions by providing specific information on the
design of policies’ (Hertin et al., 2009a, p.1187), and double-loop (or conceptual) learn-
ing, where ‘knowledge “enlightens” policy makers by slowly feeding new information,
ideas and perspectives into the policy system’ (Hertin et al., 2009a, p. 1187). The former is
more aligned with the positivist conception of policy assessment whereas the latter is more
closely related to the post-positivist conceptions. Indeed, much of this literature explicitly
endorses more deliberative approaches that encourage conceptual learning (e.g. Owens
et al., 2004). Only a few authors have pursued this type of research (e.g. Nilsson, 2006;
Hertin et al., 2009a; Nykvist & Nilsson, 2009; Radaelli, 2009). They reveal that, while
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there are some specific examples of policy-making following the linear rational model,
this only occurs in certain, rare, situations. More usually, a presumed simplistic relation-
ship between evidence and policy-making leads to a lack of attention to process issues
and encourages a bias towards CBA where trade-offs are not sufficiently acknowledged
(Hertin et al., 2009b). Therefore, the overall evidence pointing towards instrumental
learning through policy assessment is scarce (Radaelli, 2009). In addition, much of this
research finds that while policy assessment could, in principle, provide a new venue for
double-loop learning, this seldom happens in practice. Hertin et al. (2009a, p. 1196), for
example, found assessment only really informed ‘policy designs at the margins’ and that
the (little) double-loop learning that does take place occurs despite, rather than because
of, the design of assessment procedures.

These studies offer few practical recommendations to practitioners on how to improve
policy assessment. In contrast, they challenge the whole notion that there are ‘simple
solutions’ to the problem that the ‘quality’ and effectiveness of assessment should improve.

The Politics of Assessment

The fourth type of literature investigates the politics of assessment. It also takes a
post-positivist stance and asks, if policy assessment is not always, or even usually, inform-
ing decision-making, what are the other possible underlying motivations for conducting
appraisals? Research in this area looks for (and finds) evidence of alternative motiva-
tions, such as greater political control over departments, public management reform
and symbolic action/emulation (e.g. Radaelli, 2010). Studies of the diffusion of policy
assessment practices across and within jurisdictions have also revealed how different
actors shape assessment structures and practices to suit their preferences (Radaelli, 2004a,
2004b, 2005). Research from another angle has focused on the intended and unintended
consequences of policy assessment. It treats assessment as ‘a good lens on the changing
nature of the regulatory state in the EU and its member states’ (Radaelli & Meuwese,
2009, p.651).

POLICY ASSESSMENT: RETROSPECT AND PROSPECT

In this section we reflect on the state of play for each of our three dimensions of policy
assessment (i.e. concept, practices and research) as well as their likely future directions.

The Concept of Policy Assessment

Despite developments in the underlying theoretical assumptions of policy-making, tra-
ditional linear rational models of policy-making continue to provide the foundation for
most methodological developments in policy assessment (Hertin et al., 2009a, 2009b;
Bond & Morrison-Saunders, 2011). The literature, based on an alternative conceptualiza-
tion of policy assessment, has, however, uncovered many practical difficulties of trying to
improve policy assessment practices while they remain heavily informed by these positivist
perspectives. It is poignant perhaps to reflect that while policy assessment, in part, was an
attempt to address some of the earlier failings of SEA and EIA, the question of theoretical
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underpinnings of assessment has not yet been adequately tackled — a point well noted
in the SEA literature (e.g. Bina, 2007; Wallington et al., 2007; Elling, 2009). A reticence
to move away from the traditional positivist conception of policy assessment by policy-
makers as well as many researchers — for example towards more tailor-made and delibera-
tive approaches (Owens et al., 2004) — has led to many of the same issues of effectiveness
resurfacing.

The Practice of Policy Assessment

The global diffusion of policy assessment witnessed in the last few decades looks set to
continue, especially in developing countries, championed in part by institutions such as
the World Bank. For those countries where policy assessment has already become insti-
tutionalized (albeit to various extents), mostly OECD and other industrialized countries,
refinements to assessment systems look likely to continue. Several practitioner-led studies
have recently indicated that they feel that the quality of assessments in their jurisdic-
tion has improved (e.g. The Evaluation Partnership, 2007; National Audit Office, 2009;
European Court of Auditors, 2010). In addition, there are a number of developments in,
arguably, the more cutting-edge assessment systems that are attracting interest among
practitioners and it is to these that we now turn.

How to further embed policy assessment into the decision-making process is beginning
to attract attention in the European Commission, the UK and in some other jurisdictions.
First, even where assessment is well institutionalized in early policy formulation phases
(usually undertaken by bureaucrats), it is often less well used in the later stages of decision-
making (usually undertaken by politicians) (e.g. see European Court of Auditors, 2010,
paragraph 29). Added to this, significant amendments to policy proposals made during
this legislative procedure may not be followed up by additional analysis (European Court
of Auditors, 2010, paragraph 29). Second, there are calls for (ex ante) policy assessment to
be better linked to (ex post) evaluation of policies (e.g. Jacob et al., 2008; European Court
of Auditors, 2010, paragraph 86; HM Government, 2011) as well as earlier policy plan-
ning activities (European Court of Auditors, 2010, paragraph 84). By further integrating
policy assessment into all stages of the policy-making process, it has been suggested that
it may evolve into more complex activities of regulatory management (Radaelli & de
Francesco, 2010). A related issue is how far to involve stakeholders in the policy assess-
ment process. Currently, stakeholders are usually at the periphery of policy assessment,
only commenting on the policy proposal itself (Radaelli, 2004b). However, there is an
opportunity, not yet often realized, to adopt a more ‘pluralistic’ approach to policy assess-
ment and invite stakeholders to comment on a draft of the policy assessment report, and
thereby participate in the assessment process in a more deliberate way (Radaelli, 2004b).
Finally, within the EU there is also the need to vertically link assessment systems between
different levels of governance (i.e. between the EU and its member states). The European
Commission’s Impact Assessment system provides an important platform to strengthen
these vertical links (Jacob et al., 2008). However, at present only a handful of countries,
including the UK, make attempts to do this (HM Government, 2011).
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Research on Policy Assessment

As policy assessment practices proliferate the associated academic literature continues to
evolve. In a well-cited paper, Susan Owens et al. (2004, p. 1954) predicted that practices of,
and research on, assessment would continue to evolve in the future along parallel tracks
in a mutually reinforcing manner. However, Adelle et al. (2012) found that the practices
and research are informing each other in more complex and subtle ways than predicted.
For example, while research on assessment designs and tools continues, policy-makers
tend to use relatively few of the complex tools (such as complex computer models) that
researchers prefer (de Ridder et al., 2007; Jacob et al., 2008; Nilsson et al., 2008). This
makes it questionable if innovation in either practice or research in this area is tightly
linked. In contrast, while practitioners continue to commission yet more research on
quality (or otherwise) of policy assessment systems in their jurisdictions (see above),
academic interest in this type of literature has stalled; less and less is being produced as
academics seem to have realized that a cul-de-sac has been entered (Adelle et al., 2012).
Although there is still relatively little literature on learning arising from policy assessment
(especially on the role of stakeholder evidence), and even less empirical work, academic
interest in this type of research is growing relative to research on the performance of
policy assessment. However, the interaction between this research and practice appears
weak. This is in part because of the lack of a ready audience for this kind of work (which
does not seek to inform assessment practices in as straightforward a manner as research
on the performance of assessment but rather questions the very purpose of assessment).
This is a point taken further in the literature on the politics of assessment, which still
represents a relatively new and under-explored area of research. It is yet unclear how, or
even if, research will interact with practice.

CONCLUSIONS

Policy assessment has become a widely used policy-making procedure but with enor-
mous variation in how it is practised, the way it is researched and the perspectives which
underpin it. It is difficult, therefore, to assign ‘strengths and weaknesses’ or ‘opportunities
and threats’ to policy assessment: rather, each of the four different types of literature on
policy assessment outlined in this chapter presents a different perspective. For example,
(positivist) researchers interested in the design of assessment might cite the lack of appro-
priate policy assessment tools (or their poor use) as a weakness of policy assessment. On
the other hand, (post-positivist) researchers interested in learning and evidence utilization
might see tool (non-)use as somewhat irrelevant due to the lack of direct transfer of infor-
mation into policy-making. Instead these researchers could point to the lack of delibera-
tion in policy assessment as the main limitation to its effectiveness. Similarly, researchers
interested in performance assessment would argue that the gap between stated aims and
everyday implementation is a weakness. In contrast, researchers investigating the politics
of assessment might find this to be an indication that the underlying motivation of policy
assessment, in this instance, is symbolic action or emulation rather than evidence-based
policy-making. The issue of threats and opportunities for policy assessment can also be
seen through different perspectives. For example, positivist researchers might feel that
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international institutions such as the World Bank and the OECD present an opportunity
to promote the global diffusion of policy assessment. However, post-positivist researchers
may see the widespread practice of policy assessment, as it currently stands, as neither a
good nor bad thing: for some it is the fundamental redesign of policy assessment in future
that will be important, while for others policy assessment presents a policy instrument to
be studied whatever the extent of its practice or its quality.

Partly as a consequence of this diversity in perspectives on policy assessment, it is
perhaps not surprising that expectations about what policy assessment can deliver have
also proliferated. At times these expectations can appear unrealistic: policy assessment
on its own cannot, for example, halt regulatory growth or fundamentally alter power bal-
ances between policy sectors or actors. Nor, for that matter, can it necessarily correct the
shortcomings of assessment at the project and programme level or single-handedly deliver
more coordinated and sustainable policies. Researchers from the third type of literature
on learning and evidence utilization would argue that this is especially the case when the
concept and practices (and in many cases the research) of policy assessment continue to
be based on a linear rational model of policy-making.

What then does this mean for the future of policy assessment as a whole (i.e. combin-
ing concept, practices and research)? Efforts which seek to mediate between the positivist
and the post-positivist approaches could play a significant role here. Policy assessment
researchers are well placed to shape new developments. Susan Owens et al. (2004) caution
us not to create a false dichotomy between these two theoretical approaches which they
saw as complementary. Adelle et al. (2012) argue that a future research agenda could —and
indeed should — encourage interaction between research on policy assessment that strad-
dles linear rational and post-positivist approaches. This agenda would create connections
between research for policy-making (e.g. research on methods and tools for assessment
and on the performance of assessment) and research on policy-making (e.g. on learn-
ing and politics of assessment). Such interaction could help realign the practices of and
research on policy assessment into a state of contested and possibly more mutually ben-
eficial interaction. In these circumstances it is feasible that policy assessment could at last
become an arena through which some of the on-going issues of effectiveness of assess-
ment, whether at the project, programme or policy level, could finally be worked through.

ACKNOWLEDGEMENTS

This chapter was written with the financial support of the Linking Impact Assessment
Instruments to Sustainability Expertise (LIAISE) Network of Excellence, financed under
the European Commission’s Seventh Framework Programme (Project Number 243826).
We are grateful to Andrew Jordan and John Turnpenny, as well as three anonymous
reviewers, for their valuable comments and suggestions on early drafts.



158 Handbook of policy formulation

NOTE

1. This chapter was originally published as Camilla Adelle and Sabine Weiland (2012), ‘Policy assessment: the
state of the art’, Impact Assessment and Project Appraisal, 30 (1), 25-33. It is reprinted here with permission
from Taylor & Francis (license number 3615291482709).

REFERENCES

Adelle, C., 2011. Impact assessment practices in Europe. LIAISE Innovation Report no 2. Available from:
http://www.liaise-noe.cu/content/liaise-innovation-report-no-2-impact-assessment-practice-europe (accessed
7 December 2011).

Adelle, C., Hertin, J., and Jordan, A., 2006. Sustainable development ‘outside’ the European Union: what role
for impact assessment? European Environment, 16 (2), 57-62.

Adelle, C., Jordan, A., and Turnpenny, J., 2012. Proceeding in parallel or drifting apart? A systematic review of
policy assessment research and practices. Environmental Policy and Planning C, 30 (3), 400-14.

Alkan Olsson, J., Olsson, J.A., Bockstaller, C. et al., 2009. A goal oriented indicator framework to support impact
assessment of new policies for agri-environmental systems. Environmental Science & Policy, 12 (5), 562-72.
Allio, L., 2007. Better regulation and impact assessment in the European Commission. In: C. Kirkpatrick
and D. Parker, eds. Regulatory Impact Assessment: Towards Better Regulation? Cheltenham, UK and

Northampton, MA, USA: Edward Elgar, pp. 72-105.

Allio, L., 2008. The emergence of better regulation in the EU. PhD Thesis, Kings College London.

Bina, O.A., 2007. A critical review of the dominant lines of argumentation on the need for strategic environ-
mental assessment. Environmental Impact Assessment Review, 27, 585-606.

Bond, A., and Morrison-Saunders, A., 2011. Re-evaluating sustainability assessment: aligning the vision and
the practice. Environmental Impact Assessment Review, 31, 1-7.

Boothroyd, P., 1995. Policy assessment. In: F. Vanclay and D.A. Bronstein, eds. Environmental and Social Impact
Assessment. Chichester: Wiley, pp. 83-126.

Cecot, C., Hahn, R.W.,, and Renda, A., 2007. A statistical analysis of the quality of impact assessment in the
European Union. AEI-Brookings Joint Center for Regulatory Studies. Working Paper 07-09. Available from:
http://www.brookings.edu/views/papers/hahn200705.pdf (accessed 8 February 2012).

de Francesco, F., 2010. The diffusion process of regulatory impact analysis in EU and OECD member states.
PhD Thesis, University of Exeter.

de Ridder, W., Turnpenny, J., Nilsson, M., and von Raggamby, A., 2007. A framework for tool selection and
use in integrated assessment for sustainable development. Journal of Environmental Assessment Policy
and Management, 9, 423-41.

Elling, B., 2009. Rationality and effectiveness: does EIA/SEA treat them as synonyms? Impact Assessment and
Project Appraisal, 27 (2), 121-31.

Elst, D.A.M.M., Fontaras, G., Gense, R., and Samaras, Z., 2005. Use of vehicle modelling tools for predicting
CO2 emissions to support policy and decision making: a case study of the EU N1 vehicle legislation frame-
work. In: Proceedings of the Transport and Air Pollution Symposium, Graz, June, pp. 11-20.

European Commission, 2002. Communication from the Commission on Impact Assessment. (COM (2002) 276).
Brussels: Commission of the European Communities.

European Commission, 2009. Impact Assessment Guidance. SEC (2009)92. Brussels: Commission of the
European Communities.

European Court of Auditors, 2010. Impact Assessments in the EU Institutions: Do they Support Decision-
making? Special Report Number 3. Luxembourg: European Court of Auditors.

EVIA, 2008. D2.2 Case Studies on Implementation of Impact Assessment at the Level of EU Member States.
Unpublished report of the EVIA project.

Hajkowicz, S., and Collins, K., 2006. A review of multiple criteria analysis for water resource planning and
management. Water Resource Management, 21, 1553—66.

Harrington, W., Morgenstern, R.D., and Nelson, P., 2000. On the accuracy of regulatory cost estimates. Journal
of Policy Analysis and Management, 19, 297-322.

Hertin, J., Jacob, K., and Volkery, A., 2008. Policy appraisal. In: A. Jordan and A. Lenschow, eds. Innovation
in Environmental Policy: Integrating the Environment for Sustainability. Cheltenham, UK and Northampton,
MA, USA: Edward Elgar, pp. 114-33.

Hertin, J., Jordan, A., Turnpenny, J., Nilsson, M., Russel, D., and Nykvist, B., 2009a. Rationalising the policy
mess? Ex ante assessment and the utilisation of knowledge in the policy process. Environment and Planning
A, 41, 1185-200.



Formal policy appraisal techniques and policy formulation 159

Hertin, J., Jacob, K., Pesch, U., and Pacchi, C., 2009b. The production and use of knowledge in regulatory impact
assessment: an empirical analysis. Forest Policy and Economics, 11,413-421. doi:10.1016/j.forpol.2009.01.004.

HM Government, 2011. Impact Assessment Guidance: When to do Impact Assessment. Available from: http:/
www.bis.gov.uk/assets/BISCore/better-regulation/docs/I/11-1111-impact-assessment-guidance.pdf (accessed
13 September 2011).

Jacob, K., Hertin, J., Hjerp, P. et al., 2008. Improving the practice of impact assessment, EVIA (Evaluating
Integrated Impact Assessments) policy briefing. Project No. 028889, European Commission Sixth Framework
Programme.

Jacobs, S., 2006. Current Trends in Regulatory Impact Analysis: The Challenges of Mainstreaming RIA into
Policy-making. Washington, DC: Jacobs and Associates.

Kirkpatrick, C., and Lee, N., 2001. Methodologies for sustainability impact assessments of proposals for new
trade agreements. Journal of Environmental Assessment Policy and Management, 3 (3), 395-412.

Kirkpatrick, C., and Parker, D., 2004. Regulatory impact assessment and regulatory governance in developing
countries. Public Administration and Development, 24 (4), 333-44.

Kirkpatrick, C., Parker, D., and Zhang, Y.F., 2004. Regulatory impact assessment in developing and transition
economies: a survey of current practice. Public Money and Management, 24 (5), 291-6.

Lee, N., 2006. Bridging the gap between theory and practice in integrated assessment. Environmental Impact
Assessment Review, 26, 57-78.

Lee, N., and Kirkpatrick, C., 2006. Evidence-based policy making in Europe: an evaluation of European
Commission integrated impact assessments. Impact Assessment and Project Appraisal, 24, 23-33.

Mandelkern Group on Better Regulation, 2001. Final report, November. Available from: http://ec.europa.cu/
governance/better_regulation/documents/mandelkern_repor t.pdf (accessed 8 February 2012).

National Audit Office, 2009. Delivering High Quality Impact Assessments. London: HMSO.

Nielsen, U., Lerche, D., Kjellingbro, P., and Jeppesen, L., 2006. Getting Proportions Right: How Far Should EU
Impact Assessment Go? Copenhagen: Environmental Assessment Institute.

Nilsson, M., 2006. The role of assessments and institutions for policy learning: a study on Swedish climate and
nuclear policy formation. Policy Sciences, 38, 225-49.

Nilsson, M., Jordan, A., Turnpenny, J., Hertin, J., Nykvist, B., and Russel, D., 2008. The use and non-use of
policy appraisal in public policy making: an analysis of three European countries and the European Union.
Policy Sciences, 41, 335-55.

Nykvist, B., and Nilsson, M., 2009. Are impact assessment procedures actually promoting sustainable
development? Institutional perspectives on barriers and opportunities found in the Swedish committee system.
Environmental Impact Assessment Review, 29, 15-24.

OECD (Organisation for Economic Co-operation and Development), 1995. Recommendation of the Council of
the OECD on Improving the Quality of Government Regulation. Paris: OECD.

OECD (Organisation for Economic Co-operation and Development), 2008. Building an Institutional Framework
for Regulatory Impact Assessment: Guidance for Policy-makers. Paris: OECD.

OECD (Organisation for Economic Co-operation and Development), 2009. Indicators of Regulatory
Management Systems. Paris: OECD.

Owens, S., Rayner, T., and Bina, O., 2004. New agendas for appraisal: reflections on theory, practice, and
research. Environment and Planning A, 36, 1943-59.

Palumbo, D.J., 1987. Politics and evaluation. In: D.J. Palumbo, ed. The Politics of Program Evaluation. Newbury
Park, CA: Sage, pp. 12-46.

Pearce, D., 1998. Cost-benefit analysis and environmental policy. Oxford Review of Economic Policy,
14, 84-100.

Radaelli, C.M., 2004a. The diffusion of regulatory impact analysis: best practice or lesson drawing? European
Journal of Political Research, 43, 723-47.

Radaelli, C.M., 2004b. Getting to grips with quality in the diffusion of regulatory impact assessment in Europe.
Public Money and Management, 5, 271-6.

Radaelli, C.M., 2005. Diffusion without convergence: how political context shapes the adoption of regulatory
impact assessment. Journal of European Public Policy, 12, 924-43.

Radaelli, C.M., 2007. Whither better regulation for the Lisbon agenda? Journal of European Public Policy,
14 (2), 190-207.

Radaelli, C.M., 2009. Measuring policy learning: regulatory impact assessment in Europe. Journal of European
Public Policy, 16 (8), 1145-64.

Radaelli, C.M., 2010. Regulating rule-making via impact assessment. Governance: An International Journal of
Policy, Administration, and Institutions, 23, 89-108.

Radaelli, C.M., and de Francesco, F., 2010. Regulatory impact assessment. In: R. Baldwin and M. Lodge, eds.
The Oxford Handbook of Regulation. Oxford: Oxford University Press, pp.279-301.

Radaelli, C.M., and Meuwese, A.C.M., 2009. Better regulation in Europe: between public management and
regulatory reform. Public Administration, 87, 639-54.



160  Handbook of policy formulation

Radaelli, C.M., and Meuwese, A.C.M., 2010. Hard questions, hard solutions: proceduralisation through impact
assessment in the EU. West European Politics, 33, 136-53.

Renda, A., 2006. Impact Assessment in the EU: The State of the Art and the Art of the State. Brussels: Centre
for European Policy Studies.

Russel, D., and Jordan, A., 2007. Gearing-up governance for sustainable development: patterns of policy
appraisal in UK central government. Journal of Environmental Planning and Management, 50, 1-21.

Russel, D., and Jordan, A., 2009. Joining up or pulling apart? The use of appraisal to coordinate policy making
for sustainable development. Environment and Planning A, 41(5), 1201-16. doi: 10.1068/a4142.

Russel, D., and Turnpenny, J., 2008. The politics of sustainable development in UK government: what role for
integrated policy appraisal? Environment and Planning C: Government and Policy, 27, 340-54.

Staronova, K., 2010. Regulatory impact assessment: formal institutionalization and practice. Journal of Public
Policy, 30 (1), 117-36.

The Evaluation Partnership, 2007. Evaluation of the Commission’s Impact Assessment System. Report written for
the European Commission. Contract Number SG-02/2006. Brussels: European Commission.

Torriti, J., 2007. The standard cost model: when better regulation fights against red-tape. In: S. Weatherill, ed.
Better Regulation. Oxford: Hart, pp. 83-106.

Turnpenny, J., Nilsson, M., Russel, D., Jordan, A., Hertin, J., and Nykvist, B., 2008. Why is integrating policy
assessment so hard? Journal of Environmental Planning and Management, 51, 759-75.

Turnpenny, J., Radaelli, C., Jordan, A., and Jacob, K., 2009. The policy and politics of policy appraisal: emerg-
ing trends and new directions. Journal of European Public Policy, 16, 640-53.

Wallington, T., Bina, O., and Thissen, W., 2007. Theorising strategic environmental assessment: fresh perspec-
tives and future challenges. Environmental Impact Assessment Review, 27, 569-84.

Wilkinson, D., Fergusson, M., Bowyer, C. et al., 2004. Sustainable Development in the European Commission’s
Integrated Impact Assessments for 2003: Final Report. London: Institute for European Environmental Policy.

World Bank, 2011. Strategic Environmental Assessment in Policy and Sector Reform: Conceptual Model and
Operational Guidance. Washington, DC: World Bank.



10. Operationalizing information: measures and
indicators in policy formulation
Markku Lehtonen

INTRODUCTION

Indicators have become an increasingly common policy tool in practically all sectors of
policymaking, produced and used at all levels of governance by a multitude of policy
actors, and for a wide range of purposes. Indicators are commonly perceived as a tool
designed to foster accountability and evidence-based policy, yet their role in policy for-
mulation has thus far received little attention by the research community. This chapter
argues that indicators can have powerful and partly unforeseen consequences for policy
formulation, and explores the various direct and indirect roles of indicators as tools of
policy formulation.

Policy formulation can be defined as ‘a process of identifying and addressing possible
solutions to policy problems or . .. exploring the various options or alternatives avail-
able for addressing a problem’ (Turnpenny et al., 2015, p.6). It is the stage of the policy
process following agenda-setting, during which options for resolving ‘issues and problems
recognized at the agenda-setting stage are identified, refined, appraised and formalized’.
Agenda-setting is essentially concerned with identifying where to go, while the policy
formulation stage is about determining how to get there (Turnpenny et al., 2015, p.4). In
Dewey’s pragmatist ‘social inquiry’ (1927, 1938), policy formulation closely corresponds
to the second and third stages of the inquiry — the second consisting of the ‘determination
of a problem-solution’, designed to transform an ‘indeterminate situation into a problem
having definite constituents’, and the third stage entailing the construction of scenarios,
solutions and their possible consequences (Boulanger, 2014, p. 19).

The range of indicators currently in use is vast. Examples include the well-established
economic indicators, with gross domestic product (GDP) the most emblematic but also
the most widely criticized example; social indicators designed to address questions of
social equity and quality of life (Cobb & Rixford, 1998; Hezri, 2006); science, technology
and innovation (STI) indicators that allow cross-country comparisons (Godin, 2003); and
performance management indicators that are usually applied at the level of the organi-
zation, as an essential element of New Public Management and evidence-based policy.
Sectoral performance indicator systems, league tables and rankings are omnipresent at
various governance levels (Hood, 2007; Jackson, 2011; Le Gales, 2011). Environmental
policy is among the sectors that have been the most eager to develop sectoral indicators,
since the 1970s, first as part of ‘state of the environment’ reporting, and subsequently in
support of various types of assessment, multilateral environmental agreements (MEAs)
and the development of environmental policy instruments (Hezri, 2006; OECD, 1991;
Pintér et al., 2005). Sustainable development indicators (SDIs), in turn, illustrate the
multifarious nature of indicators: one can hardly find a significant organization, let alone
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a governance level, that has not developed its own sustainable development indicators.
Furthermore, SDIs appear in a highly varying range of forms, from long lists of indica-
tors deemed to represent the relevant dimensions of sustainability (the approach adopted
by the United Nations), to aggregate composite indicators of sustainability, societal
progress and well-being that seek to capture these multiple dimensions in a single, easily
comprehensible figure (e.g. Seaford, 2013; Sébastien & Bauler, 2013; Stiglitz et al., 2010).

Indicators typically feature characteristics of a policy formulation tool, which
Jenkins-Smith (1990, p. 19) defines as ‘a technique, scheme, device or operation (including—
but not limited to — those developed in the fields of economics, mathematics, statistics,
computing, operations research and systems dynamics), which can be used to collect,
condense and make sense of different kinds of policy relevant knowledge to perform some
or all of the various inter-linked tasks of policy formulation’.

Policy tools and instruments' are often categorized into two groups: traditional
‘substantive’ instruments, designed to directly affect the delivery of goods and services in
society, and procedural policy tools and instruments, which seek to affect outcomes indi-
rectly by manipulating policy processes and thereby obtaining societal approval of gov-
ernment policies (Howlett, 2000). As tools designed to provide information and generate
learning, indicators resemble typical procedural instruments such as education, training,
provision of information and public hearings (Howlett, 2000). However, a third category,
introduced by Turnpenny et al. (2015, pp. 3-4), best corresponds to the nature of indica-
tors in policy processes. This third category includes scenario work and various types of
assessment methods (cost-benefit analysis, multi-criteria analysis and so on), variously
defined as ‘analytical tools’ (Radin, 2013, p. viii), ‘policy-analytic methods’ (Dunn, 2004,
p. 6), decision support tools and ‘analycentric’ tools (Schick, 1977).

While indicators are typically conceived of as tools in the service of rational, evidence-
based policymaking, in line with the ideal of a rational-linear policy process and the
‘policy stream’ literature in policy sciences (see Vesely, Chapter 5 in this volume), indica-
tors are characterized by ambiguity, and dualisms or tensions inherent in their production
and use. Some have described this duality in terms of ‘boundary work’ (Jasanoft, 1987),
seeing indicators as ‘boundary objects’ (e.g. Bauler, 2012; Sébastien et al., 2014; Turnhout,
2009), potentially capable of mediating between different ‘social worlds’ (Star, 2010), and
thereby helping build bridges across conventional categories and dichotomies. Indicators
shape the prevailing problem framings but are at the same time also shaped by those very
framings (Boulanger, 2014, p.26).? Indicators can be influential precisely because they
combine quantitative, ‘hard’ facts with ‘soft’ speculation — indeed, indicators usually
draw upon quantitative statistical information, yet they are always proxies designed to
indicate an underlying phenomenon that cannot be directly described in quantitative
terms (Turnhout, 2009). Indicators can support policy efforts to centralize just as well
as to decentralize governance: they can serve top-down control by centralized power (for
example, through government performance targets and indicators), but can also work on
a local level to emancipate and empower local actors (for example, indicators of environ-
mental quality, sustainable development or well-being). Furthermore, even those advocat-
ing the use of indicators as part of a rational-linear policy ideal agree that indicators are
also designed to serve political objectives — and in doing so, they generate unintended and
unanticipated consequences — as demonstrated by the emerging literature on the role of
indicators in policymaking (e.g. Bell & Morse, 2011; Desrosiéres, 2000; Gudmundsson,
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2003; Hezri & Dovers, 2006; Hood, 2007; Lehtonen, 2013; Lehtonen et al., 2016;
Lyytimaki et al., 2013; Mascarenhas et al., 2014; Rydin, 2007; Turnhout, 2009). As an
object of research, indicators therefore lend themselves to the kind of attempts at bridging
the ‘policy stream’ and “political stream’ of political science literature advocated by Vesely
(Chapter 5 in this volume). Finally, while indicators are usually designed by experts — and
hence carry the risk of reinforcing technocratic control and expert-led policymaking —
they can help strengthen citizen participation and enhance openness to various normative
and cognitive viewpoints in policymaking, in line with the ideas of ‘opening up’ of the
policymaking and appraisal processes (Stirling, 2008).

Amongst the multiple intended functions of indicators in policymaking, this chapter
concentrates on their role in policy formulation in various policy venues. Particular atten-
tion will be given to the distinction between the use and influence of indicators, and the
various unintended and systemic consequences from the production and use of indica-
tors. In particular, the major virtue and objective of indicators — simplification — is itself
a source of ‘complication’ to the extent that it leads to various unintended, systemic con-
sequences that extend beyond the direct policy formulation tasks. Indicators can generate
such broader systemic impacts by contributing to control, learning and various ‘symbolic’
functions. Research and practical work on indicators has thus far focused on the instru-
mental functions of indicators as malleable governance tools, and has given insufficient
attention to the political and institutional context within which indicators are produced
and used — the setting in which indicators ‘operate’, often taking up a ‘life of their own’.
This chapter seeks to fill this gap, by examining the role of indicators as ‘tools’ in policy
formulation and highlighting the ways in which the broader context shapes the operation
of indicators.

The chapter is structured as follows. The next two sections provide a definition and a
basic typology of indicators. The next section explores the intended functions of indica-
tors, focusing on their role at the various stages of policy formulation. The following
section examines the notion of ‘use’ — typically put forward as a major, yet repeatedly
unachieved, objective of indicator work — and makes the case for an alternative approach
that concentrates instead on the consequences and influence of indicators. Building on
the previous sections, the chapter continues by examining the various unintended, unan-
ticipated and systemic ‘spillover’ effects that indicators and the processes of their elabora-
tion frequently generate. The final section concludes by highlighting open questions and
potential future research topics.

WHAT ARE INDICATORS?

Indicators constitute a heterogeneous policy tool, with a range of purposes, functions,
disciplinary backgrounds, application areas and levels, and theoretical and normative
underpinnings. Gallopin (1996, p.108) defines indicators as ‘variables that summarize
or otherwise simplify relevant information, make visible or perceptible phenomena of
interest, and quantify, measure, and communicate relevant information’, while Jackson
(2011, p. 15) describes a performance indicator as an ‘unbiased estimate of true perfor-
mance which cannot be measured directly’. This definition captures two essential features
of indicators: that of ‘indication’ — the idea that an entity that is not directly measurable
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can nevertheless be ‘assessed using a limited set of measurable parameters’ (Turnhout,
2009, p.403), and that of ‘signalling’ — the idea that an indicator needs to be interpreted
and given meaning (Jackson, 2011, p.15). In his semiotic approach, Boulanger (2014,
p-26) views indicators as signs possessing a dual nature: they are shaped by dominant
framings of social problems, and at the same time shape those very framings. In the words
of Davis and Kingsbury (2011, p.9), ‘Indicators inescapably frame problems — they make
statements about the existence and nature of a problem, as well as about how to measure
the problem or aspects of its solution.’

Gudmundsson (2003, p.4) argues that the existence of an underlying conceptual frame-
work distinguishes indicators from data or statistics. Such a framework determines the
criteria and logic for the choice of specific indicators, anchors indicator systems in theory
and makes them comparable with each other and communicable to the targeted audience
(Gudmundsson, 2003; Pintér et al., 2005). Some argue that indicators must necessarily
be associated with specific targets: when values — numerical or not — are associated with
the variables constituting an indicator, judgements and assessments can be made on the
basis of the significance of the observed indicator values (Franceschini et al., 2008). From
this perspective, the level of CO, (carbon dioxide) emissions would only be an indicator
if an emissions reduction target was imposed upon or adopted by the entity (for example,
country, sector or organization) in question. According to Godin (2003), a defining feature
of indicators is their ability to provide early warning through the observation of trends,
whereas Jackson (2011) underlines that indicators are unavoidably imprecise. Some main-
tain that indicators should be underpinned by a causal model (Cobb & Rixford, 1998;
Godin, 2003), while others distinguish indicators from evaluations by arguing that only
evaluations necessarily have to establish cause-effect relationships (Gudmundsson, 2003).

These varying views highlight the contested yet flexible nature of indicators. It is indeed
this flexibility and an absence of full consensus around indicators that reinforces their
potential to operate as ‘boundary objects’. A broad range of actors with varying interests
and perceptions can find a given indicator useful for their own work, but also for com-
municating with other groups, even if the parties disagree on the precise functions and
meaning of the indicator in question. However, there appears to be broad consensus on
at least one aspect of indicators: they are ultimately designed to be used.

TYPES OF INDICATORS

Three broad categories of indicators can be identified — descriptive, performance and
composite indicators — each with its own preferred functions. Akin to ‘pure’ data, descrip-
tive indicators are not designed for a specific use, and often eschew policy interpretations.
Performance indicators (for example, environmental performance indicators of a country,
key performance indicators of an enterprise) place the observations on a normative scale,
and thereby allow judging progress towards a norm — the systems of government perfor-
mance monitoring, with their sets of targets and indicators, are a case in point. These
indicators are designed to steer performance through greater accountability, but can also
serve other functions typically attributed to policy evaluation, in particular, learning,
policy improvement and demonstration of policy improvement (e.g. Boswell et al., 2015).
Composite indicators (for example, GDP, ecological footprint, human development index,
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Table 10.1 Three types of indicators

Type of indicator ~ Presentation Functions

Descriptive Expressed as a number, grade, time Provide basic data and information
series, ratio or dichotomy
(Often) no policy interpretation

Performance Comparison to a standard, target Monitor results and performance
value or benchmark
Composite Aggregate index condensing a Provide a snapshot of situation of
number of individual variables performance
Often combines descriptive and Raise awareness, draw attention to
performance indicators a policy issue

Source:  Adapted from Gudmundsson (2003).

or new indicators of happiness and well-being) draw attention to important policy issues,
offer ‘more rounded assessment of performance’, and present the ‘big picture’in a manner
accessible to diverse audiences (Jacobs & Goddard, 2007). Composite indicators include
rankings and league tables. These have become increasingly common in areas of public
service such as education (for example, school and university rankings), where they can
signal quality of service and inform choice (including choices on resource allocation), or
can be used for performance benchmarking, accountability and the attribution of rewards
(Jackson, 2011). Composite indicators of sustainable development seek to provide a
shared conceptual framework that would provide a basis for interpretation, analysis and
practice. Ideally, such a framework would operate as a kind of ‘meta-theoretical language’
enabling comparison between theories and engendering collective understanding of sus-
tainability (Sonntag, 2010). But the strength of composites — their ability to simplify — is
also a weakness, to the extent that composites cannot identify causal relationships and
therefore do not on their own provide a sufficient knowledge base for specific policy deci-
sions (Grupp & Schubert, 2010). Composites can influence policy indirectly, by informing
the public and the political debate about specific social objectives and policy trade-offs,
making explicit underlying assumptions, challenging dominant models of measurement
and helping the public to hold politicians to account (Seaford, 2013). Table 10.1 summa-
rizes the characteristics and expected functions of the three broad categories of indicators
presented here.

Obviously, there is overlap between descriptive, performance and composite indicators;
for instance, descriptive indicators typically constitute the essential building blocks of
performance and composite indicators, and composite indicators are frequently used for
performance measurement.

INTENDED FUNCTIONS OF INDICATORS

Indicators are expected to, and indeed do, serve a very broad range of potentially useful
functions, such as communication and awareness-raising (Rosenstrom & Lyytiméki,
2006), monitoring and evaluation of performance, engaging stakeholders, supporting
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policy evaluation, providing early warning, political advocacy, control and account-
ability, transparency and improving the quality of decisions. Indicators can also guide
policy analysis and formation, help improve government effectiveness, set targets and
establish standards, promote the idea of integrated action and focus the policy discussion.
Indicators would then serve as ‘signals’ that enable or prescribe an action or management
function, and condense information, helping policymakers to decide whether or not to
act (Gudmundsson, 2003). Whichever the primary objective, indicators are expected to
simplify and facilitate communication by reducing ambiguity (Mascarenhas et al., 2014).
A fundamental aim that characterizes a lot of current indicator work is that of enhancing
the use of indicators, in order to render policymaking more rational and evidence-based.

Many of these expectations follow the logic of the ‘policy stream’ literature (Vesely,
Chapter 5 in this volume), which focuses on the formulation of public policy problems so
that they can be effectively addressed. Furthermore, indicator functions are commonly per-
ceived against the ideal of the optimization of policy design and policy mixes (cf. Howlett
and Rayner, Chapter 7 in this volume): indicators should help to optimize policy by
improving the evidence base for policy formulation. However, such an approach raises the
question of ‘optimal from which perspective’, against which policy objectives, and thereby
evokes the issues of problem framing — notably the power and capacities of different actors
to shape those framings — and of the various unintended and often unanticipated conse-
quences of indicators. In their dual role — as objects shaped by the prevailing framings, and
at the same time as objects that frame problems and solutions — indicators can therefore
serve multiple functions, ranging between the two poles of empowerment and control.
These crucial framing processes and effects, as well as the ever-present unintended and
unanticipated impacts of indicators, are best analysed from the perspective of the “political
stream’ literature of policy formulation (Vesely, Chapter 5 in this volume).

Indicators in the Various Tasks of Policy Formulation

Indicators have many functions that do not fit within the scope of policy formulation. For
instance, one of the key rationales behind composite indicators is to influence the phases
that precede policy formulation — notably agenda-setting and problem identification.?
However, in the following, I shall concentrate on the contribution that indicators are
expected to make at the subsequent policy phase, that is, policy formulation. Combining
the typologies of policy formulation tasks suggested by Turnpenny et al. (2015) and Dunn
(2004, pp.6-7), this subsection explores the contributions that indicators can make to
four such tasks: (1) problem structuring; (2) specification of objectives; (3) assessment of
policy options; and (4) identification and design of policy options. Table 10.2 summarizes
these policy formulation tasks and the associated potential contributions of indicators.

Problem structuring (problem characterization and problem evaluation)

In a broad sense, problem structuring tasks produce information about what problem
to solve (Turnpenny et al., 2015). Essentially, they entail the conceptualization of
the problem by policymakers (Wolman, 1981). In doing so, ‘policymakers may select
certain forms of evidence to support action on specific issues, or issues themselves
may be productive of certain types of evidence’ (Turnpenny et al., 2015, p.8). More
specifically, indicators can fulfil three information provision functions that Turnpenny
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Table 10.2  The contribution of indicators to different policy formulation tasks

Policy formulation task

Roles of policy formulation tools

Contribution of indicators

Problem structuring

e Conceptualization
of the problem by
policymakers

Baseline information on policy
problems

Evidence on problem causation and
scale

Articulation of values through
participation

Problem framing

o Baseline information

(state of the environment
indicators, sectoral
indicators etc.)
Participatory elaboration
of indicators

Indicators as input

to participatory
policymaking

Indicators as a tool for
framing policy problems
Indicators defined
according to dominant
framings

Specification of
objectives

Scenario-building and visioning
exercises

Visions on different objectives, futures
and pathways

Forward-looking
indicators as feedstock to
scenarios
Quantification and
simplification
Translation of broad
policy aims into specific
goals

Indicators as ‘vehicles’
carrying specific visions
and worldviews

Assessment of policy

options

e Comparison of
potential impacts of
different options

e Assessment of past
and future trends

Formal assessment methods
(cost-benefit analysis (CBA), cost-
effectiveness analysis, multi-criteria
analysis, risk assessment, time-series
analyses, statistical methods, Delphi
technique, economic forecasting,
multi-agent simulation)

Indicators as input
to formal assessment
methods

Identification and design

of policy options

e Policy
recommendations

Formal assessment methods (CBA,
cost-effectiveness analysis, multi-
criteria analysis, risk assessment,
time-series analyses, statistical
methods, Delphi technique, economic
forecasting, multi-agent simulation)

Indicators as input
to formal assessment
methods

et al. (2015) attribute to policy formulation tools at this step of policymaking. They
can provide baseline information on policy problems (for example, state of the environ-
ment indicators or indicators of the energy, transport and agricultural sectors). They
can provide evidence on problem causation and scale, although, as noted earlier, views
differ on whether an indicator necessarily has to identify the underlying causal rela-
tionships (Cobb & Rixford, 1998; Godin, 2003; Gudmundsson, 2003) — for example,
whether an indicator has to demonstrate the connection between a climate policy
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measure and the actual greenhouse gas emissions. Finally, indicators can help to articu-
late values through participatory processes, either in participatory indicator elaboration
or through the contribution that indicators can make to participatory processes of
policy formulation.

Concerns about the increasing role of experts in defining indicators have spurred
calls for, and concrete efforts at, more inclusive, multi-stakeholder processes of indicator
elaboration. Participatory processes of indicator design have indeed been shown to be a
key source of influence in their own right (e.g. Mickwitz & Melanen, 2009). That is, just
as going through a process of policy evaluation sometimes generates greater impacts than
the evaluation results themselves (e.g. Forss et al., 2002; Patton, 1998), the interaction,
learning and dialogue during the process of indicator elaboration may be just as valuable
than the final indicator(s). This can entail, for instance, the use of new information and
communication technologies in order to not only facilitate participatory processes of
indicator elaboration but also to foster more interactive uses of indicators (e.g. OECD
Better Life Index).*

The potentially crucial role of indicators in characterizing the current situation high-
lights the importance of problem framing and reframing. Already the choice of the
indicators for describing the current policy situation both reflects and shapes percep-
tions of which elements are deemed important in any given decision-making situation.
Davis and Kingsbury note: ‘Indicators inescapably frame problems — they make state-
ments about the existence and nature of a problem, as well as about how to measure
the problem or aspects of its solution’ (2011, p.9). In the words of Lakoff (2004, p.xv),
frames ‘shape the goals we seek, the plans we make, and what counts as a good or bad
outcome of our actions . . . frames shape our social policies and the institutions we form
to carry out policies . . . Reframing is social change.” The way that issues and problems
are framed fundamentally affects the indicators we use for measuring those issues; at the
same time, indicators can influence issue framing. The role of GDP as a quintessential
indicator of progress — and indeed the dominant economic indicator in many sectors of
policy —illustrates the role of framing. As economic efficiency is increasingly considered
as the ‘natural’ and self-evident quality criterion of various activities in society, economic
indicators increase in popularity. These economic indicators, in turn, carry with them a
specific framing of societal problems that may be ‘natural’ and self-evident for econo-
mists, but potentially problematic from a broader societal perspective (e.g. Boulanger,
2014; Morse & Bell, 2011).

Specification of objectives
Framing provides a bridge from problem characterization to the subsequent tasks of
specification of objectives, assessment of policy options and policy design. Forecasting
tools produce information about the expected outcomes of policies, while recommending
tools provide information about preferred policies (Dunn, 2004; Turnpenny et al., 2015).
In assisting problem conceptualization, indicators can operate as ‘boundary objects’
(e.g. Star, 2010; Turnhout, 2009), by virtue of being able to cater to both technocratic and
deliberative ideals, combining ‘hard facts’ and modelling with collective reasoning and
‘speculation’. As mentioned earlier, the power of indicators largely lies in the perception
that they provide exact, rigorous, scientific and objective information, on the one hand,
and policy-relevant, tailor-made and hence partly subjective evidence, on the other.
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In general, tools designed to help specify objectives contribute to policy formulation
by providing visions on different objectives, futures and pathways. Indicators can assist
such processes by feeding into scenario-building and visioning exercises. This is the case
especially with the ‘forward-looking’ indicators that are emerging as a complement to
the traditional indicators, which look back at past performance. Potential indicator users
often criticize indicators for their lack of timeliness (e.g. Rosenstrém & Lyytimaki, 2006)
and inability to examine future trends (e.g. Lehtonen, 2012; Sébastien et al., 2014). For
instance, the UK energy sector has recently sought to develop indicators for performance
under different future scenarios. Implicitly, as argued by Hukkinen (2003), any single
indicator is always based on, and only makes sense as part of, a specific scenario.

Indicators contribute to forecasting — a key element of problem conceptualization —
by informing the development of formal or informal models (Seaford, 2013) and the
construction of scenarios. In so doing, indicators exert a powerful framing effect. By
quantifying and simplifying, indicators render problems more manageable. Government
performance measurement schemes, with their clearly defined targets and indicators,
widely in use especially in the UK, are a typical example of a tool that allows ‘translating
broad policy aims and objectives into specific and practically achievable goals’ (Boswell
et al., 2015, p.227). Defining CO, reduction targets in quantitative units seems relatively
unproblematic, but quantification —not to mention monetization — poses far greater chal-
lenges in many other policy areas or other topics, for instance when quantification is at
odds with the policy culture that prevails in the policy area in question (Bevan & Hood,
2006; James, 2004; Pidd, 2005; Smith, 1990, 1995). Indicators can sometimes play a highly
prominent role in visioning, as the examples from composite sustainable development
and well-being indicators demonstrate. Such indicators are typically employed by various
think tanks, non-governmental organizations (NGOs) and other policy actors to help
disseminate and promote their preferred visions of the future, ideas of the good life and
worldviews (Sébastien & Bauler, 2013; Sébastien et al., 2014).

Assessment of policy options

Assessing policy options entails the comparison of potential impacts of different options
as well as the assessment of past and future trends (Turnpenny et al., 2015). Such compari-
sons can be based on historical data and experience concerning the impacts of a policy, or
can have a more forward-looking character, as is the case with tools designed for compar-
ing the predicted impacts of diverse policy options. Turnpenny et al. (2015) list a number
of possible tools for options assessment, including cost-benefit and cost-effectiveness
analysis, multi-criteria analysis, risk assessment, time-series analyses and statistical
methods, informed judgements (for example, Delphi technique), economic forecasting
and multi-agent simulation. While indicators do not suffice alone as options assessment
tools, experts rely on them as auxiliary tools in practically all of these types of assessment.

Identification and design of policy options

The final policy formulation task, namely, the identification and design of policy options,
is explicitly aimed at producing policy recommendations, based on an evaluation of the
potential effectiveness of different instruments or policy mixes. The applicable tools
and, consequently, the potential contribution of indicators to this task, are similar as
for options assessment. Typically, indicators can indirectly assist policy formulation
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by providing information to the more specific policy assessment and design tools that
are used for comparing policy options. While indicators in the previous phase (policy
assessment) helped to assess the impacts of different policy options, at this stage, indica-
tors help in particular to define what is doable — what are the relevant and realistically
viable policy options. Here, again, framing effects are crucial: indicators contribute to
problem characterization through quantification, measurement, monetization and choice
of relevant criteria for judging progress, and help determine the relevant policy options.

The indicators of sustainable development and well-being provide an illustration. By
measuring progress in a given manner, through a given set of indicators or one single com-
posite measure, these indicators carry with them not only specific ideas of desirable world-
views and policy objectives but they also shape perceptions of which policies offer feasible,
relevant and appropriate means of promoting those aims and objectives. The selection of
parameters that constitute an air pollution index, or the choice of biodiversity or climate
change indicators, indirectly limits the range and viability of alternative policy responses.
Climate policies — and their viability and effectiveness — may be shaped differently depend-
ing on whether total greenhouse gas emissions or only CO, emissions are chosen as the
key indicator, and priorities in biodiversity protection will depend on whether policies are
guided by a single-species indicator or an ecosystem-wide diversity index.

GREATER USE AS THE OVERARCHING OBJECTIVE OF
INDICATOR WORK

The degree to which indicators are used for their intended purposes varies greatly across
indicator types and policy areas. Typically, the well-established economic indicators (such
as GDP, unemployment rate, level of government debt and budget deficits) and perfor-
mance management indicators are intensively used and produce tangible impacts, while
the use of sectoral, cross-sectoral and sustainability/well-being indicators is much less
common, or seems to produce weaker effects. Government departments and agencies use
performance indicators when making decisions about resource allocation, while public
service managers use them to motivate employees to improve performance; to trigger cor-
rective action; to compare, identify and encourage ‘best practice’; to plan and to budget.
Auditors and regulators use them to evaluate whether public sector organizations are
providing value for money.

The ‘alternative’ composite indicators of progress, well-being and sustainable develop-
ment are actively used by their producers and policy advocates in order to promote their
preferred worldviews, but national and European Union-level administrations do not
often use these indicators in their daily work and decision-making, partly because of their
‘unofficial’ status and concerns over credibility and technical robustness (e.g. Sébastien
et al., 2014). However, some composite environmental and sustainability indicators, in
particular that of ecological footprint, have found a certain resonance in the media and
to a limited extent in public debate and among policymakers (e.g. Morse, 2011; Seaford,
2013; Sébastien et al., 2014). Finally, in many cases indicators are not used simply because
potential users are not aware of their existence (e.g. Lehtonen, 2013).

Most of the research on indicators in general has focused on the search for the ‘ideal’
indicator, and on the technical determinants of an indicator’s scientific quality (reliability,
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validity, measurability, representativeness and so on). Even the emerging research on the
actual role of indicators in policymaking has concentrated on use, and has largely over-
looked the ultimate consequences of indicator production and use. In short, the focus has
been on ensuring that indicators be used by the ‘right’ people, in the ‘right’ places and in
the ‘right’ ways. This effort at enhancing use has been largely motivated by the widespread
disappointment at the lack of use — or what is often qualified as ‘misuse’ — of indicators
by their intended users, and has given rise to a plethora of guidelines and principles of
‘good practice’. These guidelines have attributed the failure to use indicators to a number
of reasons: poor connection between reporting schemes and policymaking; lack of trust
in the indicators (institutional rules and regulations can prevent government actors from
using ‘unofficial’ data sources, while external actors may mistrust government data); lack
of resources or institutional capacity; and poor design of indicator systems (for instance,
neglect of user concerns).

Consequently, guidelines seeking to enhance indicator use typically emphasize that
indicators should be relevant for the user in question (that is, representative, simple and
easy to interpret, reflect ongoing changes in society, able to clearly communicate success
or failure and designed to match the ‘statistics proficiency’ of the user); of high scientific
and technical quality (that is, ideally based on international standards and norms, and on a
clear conceptual framework); measurable, timely; at an appropriate scale; context-specific
and adaptable; linked with regular monitoring and evaluation exercises — including those
oriented to the future (Lehtonen, 2012, 2013; Sébastien et al., 2014); based on clear iden-
tification of target groups and expected indicator functions; and produced with participa-
tion of potential users in the design of the indicators (Bell et al., 2011; Boulanger, 2014;
ESAC, 2015; Hezri, 2006; Lehtonen et al., 2016; Pintér et al., 2005; Seaford, 2013).

Indicators should be salient, credible and legitimate to their expected users (Cash et al.,
2002; Pérez-Soba & Maas, 2015). This is a challenge, given that user groups are diverse
and heterogeneous, and the relationships and determinants of salience, credibility and
legitimacy are complex, with trade-offs existing between the three criteria. For example,
the frequent debates and disputes concerning the validity of rankings elaborated by
international organizations illustrate how vague and fluid the concepts of ‘official’ and
‘unofficial’ sources of knowledge are. The European Statistical Advisory Committee
(ESAC, 2015)’ classifies indicator users according to their intensity of use (heavy, light
and non-users), type of interest (general, specific or research interest) and whether users
are ‘institutional’ or not (users internal or external to the European institutions). While
useful as such, this typology obviously only represents a first step towards a more nuanced
understanding of the diverse user needs and demands.

Beyond Use: Distinguishing the Use and Influence of Indicators

While taking into account user concerns is essential, it would be a mistake to equate
greater indicator use with ‘better policy’ — that is, assume that greater use of indicators
necessarily leads to improvement in policymaking. It is therefore useful to distinguish
between the active use of indicators by various policy actors, on the one hand, and the
influence and concrete consequences of indicator work (both development and use), on
the other (e.g. Lehtonen, 2012; Lehtonen et al., 2016; Sébastien et al., 2014).° The influ-
ence of indicators can entail, for example, social learning, networking, and greater focus
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and motivation among policy actors (Henry & Mark, 2003), though not all learning goes
in the direction of the general interest. A typical example is what Hezri and Dovers (2006)
call ‘political learning’, whereby policy actors learn more sophisticated ways of policy
advocacy that can entail manipulation and go against the general interest. Frequently
used indicators are not always highly influential, whereas indicators that are not actively
used may generate significant indirect impacts (Lehtonen, 2013; Lyytimaki et al., 2013).”
The logic here is akin to that of Henry and Mark (2003, p.310) in their conception of
the use and influence of evaluation: ‘the very concept of use connotes intentionality and
awareness’, whereas the consequences of evaluations often occur regardless — and some-
times against — the intentions of their promoters. The same applies for indicators. Even
when not used actively by any policy actor, indicators can influence policies and society
through various indirect ways, mediated by complex pathways of processes and interim
outcomes, and often with a considerable time lag. Moreover, the processes of elaborating
indicators can shape the nature and degree of indicator use — for instance, actors may
reject indicators if they consider that the processes of their elaboration have been illegiti-
mate, non-inclusive or manipulative. The consequences of indicators, whether through
their elaboration processes or the indicators themselves, can affect the targeted policy,
but can also affect broader processes in society, such as administrative structures or the
operation of democratic institutions. Influence can entail new or reconfirmed decisions,
actions and shared understandings, enhanced networking, or changes in the legitimacy of
a policy or a policy actor (Hezri & Dovers, 2006; Lehtonen, 2012; Zittoun, 2006).

Figure 10.1 illustrates the relations between use and influence of indicators. The path-
ways between the processes of indicator elaboration, indicators themselves, and their use
and influence are complex and largely unpredictable. The figure therefore illustrates both
the ‘theoretically’ assumed linear pathway from indicator elaboration through use to the
final influence on the targeted policy, and the alternative pathways where indicators do
not influence the targeted policy. For example, use may fail to lead to influence, or the
influence may occur outside the targeted policy. It is clear that