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PREFACE

s I write this preface in mid-January 2009, inter-

est in economics is at an all-time high. Among

the challenges facing the nation is an economy
with unemployment rates not experienced since the Great
Depression, failures of major businesses and industries,
and continued dependence on oil with its wildly fluctuat-
ing price. Americans are debating the proper role of the
government in company bailouts, the effectiveness of tax
cuts versus increased government spending to stimulate
the economy, and potential effects of deflation. These are
questions that economists have dealt with for generations
but that have taken on new meaning and significance.

At the same time, economists’ recent innovative
approaches to analyzing issues and behavior and the
expansion of economic analysis to nontraditional topics
and arenas of activity have attracted new interest and atten-
tion from citizens and scholars. Economists are working
with sociologists and psychologists in areas such as neu-
roeconomics, the economics of happiness, and experimen-
tal economics. They have applied economic analysis to
sports, the arts, wildlife protection, and sexual orientation,
in the process demonstrating the value of economic meth-
ods in understanding and predicting behavior in a wide
range of human activities and in development of policies
aimed at many social issues.

Economics is generally described as the study of
resource allocation; or of production, distribution, and con-
sumption of wealth; or of decision making—descriptions
that sacrifice much for the sake of brevity. Within these rel-
atively vague definitions lie fascinating questions and criti-
cal policy implications. Traditional economic analysis has
been used to explain why people who are overweight tend
to have lower incomes than those who are thin as well as
why some nations grow faster than others. Economists have
explored why people gamble even though they are likely to
lose money as well as why stock markets respond in pre-
dictable or unpredictable ways to external events. They
develop models to analyze how tax policies affect philan-
thropy and how managers of baseball teams can determine
which players are worth their salary demands. The range of
questions that falls within the domain of economic analysis
is much broader (and more interesting) than those sug-
gested by the traditional definition of the discipline.

The value of economic analysis in development of
policies to address social issues is also much broader than

generally perceived. Economists have played a critical role
in the development of policies aimed at protecting endan-
gered species and addressing global warming and climate
change. They contribute to development of policies that
will curb smoking, promote entrepreneurship, reduce
crime, and promote educational quality and equality. And
they also provide the theory and evidence that is applied in
policy arenas more traditionally thought of as being in the
purview of the discipline—managing unemployment, eco-
nomic growth, and inflation; regulating industries to pro-
mote competition, innovation, and efficient outcomes; and
developing tax policies and rates that achieve a range of
possible objectives.

Encompassing analysis of traditional economic theory
and topics as well as those that economists have only more
recently addressed, this handbook will meet the needs of
several types of readers. Undergraduate students preparing
for exams will find summaries of theory and models in key
areas of micro- and macroeconomics. Readers interested in
learning about economic analysis of a topic or issue as well
as students developing research papers will find introduc-
tions to relevant theory and empirical evidence. And econ-
omists seeking to learn about extensions of analysis into
new areas or about new approaches will benefit from chap-
ters that introduce cutting-edge topics.

Authors of chapters in this handbook come from uni-
versities and policy institutes around the world. They rep-
resent well-known, distinguished scholars as well as
doctoral students working in areas that have only recently
gained the attention of economists. Perhaps most impor-
tant, they reflect the full range of ideological, method-
ological, and political orientations and perspectives
present in the discipline. Authors were selected based on
their ability to accurately, succinctly, and clearly address
the chapter topic and to present a balanced approach to the
analysis, but while some of the authors represent the
orthodox approach to economics, others reflect one that is
more radical. The willingness of economists from various
schools of thought and with diverse orientations and per-
spectives to contribute chapters has certainly been of ben-
efit to this book.

For most authors, the biggest challenge in writing their
chapter will have been the need to avoid using calculus
and to limit the level of technical and quantitative detail.
Calculus is like shorthand for economists; it provides them
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xii ¢ 21ST CENTURY ECONOMICS

with a quick and efficient means of analyzing and
explaining relationships between economic variables. It is
the language economists are comfortable using; it is the
language they were trained in. Furthermore, economists
are accustomed to discussing empirical evidence in terms
of results of complex statistical tests and econometric
methods. But to make the book accessible to undergradu-
ate students and to nonacademic readers, it was essential
that models be presented only in graphical format, or with
minimal calculus, and that empirical evidence be sum-
marized in a way that does not require much background
in statistics or econometrics. The authors have been
remarkably successful in achieving this goal, which for
most will have required very careful thought and many
revisions. To help readers understand some of the empiri-
cal parts of the chapters, there is a separate chapter that
reviews basic concepts in econometrics. Readers chal-
lenged by more difficult models and applications may
find it helpful to read some of the earlier chapters that
review basic theories and models. For those readers who
want more technical detail or empirical evidence, each
chapter includes a list of related readings. The chapters in
this book provide a good place to begin researching or
studying a topic in economics, and they also provide
direction for where to go next.

To the extent possible, the chapters in the book follow a
common format. They begin with a review of theory and
then examine applications of the theory, relevant empirical
evidence, policy implications, and future directions. This
format reflects the typical approach of economists to a
topic. They begin by asking what theory or models exist to
help in understanding the behavior of the participants in
decisions related to the topic. Participants may be con-
sumers, producers, resource owners, agents of government
bodies, or third parties who are affected by but not in con-
trol of the decisions made by other participants. Often,
existing models will be sufficient for understanding the
decision-making process, but if not, existing models will
be modified or expanded or, occasionally, entirely new
models may be developed.

The theoretical base is then applied to the decisions and
behavior of participants relevant to the topic being
explored. For example, an economist examining the deci-
sions of owners of professional baseball teams may find
that traditional models of profit maximization provide a
good base but that they have to be modified to take into
account motives that include status or pleasure in addition
to profit. Whether existing or modified models are used,
the economist’s objective is to ask whether the theory or
model can take into account the unique considerations crit-
ical to the topic.

Once the theory or model is developed, empirical evi-
dence is explored, usually using statistical and economet-
ric tools, to evaluate the ability of the model to predict
outcomes. If the data lend support to the model, the model
can then be used to predict outcomes. It is at this point that

economic analysis leads to policy implications. Once
economists have models that explain decision making and
predict outcomes, policy makers have the basis for altering
incentives to lead economic agents to make desirable
choices. For example, once economists have identified the
key variables influencing consumers’ decisions about how
much sugary soda to drink or whether or not to recycle
soda cans, policy makers can establish or modify incen-
tives for consumers to change their soda consumption and
to recycle their cans instead of putting them in the trash.

The format of most chapters—theory, applications,
empirical evidence, policy implications—is consistent
with this common approach to economic analysis.
Following the section on policy implications, most chap-
ters discuss future directions—what are the new but related
questions that are likely to be explored by economists;
what new methods are being developed to analyze data on
the topic; what insights from other disciplines are likely to
be applied to this topic; what policies are likely to be
developed related to the topic? Chapters in the book gen-
erally reflect this approach and the resulting format, but
given the wide range of topics addressed, the format is not
appropriate in every chapter. Some of the initial theory
chapters, methodology chapters, and history chapters more
logically follow a different structure, and common format
has been sacrificed in favor of following the logic.

Identifying 100 economists to write chapters in their areas
of expertise has been made easier by the assistance of the
members of the editorial board. Jeff Ankrom from
Wittenburg University, Robin Bartlett from Denison College,
Karl Case from Wellesley College, and Wendy Stock from
Montana State University provided contacts with economists
from a wide range of universities and perspectives. In some
cases, a potential author could not work this chapter into his
or her writing schedule but provided information about
young colleagues who were working in the same area. Some
of the chapters dealing with more cutting-edge topics were
written by economists identified in this roundabout way.

The members of the editorial board were also very help-
ful in identifying the list of topics that are represented in
the 92 chapters of the handbook. And again, many good
suggestions were made by authors who were contacted
about writing on one topic but felt that the book would
benefit from a new area of their research or from the work
of a colleague. In a field as expansive as economics, these
suggestions were invaluable.

Members of the editorial board also made valuable con-
tributions to the book by reviewing many of the chapters
and providing insights and suggestions for authors who,
invariably, accepted recommendations with enthusiasm.
The comments of other economists and policy makers who
reviewed chapters have also contributed to ensuring that
the book is correct, current, and balanced.

Jim Brace-Thompson, Acquisitions Editor, was an inspir-
ing and reassuring voice from the inception of this project.
Sanford Robinson, Developmental Editor, provided



needed advice, prompting, and encouragement throughout
the writing process. I am very grateful to both of them.

Laura Notton and Leticia Gutierrez, SAGE Reference
Systems Coordinators, are surely some of the most patient
people I've worked with. They promptly answered innu-
merable questions and resolved the never-ending stream of
technical problems associated with publishing a book with
100 authors.

Of course, the greatest thanks are owed to the authors
of these chapters, many of whom struggled through mul-
tiple revisions to find just the right level of detail and
depth of analysis. Explaining economics without calculus
was a challenge for many of them, but they all succeeded
in providing explanations that will be accessible to college
students and other readers. Authors were also diligent
about finding the most recent evidence and most interest-
ing applications, writing right up to deadlines so that they
could incorporate the latest government figures, confer-
ence proceedings, and journal articles. For senior economists
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whose contributions to this handbook reflect many years
of work on a topic, I hope that it has been gratifying to
write a chapter that is likely to provide crucial information
and inspiration for many undergraduates as they embark
on research projects. For younger contributors for whom
this may be the first publication, I hope that this is just the
first of many valuable contributions that will made to the
discipline.

Working with 100 authors around the world meant that
for the last few years I have been e-mailing, editing entries,
and managing reviews during vacations, on holidays, and
on weekends at all hours of the day and night. I am grate-
ful to my children, Lindsey and Graham, who continued to
be patient and understanding when I worked at times when
I should not have and when I did not pay attention to the
most important things in life.

Rhona C. Free
Eastern Connecticut State University
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the guidance of Ronald Balvers. Prior to Henderson he held
the rank of associate professor of economics (with tenure) at
Hope College in Michigan, where he taught from 2000 to
2009. He spent a recent year as a Fulbright Scholar in
Armenia giving graduate lectures and conducting research
at the American University of Armenia. Claar is coauthor,
with Robin J. Klay, of Economics in Christian Perspective:
Theory, Policy and Life Choices (2007), and his scholarly
articles have appeared in several peer-reviewed outlets,
including Applied Economics, Public Finance Review, and
the Journal of Markets & Morality. He recently completed
work on a short book about fair trade, scheduled to be pub-
lished by the Acton Institute in 2010.

Paul F. Clark is a professor and head of the department of
labor studies and employment relations at Pennsylvania
State University. He received his PhD in public policy and
administration from the University of Pittsburgh. His
research has focused on the structure and government of
American unions and on collective bargaining in the coal,
steel, and health care industries.

Richard D. Coe is an associate professor of economics at
New College of Florida in Sarasota. He received a PhD in
economics (1979) and a JD (1978) from the University of
Michigan. His research has included issues in welfare use,
the definition of poverty, and the legal requirements for a
land tax.

Richard R. Cornwall is a professor emeritus of econom-
ics at Middlebury College in Middlebury, Vermont. He
received a PhD in economics in 1968 from the University
of California, Berkeley. His work has been in mathemati-
cal microeconomics and queer theory. Since 1998, he has
been retired from teaching and living in San Francisco,
devoting full time to research on the interaction between
markets and social identities.



Kenneth A. Couch is an associate professor in the depart-
ment of economics at the University of Connecticut and
director of the Center for Population Research. He
received his PhD and a master’s degree from the University
of Wisconsin and holds a master’s degree from the
University of Glasgow. His research interests include wage
determination, disadvantaged groups in the labor market,
and policy evaluation.

Rosemary Thomas Cunningham is the Hal and Julia T.
Smith Professor of Free Enterprise in the department of
economics at Agnes Scott College. Cunningham received
her BA in mathematics/economics, MA in economics, and
PhD in economics at Fordham University. Prior to coming
to Agnes Scott College in 1985, she was an assistant pro-
fessor at Fairfield University.

Christopher S. Decker is an associate professor of eco-
nomics at the University of Nebraska at Omaha (UNO). He
received his PhD in business economics from Indiana
University’s Kelley School of Business in 2000 and cur-
rently teaches managerial economics in UNO’s MBA pro-
gram. Decker has published numerous journal articles in
the fields of environmental regulation, energy economics,
and industrial organization. Recent work has focused on
the market structure and workplace accident rates.

George F. DeMartino is an economist at the Josef Korbel
School of International Studies, University of Denver. He has
written extensively on economics and ethics, particularly in
the context of international economic integration. He is the
author of Global Economy, Global Justice: Theoretical
Objections and Policy Alternatives to Neoliberalism (2000)
and The Economist’s Oath: On the Need for and Content of
Professional Economic Ethics (in press).

Gillian Doyle (BA, Trinity College Dublin; PhD, University
of Stirling) is the director of the Masters Programme in
Media Management at the Centre for Cultural Policy
Research at the University of Glasgow and is a visiting pro-
fessor at the Institute of Media and Communications,
University of Oslo. Her research interests are media eco-
nomics and media and cultural policy, and she is currently
President of the Association for Cultural Economics
International (ACEI).

Patricia A. Duffy is Alumni Professor of Agricultural
Economics and assistant provost for Undergraduate Studies
at Auburn University. She received her PhD from Texas
A&M University. She is the coauthor of Farm Management
(6th ed.) and has authored or coauthored numerous journal
articles in the areas of farm management and applied pol-
icy analysis. Her current research interests concern prob-
lems in farm management as well as the effect of nutrition
programs on food security, diet quality, and obesity.

Isaac Ehrlich is State University of New York and
University of Buffalo Distinguished Professor of Economics,
Melvin H. Baker professor of American Enterprise, chair
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of the department of economics, and director of the Center
of Excellence on Human Capital at the State University of
New York at Buffalo. He is also a research associate at the
National Bureau of Economic Research and editor-in-chief
of the Journal of Human Capital, published by the
University of Chicago Press. Ehrlich received his PhD
from Columbia University and served as assistant and
associate professor of business economics at the
University of Chicago before joining SUNY Buffalo. He is
one of the founders and leaders of the literature on the eco-
nomics of crime and justice and has published extensively
on other topics in leading journals of economics. He has
been listed among the top 100 economists in published
citations and has been included in all issues of Who’s Who
in Economics: A Biographical Dictionary of Major
Economists 17001980, as well all of its later editions.

Seda Erta¢ received her PhD in economics from the
University of California, Los Angeles in 2006. She then
joined the economics department of the University of
Chicago as a postdoctoral scholar and is currently an assis-
tant professor of economics at Ko¢ University. Dr. Ertag’s
fields of research are applied microeconomic theory and
experimental economics. Her research agenda includes
theoretically and experimentally studying the links
between imperfect information and incentive systems in
the context of effort and motivation in organizations, as
well as the effects of gender and personality on economic
behavior. Dr. Ertag’s experimental work to date has been
supported by the U.S. National Science Foundation,
Russell Sage Foundation, and the European Union.

Erick Eschker is a professor and chair of the department
of economics at Humboldt State University, Arcata,
California. He earned his PhD in economics from the
University of California, Davis in 1997 and his bachelor’s
degree in economics from the University of Illinois,
Urbana-Champaign. He was a research economist with the
American Medical Association and is currently the direc-
tor of the Humboldt Economic Index, which collects and
analyzes data on the regional economy.

Viktar Fedaseyeu is currently a doctoral candidate in
finance at Boston College. His primary research interests
include bounded rationality, behavioral finance, corporate
social responsibility, and the way financial markets react to
uncertain information. He holds a degree in economics
from Belarus State Economic University and was a student
at Eastern Connecticut State University.

Ann Harper Fender is a professor of economics (emeri-
tus) at Gettysburg College, Gettysburg, Pennsylvania. She
received her PhD from Johns Hopkins University. Her
research involves studies of the economics of the fur trade
and contemporary issues relating to the structure of the
telecommunications industry.

Aju Fenn is the John L. Knight Professor of Free
Enterprise and chair of the department of economics and
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business at Colorado College in Colorado Springs,
Colorado. Past honors include the Lloyd E. Worner Teacher
of the Year award and the John D. and Catherine T.
MacArthur professorship. He teaches the economics of
sports, mathematical economics, intermediate microeco-
nomic theory, research methods and econometrics. He also
specializes in the economics of addiction. His work in
sports economics focuses on the measurement of competi-
tive balance in sports and the determinants of competitive
balance. He has also published work on the value of a sports
team to an area. He has served as a referee for journals such
as Economics Letters, Southern Economic Journal,
Contemporary Economic Policy, International Journal of
Sport Finance, and Journal of Sports Economics.

Satyananda J. Gabriel is a professor and chair in the
department of economics at Mount Holyoke College in
South Hadley, Massachusetts, and academic coordinator of
the Rural Development Leadership Conference Summer
Institute at the University of California, Davis. He received
his PhD from the University of Massachusetts at
Ambherst. Gabriel is the author of Chinese Capitalism and
the Modernist Vision (2006) and Rising Technomass: The
Political Economy of Social Transformation in Cyberspace
(2010). His current research interests include Chinese and
East Asian economic development, corporate finance, and
comparative economic systems.

Thomas Gall is an assistant professor of economics at the
University of Bonn in Germany. He obtained his diploma
in 2001 after his undergraduate studies in economics at the
University of Munich, Germany, and Pompeu Fabra
University in Barcelona, Spain. In 2005, he completed a
PhD in economics after graduate studies at Mannheim
University, Germany, and University College London, UK.
His research interests lie in microeconomic theory, and he
has published on imperfect matching markets, occupa-
tional choice, and development economics.

Lawrence D. Gwinn is an associate professor of
Economics and Chair of the department of economics at
Wittenberg University, Springfield, Ohio. He received his
PhD from the University of Kansas. His research interests
include the international transmission of economic distur-
bances and monetary policy effectiveness under alternate
exchange rate systems.

Thomas W. Harvey, DBA, is an associate professor of
finance and the director of the Institute for Contemporary
Financial Studies at Ashland (Ohio) University, where he is
responsible for the asset management track of the finance
curriculum and for directing various student research ini-
tiatives. Dr. Harvey received his doctorate in management
strategy and international business from Cleveland State
University. His MBA is in finance from Case Western
Reserve University, with his BA in English from Hillsdale
College. Dr. Harvey’s research interest is behavioral
finance and the changing nature of investor behavior. He is

also a student of the financial markets in the United States
and has published two books that focus on the commercial
banking industry: Quality Value Banking, with Janet L.
Gray, and The Banking Revolution. Prior to joining the fac-
ulty at Ashland, Dr. Harvey’s career was spent in the com-
mercial banking industry.

Sue Headlee is an associate professor of economics at
American University, Washington, D.C., where she teaches
the Washington Semester Program in Economic Policy.
She received her PhD in economics at American
University. She is the author of three books: The Political
Economy of the Family Farm: The Agrarian Roots of
American Capitalism; The Cost of Being Female, coau-
thored with Margery Elfin; and 4 Year Inside the Beltway:
Making Economic Policy in Washington. She is the author
of two articles: “Income and Wealth Transfer Effects of
Discrimination in Employment: The Case of African
Americans, 1972—-1990,” in The Review of Black Political
Economy, and “Economic History, Western Europe,” in the
Elgar Companion to Feminist Economics.

Gillian Hewitson is in the political economy department at
the University of Sydney. She received her PhD in eco-
nomics and women’s studies from La Trobe University in
Melbourne, Australia. She is the author of Feminist
Economics (1999) and journal articles and book chapters in
the areas of feminist economics and monetary theory. Her
current research interests include gender, race, and class in
the history of economic thought, particularly in relation to
Australia, and the political economy of the food supply.

Michael Hillard is a professor of economics at the
University of Southern Maine. He has published widely in
the fields of labor relations, labor history, and the political
economy of labor in academic journals, including Labor:
Studies in the Working Class Histories of the Americas,
Labor History, Review of Radical Political Economics,
Advances in Industrial and Labor Relations, Journal of
Economic Issues, Historical Studies in Industrial Relations,
and Rethinking Marxism. He has coauthored many articles
on a Marxian analysis of industrial relations with Richard
Mclntyre, professor of economics at the University of Rhode
Island. His essay titled “Labor at Mother Warren” won Labor
History’s “Best Essay, U.S. Topic” prize for 2004.

Steven Horwitz is the Charles A. Dana Professor of
Economics at St. Lawrence University in Canton, New
York. His PhD is from George Mason University, and he
has written extensively on the Austrian School of
Economics, macroeconomics, and political economy, as
well as recent work on the economics and social theory
of the family. He is currently completing a book manu-
script on classical liberalism and the evolution of the
western family.

David Hudgins, lecturing professor of economics at the
University of Oklahoma, received his PhD in 1993 from
the University of Illinois at Urbana-Champaign. He is also



a Certified Financial Manager and has served as a finan-
cial adviser for Merrill Lynch. His recent publications
include articles in Computational Economics and Review
of Applied Economics.

Shawn Humphrey is an assistant professor of econom-
ics at the University of Mary Washington in
Fredericksburg, Virginia. He earned his PhD from
Washington University in Saint Louis. His research is
concerned with uncovering the political-military founda-
tions of economic prosperity.

Steven L. Husted is a professor of economics at the
University of Pittsburgh. Professor Husted has published
widely in the areas of international trade, international
finance, and monetary economics and is coauthor with
Michael Melvin of a popular textbook on international eco-
nomics. In 1986—1987, he spent a year as a senior staff econ-
omist specializing on trade policy issues on the President’s
Council of Economic Advisers. He has had wide-ranging
international experience, including visiting appointments to
the Australian National University, the University of
Glasgow, and the University of Strathclyde. His current
research interests include studies of the growth and geo-
graphic extent of Chinese exports, financial capital flows to
developed economies, and long-run exchange rate behavior.

Lee H. Igel is a clinical assistant professor of sports man-
agement at New York University. He received his PhD in
industrial/organizational psychology from Capella University
and holds degrees in both counseling and clinical exercise
physiology from Boston University. A frequent writer and
speaker on human affairs, his areas of study are in man-
agement and organizations.

Elizabeth J. Jensen is a professor of economics at
Hamilton College in Clinton, New York, where she has
taught since 1983. Professor Jensen received a BA in eco-
nomics from Swarthmore College and a PhD in economics
from the Massachusetts Institute of Technology. Before
coming to Hamilton, she worked at the Council of
Economic Advisers. Professor Jensen has been honored for
her teaching, receiving a prestigious award for outstanding
teaching from Hamilton College. Jensen is coauthor of
Industrial Organization: Theory and Practice, a leading
industrial organization textbook developed in part from
experiences teaching students at Hamilton College. Her
recent work investigates the predictors of academic suc-
cess in college, student course choice, and the determi-
nants of students’ interest in economics. Jensen teaches
courses in industrial organization, antitrust and regulation,
American economic history, and microeconomic theory.

Shirley Johnson-Lans is a professor and the chair of the
department of economics, Vassar College. A labor economist
who teaches and does research in the areas of health econom-
ics, economics of education, and gender studies, she is the
author of 4 Health Economics Primer (2006) and of numerous
articles and working papers. She is a member of the City

About the Contributors e xxi

University of New York/Columbia University faculty seminar
on demography and health economics and of the New York
Health Policy Group. She holds a PhD in economics from
Columbia University; an MA in political economy from
Edinburgh University, where she was a Marshall Scholar; and
a BA magna cum laude in philosophy from Harvard.

Nicholas A. Jolly is a visiting assistant professor in the depart-
ment of economics at Central Michigan University. He
received his master’s and PhD in economics from the
University of Connecticut. Prior to joining the faculty at
Central Michigan University, he worked as an economist at the
Connecticut Department of Labor. His research interests
include wage determination, job displacement, applied micro-
economics, and policy analysis.

Rebecca P. Judge is an associate professor of economics
and environmental studies at St. Olaf College in Northfield,
Minnesota. After receiving her MS in biology from the
University of Minnesota, Duluth, and her PhD in economics
from Duke University, she has spent her career engaged in
questions relating to the intersection of economics and the
environment. Her publications include a study exploring
least-cost methods for implementing an endangered species
preservation constraint on public lands, an analysis of house-
hold response to alternative incentives to engage in recycling,
and an exploration of the property regimes influencing John
Locke in the development of his theory of property.

Fadhel Kaboub is an assistant professor of economics at
Denison University (Granville, Ohio) and research associ-
ate at the Levy Economics Institute of Bard College (New
York), the Center for Full Employment and Price Stability
(Missouri), and the International Economic Policy Institute
(Ontario, Canada). He taught at Drew University, where he
was also co-director of the Wall Street Semester Program;
the University of Missouri—-Kansas City (UMKC); and
Bard College at Simon’s Rock. Kaboub’s research is in the
post-Keynesian and institutionalist tradition in the fields of
macroeconomic theory and policy, monetary theory and
policy, and economic development. His work has been
published in the Journal of Economic Issues, Review of
Radical Political Economics, Review of Social Economy,
International Journal of Political Economy, and
International Labour Review. He has been a member of
the editorial board of the Review of Radical Political
Economics since 2006 and has been the book review edi-
tor of the Heterodox Economics Newsletter since 2007. He
holds a PhD in economics from UMKC.

Bradley P. Kamp is an associate professor of econom-
ics at the University of South Florida. His areas of inter-
est include product quality, predatory pricing, and
signaling models. His work has appeared in journals such
as International Journal of Industrial Organization,
Southern Economic Journal, Economic Inquiry, and
Review of Law and Economics. He earned a BA from the
University of Illinois and a PhD from the University of
California, San Diego.
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Pavel S. Kapinos is an assistant professor of economics at
Carleton College in Minnesota. He received his PhD in
economics from the University of Illinois at Urbana-
Champaign. His research focuses on the optimal design of
monetary policy.

Stephen H. Karlson is an associate professor of econom-
ics at Northern Illinois University. He completed a PhD in
economics from the University of Wisconsin at Madison in
1980. His research interests have included regulation of
electric utilities, technology adoption in steelmaking, and
irreversible investments. He is currently an Environmental
and Energy Policy Scientist with Argonne National
Laboratories on a temporary basis.

Peter Kennedy is professor emeritus at Simon Fraser
University, Canada. He received his BA from Queen’s and
his PhD from Wisconsin. He has published widely in eco-
nomic education and in econometrics and is best known
for his book A Guide to Econometrics, perhaps the best
single source on the full range of econometric topics.

Markus Kitzmueller is an Erb Postdoctoral Research
Fellow at the S. M. Ross School of Business/SNRE of the
University of Michigan (Ann Arbor). Currently, he is
expecting his PhD in economics as a Researcher of the
European University Institute (EUI) in Florence (Italy). He
has graduated magna cum laude with an MA in European
Economic Studies from the College of Europe in Bruges
(Belgium) and has worked for the European Commission
(DG ECFIN) in 2004-2005. His research focus is on
applied microeconomics, especially information econom-
ics, contract and organization theory, industrial organiza-
tion, as well as public economics. Current interests center
on the interaction between strategic firm behavior and
public policy in light of corporate social responsibility.

Kevin C. Klein is a professor of economics at Illinois
College in Jacksonville, Illinois. Dr. Klein earned a
Doctorate of Arts in Economic Education at Illinois State
University. His teaching focus is economics at the principles
and intermediate undergraduate levels with special interest
in environmental economics. He has authored or coauthored
several teaching manuals, test banks, and study guides. He
is also a coauthor of a survey of economics textbook.

Agneta Kruse is a senior lecturer in economics at Lund
University in Sweden. Her research focuses on economics
of social insurance and pension systems. She served as
an expert to the parliamentary Commission on Pensions
preceding the Swedish pension reform. She analyzes,
among other things, pay-as-you-go pension systems and
their sustainability encountering demographic and eco-
nomic changes as well as the political economy of pension
reforms. She has published articles in journals and con-
tributed chapters to a number of books. Lately, she has also
been working on globalization and social insurance.

Roy Love obtained his PhD at the University of Leeds
(UK). He has lectured in economics at the universities of

Botswana, Lesotho, and Addis Ababa and at Sheffield
Hallam University, England. He has publications on the
subject of HIV/AIDS and is currently an independent
researcher and consultant with experience of economic
evaluation for major international donors on HIV/AIDS
and health projects in Africa.

Yahya M. Madra teaches political economy and history of
economics at Gettysburg College. He is also an associate edi-
tor of Rethinking Marxism: A Journal of Society, Economics
and Culture. He has published on the methodology and phi-
losophy of economics, as well as the intersection between
Marxian political economy and Lacanian psychoanalysis.
His writings have appeared in the Journal of Economic
Issues, Rethinking Marxism, Psychoanalysis, Society and
Culture, and edited volumes. Currently, he is working on the
intellectual genealogy of neoliberalism and its variants.

Leah Greden Mathews earned her PhD in agricultural
and applied economics from the University of Minnesota
and is associate professor of Economics at the University
of North Carolina at Asheville. Her research as an envi-
ronmental economist has focused on nonmarket valua-
tion and the links between economics and policy.
Dr. Mathews’s current research, The Farmland Values
Project, estimates the values that communities in western
North Carolina have for farmland, with particular attention
to those values that are not typically exchanged in markets
such as scenic beauty and cultural heritage.

Sandra Maximiano is an assistant professor of economics
at Krannert School of Management, Purdue University.
After receiving her PhD from the University of
Amsterdam, in 2007 she started as a postdoctoral scholar
in the economics department of the University of Chicago.
Dr. Maximiano’s research interests lie in the fields of
behavioral and experimental economics, labor economics,
economics of education, and organizational economics.
Her projects span various issues and are built on both lab-
oratory and field experiments and microeconometric tools
to investigate questions related to social preferences and
reciprocity, education and training, incentive systems, and
gender and culture differences in economic decisions.

Ken McCormick is a professor of economics at the
University of Northern Iowa. He was an early critic of the
AD/AS model. McCormick has published numerous
papers on a variety of topics, including the AD/AS model.
His book Veblen in Plain English (2006) has been well
received and led to an appearance on the Bob Edwards
Show.

Rachel McCulloch is the Rosen Family Professor of
International Finance at Brandeis University. Prior to her
appointment at Brandeis, she was a faculty member at the
University of Chicago, Harvard University, and the
University of Wisconsin—-Madison. She received her PhD
in economics from the University of Chicago in 1973. Her
current research focuses on international economic policy.



John D. Messier is an assistant professor of economics at
the University of Maine at Farmington. He earned his PhD
from American University and studies international devel-
opment issues. Dr. Messier spent 5 months in Ecuador
working with informal workers on credit issues and the
impact of financial shocks on well-being. Currently,
Dr. Messier is working on the impact of fair trade on
income and nutrition for coffee producers in Nicaragua.

Laurence Miners is the director of the Center for
Academic Excellence and a professor of economics at
Fairfield University in Fairfield, Connecticut. He earned his
doctorate in economics at the University of North Carolina
at Chapel Hill. His research interests focus primarily on
economic pedagogy and course design. He has led faculty
development workshops at other colleges and universities
and made presentations at regional and national confer-
ences focusing on both economics and pedagogy.

Michael R. Montgomery is an associate professor of eco-
nomics at the University of Maine. He received his PhD
from the University of Florida. He works in macroeco-
nomics, monetary theory, and public economics. He has
done work on the history of macroeconomics as well as
applied work on the macroeconomic implications of time-
intensive capital production periods and complementarity
between types of capital goods.

Mehdi Mostaghimi is a faculty member in the school of
business at Southern Connecticut State University. He is
the author of many journal articles, book chapters, and
technical reports on economic turning point forecasting,
combining forecasts, consensus and group decision mak-
ing, and strategic decision making.

Shannon Mudd has ventured between academics and
nonacademics in his career as an economist. While com-
pleting a PhD in economics at the University of Chicago,
he spent 2 years working as an analyst for the Federal
Reserve Bank of Atlanta and taught for another year at
Comenius University in Bratislava, Slovakia. After finish-
ing his degree, he spent 4 years working on a USAID pro-
ject in Moscow on taxation and intergovernmental
relations. He has taught at the MA, MBA, and undergrad-
uate levels and is currently an assistant professor at
Ursinus College. His research has most recently focused
on issues of access to finance for small- and medium-sized
enterprises and the effect of banking crises on future
expectations of banking crises.

Sean E. Mulholland is an associate professor of economics
at Stonehill College. He received his BS and MA in econom-
ics from Clemson University in 1997 and 2001, respectively.
He earned his PhD in applied economics from Clemson
University in 2004. His research interests include the long-run
economic growth within the United States, the economics of
race and religion, and private and public land conservation.

Kathryn Nantz is an associate professor of economics at
Fairfield University in Fairfield, Connecticut. She earned
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her PhD from Purdue University. Her teaching and
research work is primarily at the intersections of the fields
of labor economics and comparative economic systems.
She is interested in how various incentive structures affect
the behavior of workers in their jobs and in how political
and cultural norms can create widely varying labor market
outcomes in different settings.

Lena Nekby received her PhD from Stockholm University
and is now an assistant professor at the department of eco-
nomics, Stockholm University, and affiliated with the
Stockholm University Linnaeus Center for Integration
Studies (SULCIS). She is also an IZA Research Fellow.
Her research is focused primarily on labor market issues
relating to ethnicity, migration, and gender.

Christopher J. Niggle received his BA from Arizona State
University (1967), MA from New School University
(1970), and PhD in economics from the University of
California, Riverside (1984). Since 1983, he has taught at
the University of Redlands in Southern California, where
his teaching responsibilities include courses in macroeco-
nomics, money and banking, history of economic thought,
and comparative economic systems. His research and pub-
lications have primarily been in the areas of money and
macroeconomics. Current interests include comparisons of
institutionalist and post-Keynesian macroeconomics with
New Keynesian macroeconomics.

Peter Nyberg is an assistant professor at the Helsinki
School of Economics. He obtained his PhD from the
Hanken School of Economics in Helsinki. His research
interests include asset pricing and financial econometrics.

Lindsay Oldenski is assistant professor of economics at
the School of Foreign Service at Georgetown University.
She received her PhD in economics from the University of
California at San Diego, master’s degree in public policy
from the Kennedy School of Government at Harvard
University, and BA from Guilford College. She has taught
international trade and microeconomics at the Johns
Hopkins University School of Advanced International
Studies and at California State University, San Marcos.
Her research interests include international trade in ser-
vices and the organization of multinational activities.

Anita Alves Pena is an assistant professor of economics at
Colorado State University. She received her PhD in econom-
ics from Stanford University in 2007, her MA in economics
from Stanford University in 2004, and her BA in economics
from the Johns Hopkins University in 2001. Her research
interests are in public sector economics, economic develop-
ment, and labor economics, and her current research relates
to undocumented and documented immigration, public pol-
icy, poverty, and agricultural labor markets.

Dante Monique Pirouz is an assistant professor at the
Ivey School of Business at the University of Western
Ontario. She earned her PhD at the Paul Merage School of
Business at the University of California, Irvine. Her
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research interests include neuroeconomics and consumer
decision making. Her current work focuses on the neural
response of addictive product users such as cigarette smok-
ers to marketing cues. She is a trained researcher in func-
tional magnetic resonance imaging (fMRI) and has
received the Athinoula A. Martinos Center for Biomedical
Imaging Functional MRI Visiting Fellowship at Harvard
Medical School and Massachusetts General Hospital. She
also has an MBA from the Wharton School of Business
and an MA from the Lauder Institute at the University of
Pennsylvania, and she graduated cum laude with a BA
from the University of California, Los Angeles.

Clifford S. Poirot Jr. is currently an associate professor
of economics in the department of social sciences at
Shawnee State University, where he teaches both standard
economics courses as well as courses that focus on socio-
cultural evolution. He has also been the director of the
Shawnee State University Honors Program and is currently
president of the Faculty Senate. He completed his BS in
economics and political science in 1984 at Guilford
College, Greensboro, North Carolina, where he wrote an
undergraduate thesis on the evolution of political violence
in Guatemala. He received his PhD in economics in 1991
from the University of Utah, where he wrote his disserta-
tion on the evolution of the open field system in late
medieval and early modern England. He has also taught at
Eastern Washington University in Spokane, Washington;
the University of Timisoara in Timisoara, Romania, under
the auspices of the Civic Education Project; the American
University in Bulgaria, in Blagoevgrad; and Mary
Washington College in Fredericksburg, Virginia. He is the
author of multiple articles on sociocultural evolution and
related topics and has published in the Journal of
Economic Issues, Journal of Post-Keynesian Economics,
and The Forum for Social Economics.

Indrajit Ray is a chaired professor in the department of
economics, University of Birmingham, and currently leads
the economic theory group in his department. His area of
academic research is game theory, general equilibrium the-
ory, experimental economics, and environmental econom-
ics. He was trained in premier institutions such as the
Indian Statistical Institute, India, and CORE, Belgium. He
has taught at University of York and Brown University.
Professor Ray has published numerous research articles in
international journals, including in premier journals in his
field such as: Games and Economic Behavior, Economic
Theory, Journal of Mathematical Economics, Social
Choice and Welfare. He has served as an editor of the jour-
nal Bulletin of Economic Research during 2000-2005 and
currently is the associate editor of the electronic open-
access journal Quantitative and Qualitative Analysis in
Social Sciences. He has visited different universities in sev-
eral countries to present his research in workshops and
seminars. Professor Ray is also an active educationist and
the chairman of a trust called Vidyapith that supports edu-
cation in India.

Marta Reynal-Querol is an ICREA Research Professor at
the department of economics and business at Pompeu Fabra
University. She is also an affiliated professor at the
Barcelona Graduate School of Economics. She is a member
of the editorial board of the Journal of Conflict Resolution
and the European Journal of Political Economy and is asso-
ciate editor of the Spanish Economic Review. She is an
award holder of the ERC-starting grant, awarded by the
European Research Council. She holds a PhD in economics
from the London School of Economics and Political Science
(2001) and Master with Honors from Pompeu Fabra
University. Reynal-Querol worked at the World Bank
between 2001 and 2005. Her research has been concentrated
on the causes of civil wars and genocides, conflict resolution
and the aftermath of conflict, aid effectiveness, and the eco-
nomics of institutions. She has published in American
Economic Review, Review of Economics and Statistics,
Economic Journal, Journal of Economic Growth, Journal of
Development Economics, European Journal of Political
Economy, Journal of Conflict Resolution, Journal of
Comparative Economics, Defence and Peace Economics,
and Economic Letters, among others.

Anthony M. Rufolo is a professor of urban studies and
planning at Portland State University, where he specializes
in state and local finance, transportation, urban economics,
and regional economic development. He has a BS in eco-
nomics from the Massachusetts Institute of Technolocy
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ike economic history, the history of economic

thought (HET) investigates economic issues in

long-run perspective. Yet the two fields are distinct
and should not be confounded: HET does not study eco-
nomic facts such as the 1929 financial crisis but rather
economic theories and economic literature. It focuses on
the historical roots of economic ideas and takes into
account a wide array of schools of thought; in conjunction
with pure theory and the history of facts, it constitutes part
of a comprehensive approach to the study of the economic
bases of modern societies. Examples of research questions
in HET include how economic issues (say, unemployment
or growth) have been dealt with at different points in time,
what intellectual debates they have stimulated, and what
solutions have been concocted; how the meaning and inter-
pretation of economic concepts such as involuntary unem-
ployment or market equilibrium may have changed over
time and how they have affected policy debates; and
whether and how exchanges with neighboring disciplines
or with currents of thought in philosophy have exerted an
impact on the development of economics.

A variety of approaches to the study of HET coexist,
but it is possible to identify two broad tendencies into
which most of them would fit: one more “theory oriented,”
the other more “history oriented.” The theory-oriented
approach, often referred to as history of analysis, empha-
sizes continuity between present and past reflection, so that
earlier writers are seen as a source of inspiration that may
assist today’s researchers in devising new solutions to cur-
rent theoretical questions. Because economics is an
approach to the study of society that endeavors to look
beneath context-specific factors to discover underlying

regularities in the behavior of individuals and communi-
ties, older economists who have already identified some of
these regularities can provide useful insight despite the
time distance that separates them from us. Earlier ideas
have remained partly underdeveloped, and getting back to
them can potentially suggest new directions for research.
For some scholars, this means reviving alternative expla-
nations and interpretations of economic phenomena, in a
critical perspective with respect to any consensus that
might exist today. In line with this methodological stance,
historians of analysis primarily rely on the conceptual tools
of contemporary economic theory.

In contrast, the history-oriented approach emphasizes
discontinuity between different stages of development in
economics and the specificities of each of them. The idea is
that an economic theory is embedded in its historical,
sociopolitical, and institutional environment and constitutes
a response to the problems of the day, so that it is incorrect
to understand it in abstraction from them. Specifically, a
“retrospective” interpretation of past economic theories in
light of the knowledge that has been subsequently acquired
is impoverishing because it tends to present them all as
imperfect, preliminary drafts of today’s supposedly superior
models. Instead, it is essential to detail the context in which
an older theory emerged, and useful insight may come from
historical techniques such as archival work, biographies,
and oral history. This approach emphasizes the relative
character of economic theories and their connections to pol-
itics and society at large. Among scholars who work along
these lines, a large group has developed a close association
with, and adopted methods of, science studies, in some
cases with a critical perspective toward economics.
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While the two above-outlined approaches are the object
of recurrent and sometimes lively controversies within the
HET community, many scholars are in fact aware that each
has both strengths and weaknesses and try to combine the
two in their research. Still other approaches may be occa-
sionally present, particularly in the case of research at the
crossroads between HET and the philosophy or methodol-
ogy of economics.'

What follows is a brief overview of the main areas of
research in HET that also correspond to a classic division
of phases of development of the economics discipline
from its origins to its present state. Following the Journal
of Economic Literature classification, the evolution of
economics has been subdivided into two phases—namely,
HET through 1925 and HET since 1925; a shorter
third part on recent developments has been added to this
basic scheme.

There is obviously insufficient room to cover all aspects
of the intellectual reflection in economics over such a long
time span. For this reason, the presentation is limited to a
sketch of what each period contributed to the study of three
foundational issues in economics—namely, the theory of
individual economic behavior, the market mechanism as a
coordinating device, and the respective roles of markets
and governments in the regulation of economic systems.
Reflection on these issues has progressively formed econ-
omists’ understanding of society and presently allows
applications to a broad range of social phenomena, from
monetary and financial matters to health and the environ-
ment. Furthermore, these very issues have been the object
of major controversies that have divided economists into
different schools and have ultimately shaped the history of
the discipline. While a long tradition of thought has con-
tributed to developing economic models of individual
behavior, dissenting groups have recurrently pointed to its
neglect of other important motives of human action; while
most economists since a very early stage have promoted a
conception of the market as a self-adjusting social mecha-
nism capable of coordinating individual actions at best,
critics have often raised doubts on its merits; and while a
majority has often supported pro—free market arguments
against government intervention, the opposite position has
sometimes prevailed. In outlining these developments,
similarities and differences between past and present theo-
ries will be emphasized whenever possible, with the help
of HET literature and in an effort to stress the insight that
may come from both of the above-outlined approaches.

Further readings include classic works such as Robert
Heilbroner’s (1999) The Worldly Philosophers, Joseph
Schumpeter’s (1954) History of Economic Analysis, and
Mark Blaug’s (1997) Economic Theory in Retrospect,
together with recent reference books such as 4 Companion
to the History of Economic Thought (Samuels, Biddle, &
Davis, 2006) and The History of Economic Thought: A
Reader (Medema & Samuels, 2003). The main scholarly
journals in the field are History of Political Economy,
European Journal of the History of Economic Thought, and

Journal of the History of Economic Thought. The Web site
of the History of Economics Society (http://history
ofeconomics.org) and the HET page of the New School for
Social Research (http://cepa.newschool.edu/het) also offer
information. Finally, Liberty Fund has republished at afford-
able prices many of the great books that have made the his-
tory of the discipline, providing some of them online at its
Library of Economics and Liberty (http://www.econlib.org).

HET Through 1925

Scholars in Antiquity and the Middle Ages thought a great
deal about trade, money, prices, and interest rates, but an
autonomous discipline developed only toward the late
seventeenth to early eighteenth centuries. The early
designation of political economy, proposed by Antoine de
Montchrestien in 1615, was later replaced by economics
and refers today to a specific subfield only, but it has the
merit of stressing a persisting feature of the discipline as a
whole—namely, its linkages with public policy and the
role of the economist as an adviser to the policy maker.
This specificity still matters and distinguishes economics
from other social sciences.

Despite the interest of the early literature (see, e.g.,
Hutchison, 1988), a detailed account of it would be beyond
the scope of this chapter, and the more traditional conven-
tion of starting from the late eighteenth century will be fol-
lowed. Focus will be on Adam Smith (1723-1790), who is
widely regarded as one founder of the discipline; the
remainder of this section will outline the development of
economic thought in the nineteenth and early twentieth
centuries, with the emergence of the so-called classical and
then the neoclassical schools.

Adam Smith

In his 1776 Wealth of Nations, Smith laid the founda-
tions of what would become basic principles of econo-
mists’ understanding of individual behavior, the market
mechanism, and the role of markets vis-a-vis governments.
Smith was the first to explicitly characterize individual
economic behavior as self-interested behavior, admitting
that it is people’s desire for a gain that explains work,
production, and ultimately the existence of an economic
system:

It is not from the benevolence of the butcher, the brewer, or
the baker that we expect our dinner, but from their regard
to their own interest. We address ourselves, not to their
humanity but to their self-love, and never talk to them of
our own necessities but of their advantages. (Smith,
1776/1981, pp. 26-27)

Self-interest was initially thought to be at odds with
another principle that Smith had developed in his Theory of
Moral Sentiments (1759/1982)—namely, sympathy between



human beings who, by putting themselves imaginatively in
the place of others, understand their feelings and expecta-
tions and are moved to act accordingly (e.g., to give to
those who are in need). This apparent contradiction, known
in the literature as Das Adam Smith Problem, has been
largely resolved by recent scholarship that has rather
stressed how self-interest and sympathy emphasize differ-
ent aspects of human nature, whose relative importance
varies depending on the situation. They constitute two
instances of a unique framework for thinking about human
behavior, in which the individually centered, self-interested
component is accompanied by an interpersonal dimension,
so that it becomes possible to account for various forms of
behavior, from trade and profit-seeking actions to philan-
thropy. Reconciliation of these two aspects of Smith’s
thought makes him the father of economics in a broad,
comprehensive sense: Although the discipline was long
viewed as the systematic analysis of the behavior of self-
interested individuals, today’s research (especially in
behavioral economics) tends to integrate forms of proso-
cial behavior into economic analysis.

Smith’s work also contributed to shaping economists’
view of the market as a coordinating device in a world in
which private property and freedom enable individuals to
make self-interested decisions autonomously, without ex
ante coordination by some outside (political) authority:
The market is a social mechanism that ensures, ex post,
that individual decisions are consistent with one another
and generate an orderly result. Smith’s “invisible hand”
metaphor has often been recognized as an effective repre-
sentation of this mechanism:

by directing [ . .. ] industry in such a manner as its produce
may be of the greatest value, he [man] intends only his own
gain, and he is in this, as in many other cases, led by an invis-
ible hand to promote an end which was no part of his inten-
tion. By pursuing his own interest he frequently promotes that
of the society more effectually than when he really intends to
promote it. (Smith, 1776/1981, p. 456)

Because individuals are not isolated but part of a larger
human community, their actions have unexpected or unin-
tended consequences at the system level. Individuals take
into account only their self-interest, yet their choices affect
others and trigger a chain of interactions that eventually
affect society as a whole, well beyond their original inten-
tions. Strikingly enough, Smith argues that this sponta-
neous process does not lead to chaos but to harmony:
Self-interest may not seem a noble motivation, yet it trig-
gers consequences that benefit society even more than
those arising from benevolence. Thus, there is no need for
a strong state power that would impose social order from
above, as argued by Thomas Hobbes (1651/1996). The idea
of unintended consequences and the possible reconciliation
of individual self-interest and social good, first articulated
by Smith, have been at the core of subsequent economic
reflection—which is another reason why Smith is credited
as a founder of the discipline.
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While acknowledging the merits of the market, Smith
did not deny the need for a solid government. In particular,
he insisted that government should ensure the basic condi-
tions that allow markets to function properly, primarily
protection of private property and enforcement of contracts
(Smith, 1776/1981, p. 910). The government should also
be in charge of surveillance against what we would call
today unfair competition and other abuses (Smith,
1776/1981, p. 145).

The Smithian Heritage
and the “Classical” School

Smith’s seminal work stimulated much reflection. On
individual behavior, the idea that individuals act to satisfy
their self-interest gradually developed into the individual
optimization principle that is at the basis of today’s text-
book microeconomics (see below). This principle has often
been criticized as restrictive, not taking into account the
multifaceted motivations that drive human behavior. Yet
historians of economics have highlighted that in the nine-
teenth century, the economic model of individual behavior
had the merit of supporting an egalitarian perspective that
had great impact on political debates. If the same scheme
holds for all individuals, they are all equal and have the
same capacity for decision making,; observed differences,
if any, depend only on incentives, chance, and history. This
egalitarian view was shared by most economists of the
time and strongly contrasted the (then also widespread)
hierarchical stance that regarded the lower classes of soci-
ety and supposedly “inferior” ethnic/racial groups as less
capable of making decisions and thus in need of guidance
(Peart & Levy, 2005). Interestingly, the infamous “dismal
science” designation of political economy was originally
an accusation against economists’ antislavery orientation,
which resulted from their belief that all humans are equal
(Levy, 2001).

On the coordinating mechanism, reflection was moti-
vated by the questions that Smith had left open as well as
by the socioeconomic transformation brought by the
Industrial Revolution. David Ricardo (1772-1823) pro-
vided one of the finest analyses of the relationship
between prices and quantities; although he did not use
mathematics, his compelling arguments raised the level of
rigor in the subject and set basic standards for later mod-
eling. His On the Principles of Political Economy and
Taxation (1817/2004) offers an in-depth analysis of the
effects of scarcity on price formation. Suppose some
quantity of produce (say, a ton of corn) can be obtained
with a given amount of labor and other inputs (seeds,
water, fertilizers) on fertile land. Production of a ton of
corn on less productive terrain requires larger amounts
of inputs, so production costs are higher. Hence, self-
interested producers will exploit fertile lands first and will
extend production to lower quality lands only when
demand is so strong that there are no spare high-quality
lands to satisfy it. In such cases, high consumer demand
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pushes up the market price of corn until it covers produc-
tion costs on the worst fields; consequently, price exceeds
the cost of producing corn on the best fields and earns a
“rent” for their landlords. While this description is highly
simplified and does not take into account potentially rele-
vant factors such as technological progress, it still allows
applications to present-day natural resource economics.
An example is oil, whose extraction costs differ in differ-
ent areas, so the worst oil fields are profitable only when
global demand is strong and prices rise.

Prices and quantities also vary depending on the com-
petitive conditions that prevail in a market. It was already
known that in monopoly situations, prices are higher and
quantities are lower than in cases in which several firms
compete, but no rigorous explanation of this phenomenon
was available until Augustin Cournot (1801-1877) with his
Researches Into the Mathematical Principles of the Theory
of Wealth (1838/1927). A pioneer of the use of mathemat-
ics to guide economic reasoning in times when few did so,
he illustrated how the sole seller of a good is able to control
the entire market and hence extract a monopoly rent. In the
case of two or more sellers, Cournot highlighted the impor-
tance of strategic interactions, so that each seller’s decision
depends on other sellers. The market is in equilibrium when
each firm’s output maximizes its profits given the output of
other firms—a notion of equilibrium that has been
acknowledged to prefigure that of (pure-strategy) Nash
equilibrium in game theory. The author also thought that
the weight of strategic interactions declines as the number
of sellers increases, so when many of them compete, no one
is capable of exerting any influence on market prices.
Cournot was the first to prove that under competitive con-
ditions, the quantity produced is such that its market price
equals (what we would call today) its marginal cost.

Economists of this time period are often referred to as
“classical” economists. Other prominent classical writers
include Thomas Malthus (1766—1834) and John Stuart Mill
(1806—1873). There have been controversies on the defini-
tion of the classical school, its timeframe, and scope: Smith
and Ricardo are considered among its main contributors,
while Cournot is less frequently included, although there are
similarities and differences between all three. On the whole,
these writers were mainly interested in production/supply
forces, working conditions, and the relationship between
wages and profits, while they placed relatively less empha-
sis on utility, consumption, and demand. Although Ricardo’s
rent theory relied on demand to determine whether less pro-
ductive resources could be profitably used, and Cournot
went as far as to draw supply-and-demand diagrams, these
writers did not derive demand from utility; even Cournot
with all his mathematics regarded it only as an aggregate
relationship calculable from expenditure data. Arguably, it is
not that their arguments were underdeveloped but that the
classical school primarily pointed to the influence of the
whole economic system on individual behavior, rather than
the other way round, and focused on the differential impact
of conditions of production on individuals according to their

position as workers, capitalists, or landowners. This view-
point had the merit of calling attention to problems related
to income distribution and the possible tension between
wages and profits.

Early nineteenth-century policy debates focused on
free-market principles and the role of the state in counter-
ing potential negative effects of markets. One key contro-
versy concerned unemployment, of which external trade
was one perceived cause, to the extent that increased low-
cost imports might have resulted in national workers being
displaced by cheaper foreign workers; similarly, techno-
logical innovation could be conducive to displacement of
workers by machines. Would the market mechanism self-
adjust to reabsorb the workers left idle by an opening of
the country to external trade and/or a technological
shock? These questions are important for the well-being
of a country and, since then, have recurred several times
in the history of economics. A prominent contributor was
Ricardo, who first claimed that market adjustments
would be sufficient and then admitted that consequences
for the working classes were likely to be hard, at least for
some time—although he still believed that restraining
technical progress and free trade would have been detri-
mental to the country.

Like Ricardo, many supported free trade despite its pos-
sible inconveniencies and the need for government to inter-
vene in some cases. However, this time period also saw the
development of socialist ideas in reaction to the conditions
of workers in the new industrial age and the classical eco-
nomic thought that accompanied it. Influenced by classical
authors but at the same time critical of them, Karl Marx
(1818-1883) highlighted the internal contradictions of the
current social relationships of production, the conflict
between labor and capital, and the historical tendencies
that brought about the modern economic system but also
generated tensions that eventually led to its collapse.
Marx’s Capital (1867) attracted many followers in eco-
nomics and also inspired political action directed at radical
social, economic, and political change.

The Late Nineteenth Century and the
“Neoclassical” (Marginalist) School

From the second half of the nineteenth century onward,
increased emphasis was put on consumption rather than
production only, with the introduction of a notion of utility
as a measure of individual satisfaction from the consump-
tion of goods or services. Some reflections on utility had
already appeared, with the idea that the problem of political
economy and the ultimate purpose of all productive activi-
ties is to satisfy human wants at best. Yet it was long before
utility could be fully integrated within economic models,
not least because at first glance, it may have appeared as a
subjective, qualitative notion devoid of any objective, let
alone quantifiable, attribute. The solution came from rein-
terpreting utility not as an absolute but as a relative magni-
tude, varying from one individual to another and for each



individual, depending on the available quantity of a good.
One could thus distinguish the total amount of utility from
“marginal” utility—namely, the change in the level of util-
ity that results from a given increase in the quantity of the
good. Marginal utility was thought to diminish with the
quantity consumed, reflecting the capacity of individuals to
order the possible uses of successively acquired units: For
instance, one would reserve the first gallons of water
for drinking and the successive ones for personal hygiene,
for housekeeping, and finally for watering plants. In pass-
ing, this assumption solved what earlier thinkers considered
a paradox—the fact that useful goods such as water or air
have low market value: The reason is their abundance,
which means that the last increment in quantity generates
an extremely small increase in utility. These results sug-
gested an interpretation of self-interested behavior in terms
of attempts to raise one’s utility to its highest possible
level and were obtained independently, in 1871-1874, by
William S. Jevons (1835-1882) in Britain, Carl Menger
(1840-1921) in Austria, and Léon Walras (1834-1910) in
Switzerland.

The importance of thinking in terms of marginal varia-
tions rather than total magnitudes proved so useful to
account for utility and demand that it was subsequently
extended to supply. In fact, notions of marginal productiv-
ity and marginal cost of production, as opposed to total
productivity/cost, had already been introduced (e.g., by
Cournot) but were refined and generalized in the 1890s by,
among others, John B. Clark (1847-1938), Philip H.
Wicksteed (1844-1927), and Knut Wicksell (1851-1926).
Marginal reasoning seemed so important that the eco-
nomic thought of this time period is often referred to as
marginalism.

Accounts of the market mechanism of this time period
place emphasis on the symmetry of supply-and-demand
factors and on the resulting equilibrium. Individual
demand and supply are derived, respectively, from agents’
calculations of utility (for consumers) and profit/cost (for
firms), and market supply and demand are obtained by
aggregating all individual values. When market supply
equals demand, the market is in equilibrium—that is, the
decisions of all households and all firms are consistent
with one another. These common traits can be combined
with different assumptions to give rise to various models
of the market. Alfred Marshall (1842—-1924) is renowned
for developing a “partial equilibrium” approach, focusing
on the study of a single competitive market and illustrated
with the help of price-quantity diagrams in which demand
decreases and supply increases with price. The intersec-
tion of the supply-and-demand schedules identifies
equilibrium—a price at which supply equals demand and
the market clears (Marshall, 1920). The partial equilib-
rium approach provides a tractable framework to study the
relationship between price and quantity; however, it is
based on the restrictive assumption that changes in the
price of a good have repercussions on the quantity of that
good only, ruling out the possibility that a variation in the
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price of a good will have an impact on the demand and
supply of substitutes and/or complements. Hence, it can
be taken at most as an approximation, not as a rigorous
analytical device. In contrast, interdependencies among
markets were a key concern for Walras (1874/1977), who
tried to model agents who allocate their budgets to the
purchase of multiple goods so that changes in the market
price and/or quantity of one good are likely to have reper-
cussions on the markets for other goods. His notion of
“general equilibrium” is directly derived from this view
and corresponds to a situation in which supply equals
demand on each market, so that all clear simultaneously.

A closely related, though distinct, question is whether
and how actual trade practices will drive prices and quan-
tities toward equilibrium. Again, Marshall and Walras pro-
vided different answers. Walras (1874/1977) proposed a
model of auctions in which at given prices, all traders
declare the quantity of each good that they wish to buy or
sell at those prices; if with these quantities, supply equals
demand on each market, then this is the general equilib-
rium and trade takes place; if not, prices are adjusted in
such a way that they diminish where supply exceeds
demand and increase in the opposite case; at the new set of
prices, traders announce again the quantities that they wish
to buy or sell, and the process (which he labeled tdton-
nement, a term still used in the literature) starts again, until
equilibrium is reached. In short, transactions take place
simultaneously, at equilibrium only, so that the same prices
apply to all traders. Instead, Marshall (1920) had in mind a
sequence of bilateral transactions on a single market, in
which each pair of traders negotiates a price and each
transaction withdraws some units from the market so that
lesser quantities are available for later trades—in other
words, the conditions under which traders negotiate are
altered at every step. Such changes gradually dampen price
adjustments until they reach the level that corresponds to
the intersection of supply and demand. Here, transactions
occur sequentially, in disequilibrium, at prices that may
differ from one pair of traders to the other.

Is there continuity or rupture between the classical
school of thought and the marginalist—also known as
“neoclassical”? The emergence of the latter current of
thought used to be referred to in HET as a “revolution,”
thus suggesting a major change, which some argue is pri-
marily due to the postulated symmetry between supply-
and-demand conditions rather than to the use of marginal
concepts, yet important features of neoclassical thought
and elements of reflection on utility and demand were
anticipated by earlier authors. Today’s HET scholars
mostly believe that there was no such thing as a sudden
transformation of the discipline but a long, slow transi-
tion; key marginalist concepts appeared early, but it took
long before they were systematized into a coherent, com-
prehensive framework. In turn, neoclassical economics
does not constitute a single theory but rather a family of
approaches: The market models of Marshall and Walras
are examples of such differences.
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Openness to more rigorous thinking and increased use
of mathematics have been often thought to characterize
neoclassical theories; an indication of this tendency is the
renaming of the discipline in the late nineteenth century
from political economy to economics, primarily at the ini-
tiative of Marshall. However, qualifications should be
introduced to the extent that some earlier writers such as
Cournot had already used some mathematical tools in their
analysis (Theocharis, 1993); conversely, late nineteenth-
century economists were not unanimous on the desirability
of using mathematics, and Marshall himself limited his
quantitative expressions to a minimum. It took long before
the use of mathematics became standard in the profession,
and debates on the legitimacy of using mathematical tools
in the study of human behavior and society have been
recurrent since then.

HET Since 1925

This section outlines the development of neoclassical
economics in the twentieth century, with focus on its two
hallmarks of individual optimization and market equilibrium.
The section also includes an overview of the emergence of
macroeconomics and how it gradually came to incorporate
the principles of optimization and equilibrium.

Neoclassical Economics: Individual
Optimization and Market Equilibrium

The neoclassical concept of utility was refined over
time, and mathematical models of utility maximization
under a budget constraint saw the light. Progressively, the
constrained maximization model was extended to the study
of all individual decision units, on both the demand and the
supply side of the market, and became the basis of all
analyses of individual economic behavior. It gradually
came to be understood as rational behavior—choosing the
best possible means to achieve one’s ends. This opened the
way to a conception of economics based on two pillars:
optimizing behavior of agents (both consumers and firms
with, respectively, utility and profit as objective functions)
and equilibrium of markets. The contribution of Paul
Samuelson (1915-2009) was essential to these develop-
ments and mainly consisted in rewriting many problems of
economics as maximization problems, with extensive use
of mathematics. From the 1940s onward, Samuelson’s
effort to show that apparently diverse subjects have the
same underlying structure and can be treated with the same
mathematical tools gave unprecedented unity and coher-
ence to the discipline.

The optimization model has not been beyond dispute,
though: At least since the 1950s, Herbert Simon
(1916-2001) and others contended that actual decision
makers lack the cognitive capacities to solve maximization
problems and rather content themselves with “satisficing”
behavior, choosing options that are not optimal but make
them happy enough. Along these lines, they developed a

“bounded rationality” approach as an alternative to the
seemingly strong rationality requirements of the individual
maximization model.

Regarding market models, Marshall’s partial equilib-
rium approach continued to be used in applied economic
studies, but it was the general equilibrium model that most
attracted the attention of economic theorists during this
time period. Its extraordinary development after World
War II was largely due to the introduction into economics
of highly advanced mathematical tools and of a new way
of thinking about mathematics (Weintraub, 2002a). The
new tools allowed for a sophisticated refinement of
Walras’s approach, named the Arrow-Debreu-McKenzie
model after its main contributors. A major achievement in
the 1950s was a formal proof of existence of equilibrium.
The difficulty was that it was not enough to show that the
system of simultaneous equations representing equality
between supply and demand in all markets has a solution:
For this solution to be meaningful economically and not
only mathematically, it was also necessary to prove that
equilibrium prices and quantities are nonnegative. By
demonstrating that it is indeed the case, it was established
that the notion of a set of prices that clear all markets is
consistent (i.e., that the notion of equilibrium of a system
of interrelated competitive markets is not void).

Another success for general equilibrium theory was the
mathematical proof of the so-called two theorems of welfare
economics—a modern reinterpretation of Smith’s “invisible
hand.” The first theorem states that a general equilibrium
corresponds to a socially optimal allocation of resources,
and the second states that, under some conditions, any
socially optimal allocation of resources can be sustainable
by a general equilibrium. These results shaped policy dis-
cussions for long: They amounted to rigorously establishing
the properties of the free-market mechanism that earlier
economists had put forward intuitively—namely, the idea
that a market-based solution to the problem of allocating
scarce resources produces a desirable outcome for all and
cannot be superseded by any other alternative. The two the-
orems made a strong case for the free market but also
enabled clear identification of cases where government
intervention is legitimate: Whenever the assumptions that
support the two theorems (e.g., competitive conditions) are
not met, the market may fail to yield efficient outcomes
(“market failures”), and the government should step in.

In the 1950s and 1960s, such progresses put the Arrow-
Debreu-McKenzie model at the center of the stage and
increased confidence in its potential to provide the whole of
economics with rigorous mathematical foundations.
However, problems started with attempts at proving two
other key properties of equilibrium—namely, stability and
uniqueness. The question of stability was meant to ensure
that after an exogenous shock, the market mechanism is
capable of generating endogenous forces that bring it back
to equilibrium; if equilibrium exists but the market cannot
find it, then arguments for free markets are harder to make.
In addition, if uniqueness is not guaranteed, it is unclear
where an adjustment process might drive the system after a



shock; besides, some equilibriums may be unstable. It
became soon clear, though, that formal proofs of stability
and uniqueness could be obtained only under very restric-
tive, unrealistic assumptions. Critics stressed that these
results reveal that with all its mathematical underpinnings,
general equilibrium theory did not truly succeed in improv-
ing knowledge of how the market mechanism works and
how prices adjust in response to variations of supply-and-
demand conditions (Ingrao & Israel, 1990). Today the the-
ory is still part of economists’ education, but research in
this field has entered a phase of relative decline.

Keynes and the Emergence of Macroeconomics

In the aftermath of the Great Depression, macroeconom-
ics also entered the scene. John Maynard Keynes
(1883—-1946), one of the fathers of the new approach, is
among the most influential economists of the twentieth cen-
tury. His General Theory of Employment, Interest and
Money (1936/1997) proposed a new way to look at eco-
nomic systems, one that placed emphasis on quantity adjust-
ments at given prices, rather than on the supposed capacity
of price adjustments to equilibrate markets, and focused on
aggregate relationships rather than on individual behavior.
The new approach was rooted in the belief that the
macrolevel of analysis differs in nature from the microlevel
and contented itself with the use of simple behavioral
assumptions that do not require optimization: Consumers
spend a fraction of their income and save the remaining part,
and firms’ investment decisions depend inversely on the
interest rate. In this way, it hoped to tackle the question of
unemployment that was crucial at the time. The neoclassical
conception was ill-suited to explain why some people could
be involuntarily unemployed for long: It regarded labor as
hardly different from any other good, so that market price
adjustments should in principle bring the system back to its
full-employment equilibrium after a temporary shock. In
contrast, Keynes stressed the specificity of labor relative to
other goods and suggested that the level of employment may
depend less on prices than on aggregate demand (i.e., the
total expenses of an economic system). In this perspective,
an economy may be unable to deliver full employment,
even if all markets for goods clear in the long run:
Underemployment may be its normal state. In this sense, the
book challenged the idea that markets are capable of self-
regulation and built a theoretical framework that legitimated
increased government intervention to stimulate the econ-
omy. Policy measures could take various forms, ranging
from increased public spending to lower interest rates to
encourage investments and thus raise demand for labor.

The book had enormous success and changed the way
economists and policy makers looked at the role of gov-
ernments in a market economy: Not only did it inspire a
significant amount of research work, but it was also at the
basis of economic policies in Western countries after
World War 11, so it is sometimes referred to as a Keynesian
“revolution.” Policies of demand stimulation along
Keynesian lines were enhanced by the parallel development
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of macroeconometric techniques that made it possible to
assess the state of an economic system and to estimate the
impact of government interventions.

However, the neoclassical approach was not completely
abandoned, and in particular, a group of economists tried
to reconcile it with Keynes’s view. A hallmark of this ten-
dency is the model known as IS/LM, designed in 1937 by
John Hicks (1904-1989) to represent key principles of the
General Theory in the form of a system of simultaneous
equations reminiscent of those of general equilibrium the-
ory. Indeed, the model succeeded in capturing some major
aspects of Keynes’s thought, but at the same time, its partly
neoclassical roots made it less suited to account for the
possible existence of unemployment in an economy that is
otherwise in equilibrium. Later, the IS/LM model was
enlarged to take into account international transactions
(the so-called Mundell-Fleming model) and was accompa-
nied by a Phillips curve that explained the behavior of
prices on the basis of an inverse relationship between infla-
tion and the level of employment. Starting in the mid-
1950s, a consensus emerged around this approach at least
in the United States, where it constituted a basis for
descriptive economic analysis and for policy advice. It
coexisted with neoclassical microeconomics and became
known as the neoclassical synthesis, a designation com-
monly attributed to Samuelson.

Keynesianism came under attack after the 1973 oil cri-
sis and the ensuing nasty combination of inflation and
unemployment for which it seemed to have no remedies:
Demand policies would reduce unemployment but would
lead to higher inflation, while public expense cuts would
tame inflation but would raise unemployment. This period
saw the rise of an alternative approach, known as mone-
tarism and primarily associated with Milton Friedman
(1912-2006). Monetarism revived the pre-Keynesian
belief that market economies can regulate themselves
without any need for government intervention and brought
to light a strong relationship between money creation and
inflation, so that an economy may be destabilized if the
authorities print too much money: It followed that the focus
of economic policies should be solely on keeping the
quantity of money under control and that active demand
policies are useless, if not in fact damaging. Monetarism
spread widely in the early 1980s and had a strong influence
on policy making. Keynesian ideas did not completely
vacate the scene, though: Many became convinced that
government policies can still have a temporary effect and
that the Keynesian framework of analysis holds in the short
run, while the monetarist framework holds in the long run.

This compromise was challenged by Robert Lucas
(born 1937), who made a strong case for unifying the foun-
dations of economic theory through an extension to macro-
economics of the microeconomic assumptions of the rational
behavior of individuals and of the self-equilibrating capac-
ity of markets. Agents make optimal choices: In particular,
they form expectations about the state of the economy by
taking into account all available information and by pro-
cessing it in the best possible way, so that they can be
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called “rational expectations.” More precisely, agents make
consumption or investment decisions that take into account
the model of the economy as well as government policies,
so that they reach equilibrium immediately and their
expectations are validated. If all agents behave in this way,
the economy is always in equilibrium. A major implication
of this view is that economic policies are ineffective even
in the short run because they are anticipated by agents and
are accounted for in their decisions. Only unexpected poli-
cies that take individuals by surprise can move the econ-
omy from one state to the other—but this means that to be
effective, policies must be occasional and unsystematic or
else they will be detected, so the scope for governments to
steer the economy becomes extremely limited. A conse-
quence of this view is the invalidity of macroeconometric
models that purported to evaluate the effects of public poli-
cies with the help of aggregate data: If agents take into
account policies in their decision making, their behavior is
not policy invariant so that existing observations may not
predict future choices well. Only a sophisticated model of
how individuals make optimal decisions based on their
expectations can offer reliable predictions.

The rational expectations school of thought tried to give
greater coherence to the discipline by basing both micro-
and macrotheories on the two main pillars of individual
optimization and market equilibrium. This choice responded
to a widespread demand for more rigorous economic theo-
rizing but also reflected renewed confidence in the func-
tioning of the free-market mechanism and skepticism with
regard to government intervention; in this sense, it repre-
sents a comeback for pre-Keynesian attitudes. Since then,
most developments of macroeconomics have reflected this
tendency—with the development, among other things, of
the real business cycles approach by Finn E. Kydland and
Edward Prescott in the 1980s.

Although the great majority of macroeconomists have
now recognized the need to firmly ground macroeconomic
theorizing on sound microeconomic foundations, many dis-
agree with the pro—free market orientation of these currents
and have tried to develop alternative approaches that would
still be based on rigorous microfoundations but would lead
to Keynesian results, most prominently by showing the pos-
sibility for unemployment to persist in an equilibrium econ-
omy. These approaches, commonly referred to as New
Keynesian, have brought to light characteristics of the econ-
omy that might lead to this result, ranging from implicit
contracts, efficiency wages, and coordination failures to
imperfect competition. An overview and an appreciation of
their contributions are provided in De Vroey (2004).

Over time, a consensus gradually has been established
around general equilibrium theory and macroeconomics
with rigorous microfoundations, which have come to be
identified as the core of the discipline—what some now
call “mainstream” economics. They are now at the basis of
economics education and constitute a reference for the
profession as a whole. Since their introduction, training in

these fields has contributed to raise the level of rigor in
economics reasoning and to spread the use of mathemati-
cal and quantitative tools.

History of Recent Economics

Research in mainstream economics is still active, even if
there has been a relative decline in recent years. This has
paralleled a tendency to increasing diversification of
approaches, methods, and topics, which has seemingly
reversed the twentieth-century trend toward unification of
the different parts of the discipline. Still, economists tend
to have in common an enduring emphasis on mathematical
tools and formal reasoning.

A detailed account of the different emerging approaches
to economics would be beyond the scope of this brief
account of HET, but more information can be found in other
chapters in this handbook. This section instead will provide
an overview of some significant developments and how they
are challenging established knowledge in economics.

Models of rational behavior have put the accent on the
strategic dimension of rationality in situations where
agents make decisions whose success depends on the
choices of others. This shift in emphasis results from the
rise of game theory as a challenger to established micro-
economics, which has been spectacular in recent years
even though the origins of the theory date back to (at least)
the 1940s. Applications of game theory include bargain-
ing, imperfect competition, and questions at the interface
between economics and other sciences, such as social net-
work formation, the emergence of social norms, and vot-
ing systems.

Assumptions of individual rationality do not go unques-
tioned, though. The stream of research that is known as
“behavioral economics” has provided substantial evidence
that humans often violate some implications of optimiza-
tion models and has tried to develop more realistic psy-
chological approaches to the study of individual behavior.
Some researchers, in particular, have focused on how hap-
piness and individual satisfaction, as well as prosocial and
cooperative attitudes, may be important determinants of
individual behavior that were not fully accounted for in
older maximization models. To do so, new sources of
information have been exploited, notably experimentation
and analysis of survey data with the help of increasingly
sophisticated microeconometric techniques. While these
fields remained marginal for a while, they are now recog-
nized parts of the discipline and attract an increasing num-
ber of young economists.

Models of the market have been greatly enriched by a
detailed study of auctions and other mechanisms of allo-
cating goods. Part of the motivation for these studies in the
1990s and early 2000s was the need to design trading
mechanisms that would help governments to privatize
companies, infrastructures, and other facilities that they



previously owned. To some extent, economists’ work in
this area resembles that of engineers at the service of the
government—a new role that, nevertheless, renews the
time-honored image of the political economist as an
adviser to the policy maker. These studies depart from the
general equilibrium tradition in a double sense: First, they
highlight the importance of trading institutions to yield
socially desirable outcomes, instead of abstracting them
away, and second, they signal a tendency to focus less
on interdependencies and rather concentrate on single
markets—what Marshall modeled in a “partial equilib-
rium” perspective.

At the macrolevel, greater emphasis has been placed
on economic governance. The conditions under which
governments can ensure protection of property rights and
enforcement of contracts, already emphasized by Smith
as key requirements for market economies to function
properly, have been studied in greater depth from the
1990s onward. Focus on governance and institutions
sometimes accompanies criticisms of pro—free market
principles but sometimes supports the free-market tradi-
tion of thought by providing a more precise definition of
how the government can create conditions for markets to
function properly.

Conclusion

To conclude, it can be said that the discipline advances
over time with the progressive introduction of new tools,
new approaches, and an improved understanding of key
concepts. Yet some questions are recurrent and constitute
some of the great, unresolved dilemmas of contemporary
society. This chapter has emphasized the problems of
individual economic behavior, the functioning of the
market mechanisms, and the place of the market vis-a-vis
the government. The answers provided at different epochs,
though based on different arguments and different sources
of evidence, often have elements in common—partly
because these are issues that have major philosophical and
political implications. By accounting for the circumstances
in which a variety of responses have emerged in the past,
HET can contribute to today’s reflection on these issues.
As Keynes (1936) once wrote,

The ideas of economists and political philosophers, both when
they are right and when they are wrong, are more powerful
than is commonly understood. Indeed, the world is ruled by
little else. Practical men, who believe themselves to be quite
exempt from any intellectual influences, are usually the slaves
of some defunct economist. (p. 383)

Notes

1. For an overview of methodological debates in HET, readers
may wish to consult Weintraub (2002b).
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Economic HISTORY

Sue HEADLEE

American University

conomic history is the series of social arrange-

ments and physical processes by which human

societies produced the material conditions of
human life since the emergence of the human species. The
discipline of economic history is the study of this series of
arrangements and processes, although much of the disci-
pline is devoted to the study of the development of modern
economic growth. The reason for this is that modern eco-
nomic growth brought with it sustained and accumulating
increases in the per capita wealth of human societies.
Before modern economic growth, any improvement in pro-
ductivity led to an increase in the population, not an
increase in the standard of living.

In this chapter, human economic history will be exam-
ined through the lens of the discipline of economic history.
First, theory is analyzed, and then empirical evidence. The
theory and evidence sections are followed by policy impli-
cations, future directions for research, and a conclusion.

Theory

Neoclassical economic theory was largely developed in the
nineteenth and twentieth centuries at the time of industri-
alization of the West. It is able to explain the increase of
total output and the output per capita for societies with
market economies experiencing modern economic growth.
Simon Kuznets (1968) defined modern economic growth
as sustained and faster growth of output per capita than the
rate of growth in earlier periods of history. Neoclassical
economic theory does not explain long-term growth or
growth of societies where the market is not the predomi-
nant mechanism to allocate resources.

Economic growth is caused by an increase in the amount
or quality of capital or labor used in production, an increase
in the ratio of capital to labor, and technological innovation,
according to Robert Solow’s (1970) theory of economic
growth. Douglass North (1981) added a theory of institu-
tions to the theory to make it possible to analyze longer term
growth, starting before markets and aiming to understand
how societies came to have markets allocate resources.
North thus theorized about how humans advanced from
hunting and gathering to the discovery of agriculture and the
subsequent rise of ancient civilizations such as ancient
Greece and Rome, the rise and fall of feudalism in Europe,
and finally the era of early modern Europe. With a theory of
institutions, North could explain the distribution of the costs
and benefits of economic growth.

As a field of economics, the discipline of economic his-
tory has focused on the causes and effects of modern eco-
nomic growth in the West. This is important because in fact
modern economic growth arose in the West and then trans-
formed the world, creating the industrial civilization that
we live in today. What follows is a survey of the factors
most widely thought to cause modern economic growth.

Causes of Modern Economic Growth
Expansion of Markets and Trade

Adam Smith (1776/1976) wrote that the greater the
extent of the market and the greater the development of the
division of labor and specialization, the greater the wealth
of nations. Since Smith, neoclassical economists have
focused on markets, the market system, and the price mech-
anism as the foundations of modern economic growth.

13
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Neoclassical economic theory states that when output and
inputs to production are allocated by markets efficiently,
this stimulates growth. In addition, relative prices guide
economic agents to make production and distribution deci-
sions efficiently. David Ricardo (1819) put forth the com-
parative advantage theory of why countries trade. This
theory held that it was to the advantage of all countries to
trade by specializing in the production of a good in which
they had a comparative, even if not absolute, advantage.
Increasing international trade causes economic growth.

Evolution of Institutions

North won the Nobel Prize in Economics for adding the
causal factor of the evolution of institutions to the neoclas-
sical growth model. A key institution is the regime of prop-
erty rights, which gives economic agents incentive to save
and invest in physical, financial, and human capital.
Political institutions evolve that specify and enforce these
property rights. Institutions, like markets, provide incen-
tives. Economists believe that when there are positive
incentives to do so, people will respond with behavior that
leads to growth. If property rights are secure, farmers will
invest in improving their farms.

Rise of the Modern State

Among the institutions conducive to modern economic
growth, of great importance is the modern state.
Premodern states are a drag on progress because they favor
the elite, aristocrats, and landowners, giving them rent
(income from power and owning land) rather than gains
from investment in production. Modern states, more repre-
sentative of the middle classes, can implement economic
policy to favor domestic markets. This leads to an increase
in the standard of living of the population. Government
policies that help economic growth include the investment
in infrastructure, such as railroads and ports, and in human
capital, such as literacy training for adults and the spread
of primary education for children.

Accelerated Technological Change

Thomas Malthus (1798/1993) held that incomes do not
rise when there is an increase in productivity. He argued
that populations tend to grow beyond the capacity of
resources and that societies use an increase in production
to support more people, rather than to increase the standard
of living. Historically, much of the world has stayed in a
static economic condition or has gone through waves of
expansion followed by decline because of this Malthusian
trap. Malthus lived before the great acceleration of tech-
nology that made modern economic growth possible.

Joel Mokyr (1990, 2002) has written that the important
characteristic of the Industrial Revolution was its accelerat-
ing and unprecedented technological change. Technological
innovation increases the productivity of labor, making an

increase in income per capita possible. Technological
change has developed slowly throughout history, but in the
late eighteenth century, there was a dramatic speedup in the
pace and the ability to sustain it. The Industrial Revolution
was a pivotal event in human history. Technological change
revolutionized manufacturing, agriculture, and transporta-
tion in the nineteenth and twentieth centuries.

Human Capital and the Stock of Knowledge

Gary Becker (1975) stressed the role of human capital
in causing economic growth. Human capital is what econ-
omists call the result of investing in education and training,
just as investing in productive equipment is called capital
formation. Solow’s (1970) growth model shows that this
investing in education improves the quality of the labor
input and thus adds to the productive capacity of the econ-
omy. Mokyr (1990, 2002) provides a history of the devel-
opment of the stock of knowledge in the West that enabled
the elites of societies to advance the mastery of nature for
the benefits of the masses of the population.

Demographic Changes

Becker (1975) found that under certain circumstances,
people reduce the number of children they have. They may
do this because they no longer need the labor of children
on the farm or for security in old age. They may do it to
have a higher standard of living for themselves and/or to
have “higher” quality children. This makes it possible for
the economy’s output to grow faster than the population.
There is a feedback loop here in that as income per capita
grows, people reduce family size further. In some soci-
eties, the demographic transition from women having
many children to having fewer children comes before eco-
nomic growth, and in some it comes after that growth.
North (1981) speaks of this process as lining up individual
and social costs and benefits of having children.

Evolution of Capitalism and Industrialization

Under capitalism, profit maximization by the capitalist
firm induces competition and that induces technical inno-
vation, as firms look for ways to increase productivity and
reduce costs. That in turn increases the productivity of
labor, further propelling industrialization. The factory sys-
tem evolved to capture economies of scale by using the
steam engine and organizing large groups of hired labor.
Factories replaced artisan shops, home production, and the
cottage industry. Thus, it was not just the application of
science and technology to production that created modern
economic growth but also a new way of organizing pro-
duction: capitalism. Capitalism uses a market economy
based on private ownership by individuals or corporations
and private investment. The role of the state is to protect
property rights and contracts. The first Industrial
Revolution consisted of the mechanization of production



and the use of inanimate power. Joseph Schumpeter (1961)
stressed waves of technological innovation financed by
the extension of credit as characteristic of capitalism.
“Industrial capitalism” was the initial path out of the
Malthusian trap in the West.

Expansion of Agriculture

W. W. Rostow (1960) wrote that an increase in agricul-
tural output beyond what is required for subsistence is
needed to free up agricultural workers for industrial jobs,
to supply food, for markets and for capital. Commercialized
agriculture tends to produce this increase and thus
replaces subsistence farming. One structural change
accompanying modern economic growth is the reduction
of the percentage of the labor force that is working in
agriculture.

External Causes: Shocks and Substitutions

Neoclassical economics has had success in explaining
the economic growth of countries such as the United
Kingdom and the United States. But not all countries were
so fortunate as to evolve by market mechanisms. Some
countries were awakened by external shocks, from the
commercial or military power of those early industrialized
states. When a nation is shocked, it can respond to this
challenge by adopting the industrial capitalism of its con-
querors as Japan did in the nineteenth century, or it can
submit and be dominated, as China did. Alexander
Gershenkron (1962) wrote that, in backward countries, the
state could make substitutions for one of the missing pre-
requisites for industrial development, such as taking the
place of entrepreneurs if none were available in the private
sector. He theorized that the more backward the country,
the more the state focused efforts on developing heavy
industries and large-scale production. This path to modern
economic growth is more than usually uneven and dualis-
tic, with the modern sector developing independently of
the traditional sector, and often with no increase in the
standard of living of the common people, as can be seen in
Germany and Russia in the nineteenth century.

External Causes: International Trade
and Investment, Colonialism, Imperialism

Neoclassical economists argue that the colonial powers
broke down the barriers to growth in non-European coun-
tries, freeing them up for potential modernization.
Furthermore, foreign-promoted export expansion—by
means such as developing plantations and mines—enabled
non-European countries to grow. Some European colonial
powers left additional positive legacies, such as the rule of
law, secure property rights, modern transportation, and
communication systems. On the other hand, Andre Gunder
Frank (1966) argued that in the nineteenth and twentieth
centuries, foreign capitalist penetration of countries such
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as Argentina and India led them to be dependent on the
European powers, resulting in underdevelopment at home.
This is called dependency theory. On this view, at the time
of independence, after draining off the surplus production
for decades, the colonial powers left their former colonies
in the hands of a local elite uninterested in pursuing eco-
nomic development, and they left a transportation system
designed to facilitate export from the colony to the mother
country, rather than for internal development within the
country or region. The railroads led from the interior of
Africa and Latin America to the ports but not between
places within each continent. Technological change
brought by the colonial powers did lead to an increase in
productivity, but it did not lead to an increase in the stan-
dard of living of the larger population, which stagnated
during the colonial period.

Effects of Modern Economic Growth

The increasing productivity of labor achieved under mod-
ern economic growth causes the cost of basic goods to fall
and enables the real wage to rise. There is also a huge
decrease in the drudgery of labor, and life in general
becomes more comfortable. A large middle class develops
between the old groups of rich and poor of premodern
days. Medical advances and improved sanitation lead to
declining mortality and morbidity rates (Riley, 2001). All
these signify great increases in material well-being of the
bulk of the population. North (1981) and Lindert and
Williamson (1983) take this view of the consequences of
modern economic growth.

Not all economic historians agree on the positive effect
of modern economic growth on the working class and on the
poor. Frederick Engels (1845/1974) and Eric Hobsbawm
(1968) saw this effect as negative. Cynthia Taft Morris and
Irma Adelman (1988) argue that the nature of this effect
depends on the timing and pace of industrialization, devel-
opments in agriculture, and the growth of population. They
theorize that, in the early stages of modern economic devel-
opment, per capita income and the average wage in agricul-
ture and in industry do fall somewhat, and the proportion of
the population in extreme poverty does rise. This happens
where change was rapid and new employment was not avail-
able to replace the traditional jobs that were lost due to eco-
nomic change. However, Morris and Adelman maintain that
in the long run, poverty was reduced by the continued
growth in the productivity of labor.

Due to contemporary concerns over climate change,
Angus Maddison (2007) has projected trends in the future
relationships between economic growth, energy consump-
tion, carbon emissions, and global warming. This theoriz-
ing sheds light on pollution as a major effect of the
Industrial Revolution. Starting with the use of coal, the
first fossil fuel, and later petroleum, the second fossil fuel,
the energy sources for industrialization produced the neg-
ative externality of pollution. On the other hand, Indur
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Goklany (2007) presents arguments and evidence that we
are living on a cleaner planet due to technological innova-
tion and economic development.

Modern economic growth gave wealth and power to the
West, and that economic power led to political and military
power and the ability to dominate much of the world. Some
find this course of events to be negative and label it
Western imperialism. Others interpret it as merely a matter
of increased trade and investment of the West in the rest of
the world with positive effects for all.

The Historical Record

Europe

The economic history of Europe is studied because
Europe was the first region of the world to develop modern
economic growth and because of its successful offspring:
the United States, Canada, Australia, and New Zealand.

To discuss the economic history of Europe as far back
as the Roman Empire, we must leave the realm of modern
economic growth and enter the realm of long-term eco-
nomic development. North (1981) stressed the importance
to continental Europe of inheriting Roman law, the codifi-
cation of property rights. The Roman Empire lasted for a
thousand years, with a high point in 200 CE. The Roman
Empire conquered what today are the European nation-
states of Italy, France, Spain, the United Kingdom, and
Romania. The Roman Empire collapsed in the fifth cen-
tury CE. In the Dark Ages that followed, there is little
empirical evidence of economic activity in Europe. It is
known that the rise of Islam caused the Mediterranean to
become a Muslim lake in this period.

Economic historians have analyzed the rise and fall of the
European feudal system, with a labor system of serfdom and
a political system of decentralized control by lords.
Eventually, long-distance trade was revived and cities evolved
in previously rural economies. Manufacturing advances such
as in the production of woolen yarn and woolen garments
took place in northern Italy and Flanders.

Robert Brenner (1987) ignited a debate by arguing that
in the fourteenth century, there was a great divide between
Western and Eastern Europe. In the West, the feudal system
evolved from a labor system of dependent serfs to a labor
system of independent peasants, and thus forward eco-
nomic developments could occur. In the East, the feudal
system was confirmed in the form of serfdom and thus
doomed to backwardness. This was also the era of the Black
Death, in which so many Europeans died that there was a
fundamental change in the labor-to-land ratio. In Western
Europe, that enabled serfs to become free peasants.

Jan de Vries (1976) wrote a general history of Europe
from 1600 to 1750. This is a crucial period because it was
a period of crisis in Europe’s traditional economy after the
great expansion of the sixteenth century and before the

great expansion that came with the Industrial Revolution.
Countries and regions responded differently as they reached
the limits of earlier forms of economic growth. Economic
activity and political power shifted from the Mediterranean
and the exhausted empire of Spain to the northwestern edge
of Europe and its Atlantic coast. Parts of northern Europe
achieved highly commercialized agriculture; southern areas
struggled to achieve subsistence. Industry moved to the
countryside and was restructured as the “putting-out sys-
tem,” also referred to as proto-industrialization. The Dutch
added dynamism to trade with ships that could carry great
bulk, creating a new high-volume, low-value trade. The
British were creating an Atlantic economy with their
colonies in North America. Europe was urbanizing with a
few cities growing rapidly. In northwestern Europe, gov-
ernments invested in canals, roads, and coastal shipping.
Markets in land, labor, and even some capital markets were
developing. All these activities were creating the precondi-
tions for industrialization and huge economic growth to
come in northwestern areas of Europe.

Brenner (1987) argued that in the seventeenth century,
the United Kingdom pulled ahead as the strongest econ-
omy in Europe by developing capitalist farming using
commercialized land, capitalist farmers, and wage labor-
ers. This is in contrast to France, which by and large kept a
semi-feudal system of peasants and sharecropping—a less
progressive form of agriculture.

A large literature has been created on the economic history
of the United Kingdom, the Netherlands, France, Germany,
and Russia. I present the main outlines of these stories.

The United Kingdom

In the hundred years from 1760 to 1860, the economy
of the United Kingdom was transformed by the Industrial
Revolution. This spread to the European continent a gen-
eration later. Under the hegemony of the United Kingdom
between 1850 and 1914, there was a dramatic spread of
modern economic growth throughout much of the world,
in individual countries, in some colonies, and in an inter-
national economy with global capital markets, railroad
construction, and a global cotton textile market. The disci-
pline of economic history has sought to explain why the
Industrial Revolution took place in Western Europe and
why it began on the small islands of the United Kingdom.

David Landes (1969) documented the leading sectors of
the Industrial Revolution in the United Kingdom: cotton
textiles and the coal-steam-iron complex. In the cotton sec-
tor, technological innovations included the mechanization
of cotton spinning and weaving and the use of machine
tools to produce textile machinery. In the coal-steam-iron
sector, there was the use of coal, the first fossil fuel, which
replaced wood (a renewable energy source). New ways of
making iron with coke enlarged the capacity to produce
iron. The newly invented steam engine replaced water-
mills, animal and human power, and sailing ships.



Economic historians have advanced many theories of why
the United Kingdom was the home of the first Industrial
Revolution. First, it had a modern state dating from the sev-
enteenth-century Civil War, which established a constitutional
monarchy. Second, the United Kingdom had an agricultural
revolution that freed up labor and capital for the industrial sec-
tor. Third, it expanded overseas, created an empire, and dom-
inated international trade and finance. The crown jewel of the
Empire was India. At first, the United Kingdom imported
Indian textiles and tea, but in time, the United Kingdom
forced India to import cheap cotton textiles from the United
Kingdom, as well as iron. The British used their superior mil-
itary power to get the Chinese to import opium in exchange
for tea. The United Kingdom established an informal empire
in Latin America after these nations gained independence
from Spain and Portugal. The United Kingdom was a winner
in the “Scramble for Africa,” thereby gaining a market for its
cotton textiles, iron, and railroad building.

There was a highly charged debate in British economic
history between the pessimists and optimists on the standard
of living of English workers during the Industrial Revolution.
The pessimists argue that the impact was negative and that the
workers were impoverished. E. P. Thompson (1963) analyzed
the making of the English working class, a process that took
more than a generation. Engels (1845/1974) described the
hard conditions of the working class in England during its
second generation. Riley (2001) documented a decline in
life expectancy in some industrial cities. Hobsbawm (1968)
stressed the terrible insecurity due to cyclical and severe
unemployment experienced by three generations of workers.
C. T. Morris and Adelman (1988) added the focus on the
course of poverty during the Industrial Revolution and
demonstrated that in the United Kingdom, poverty increased
painfully in early stages, though in time it decreased. The
impoverishment of the handloom weavers caused by the
introduction of the mechanical loom is an example of how
economic development can worsen the condition of parts of
the working class, at least temporarily.

The optimists such as T. S. Ashton (1948) argued that
the impact was positive and that the standard of living of
British workers increased. Lindert and Williamson
(1983), mining new sources of accumulating data,
demonstrated that from 1820 to 1850, the level of real
wages doubled. Gregory Clark’s (2007) study led him to
conclude that the real wages of urban unskilled workers
began to rise by 1815.

Looking back on the debate now, it appears that both
sides were right. The first generation of English factory
workers was impoverished, but their grandsons reaped the
rewards of their sacrifices, achieving a much higher stan-
dard of living. Above all, the debate appears to have been
about value judgments. The pessimists took the harm to the
first and second generations of workers to be important
enough to count the effect of industrialization as negative.
The optimists took the long-term improvement of living
conditions for the majority of workers to count the effect
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of industrialization as positive, despite the suffering
endured by the early generations.

Niall Ferguson (2002) argued that the British Empire
was a dynamic force for the good in spreading private
enterprise around the world. In addition, he claims that the
export of British capital and institutions, such as the com-
mon law, a secure land tenure system, and other forms of
property rights, was of benefit to the world. The United
Kingdom led a world boom of trade and investment from
1899 to 1913, the first era of globalization.

The British Empire had been the largest and most pow-
erful empire in the West since the ancient Roman Empire.
However, the world economy eventually found more effi-
cient ways to trade, invest, and grow than by colonizing the
non-European world. After World War I, decolonization
was accelerated as the peoples of the colonies demanded
independence and took action.

The Dutch Republic

In the seventeenth century, before the Industrial
Revolution in the United Kingdom, the Dutch Republic was
the global power. The Dutch were competitive in interna-
tional trade because of the sailing vessels they designed that
were able to carry large volumes of cargo on transoceanic
voyages. They were especially active in the spice trade in the
East Indies. In addition, the Dutch Republic was the site of
a powerful financial revolution with the founding of a cen-
tral bank, a national public debt, permanent joint-stock com-
panies, and the Amsterdam Stock Exchange. After 4 years of
war between England and the Dutch, the governments of the
two great powers divided the East Indies between them, with
the Dutch East Indies Company controlling the spice trade
in what is today Indonesia and the English East Indies
Company controlling the Indian textile trade.

France

The French Revolution got rid of the rent-seeking,
landowning feudal class and began the development of
democracy in Europe. Yet, the movement of labor from
agriculture to industry was much slower in France than in
England. French farmers had lower literacy rates and paid a
higher percentage of output to direct taxes to the French
state. The Industrial Revolution in the United Kingdom was
an external shock to the French economy. French industry
could not compete with British industry in continental
European markets. Challenged by the United Kingdom’s
development of industrial capitalism, the French took the
political route to modernity. In the Second Empire, Louis
Napoleon Bonaparte oversaw state-led industrialization, as
did the leaders of the Third Republic, established in 1870.
The French developed a banking system in Paris to finance
the building of railroads in France and Russia. By the late
nineteenth century, France was a major industrialized
power. The French participated in international trade and
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investment in the world economy in the nineteenth century
and colonized North and West Africa and Indochina.

Germany

Economic history of modern Germany began with
Napoleon’s defeat of Prussian forces at Jena and the cap-
ture of Berlin in 1806. This external shock led to the
beginning of the process of unifying the German state. In
1834, a Customs Union, the Zollverein, was formed
under the leadership of Prussia with most of the other
German states. In 1862, Prime Minister Bismarck used
the state to industrialize Prussia. The German states were
united in 1870 to form Germany. From 1870 to 1914,
Germany (along with the United States) created the
Second Industrial Revolution based on new technology in
heavy industry: chemical, electricity, petroleum, and
steel. The Second Industrial Revolution used science-
based technological innovation and required the financ-
ing and building of fixed capital in the form of plants,
machinery, and infrastructure. Large German banks
financed the creation of large-scale enterprises with the
latest technology. By 1914, Germany was a major indus-
trial power and exporter of capital. Its national output,
output per person, and share of world manufacturing
were greater than the United Kingdom’s. German modern
economic growth began later than British and French and
was more uneven than is usual in industrial capitalism.
The agricultural east of Germany was backward, whereas
in the west there had been manufacturing continuously
from the Middle Ages, and there was much coal and iron
for modern industry. Some economic historians claim
that it was the Second Industrial Revolution that created
the unparalleled prosperity of the West.

Russia

The economic history of modern Russia also began with
an external shock, Napoleon’s invasion of Russia in 1812. It
was not until 1861 that serfdom was abolished in Russia. The
freed serfs had to pay for the land they worked, thus keeping
them in poverty. Consequently, agriculture was a drag on
economic growth, not a handmaiden to it. Russia is a strong
case of Gershenkron’s (1962) theory that the state can substi-
tute for private entrepreneurs, when they are lacking, and
lead an industrialization effort. In 1905, Prime Minister Witte
oversaw state-led industrialization. From 1906 to 1914,
Prime Minister Stolypin led reform in the agricultural sector,
creating private property rights and consolidating small plots
into large capitalist farms. More economic progress might
have prevented the Russian Revolution in 1917. Central plan-
ning with 5-year plans was the strategy of the Soviet com-
munists. In the 1930s, Stalin forced the fastest
industrialization of an economy in history, taking 10 years
compared to the hundred years it took to industrialize the
United Kingdom. This increased the standard of living of

industrial workers, but the agrarian workers whose farms
were collectivized to feed the industrial workers suffered
greatly. The Soviet Union was a case of brutally uneven eco-
nomic development of late, state-led industrialization.

Asia, Africa, and Latin America

In Asia, ancient civilizations arose in the river valleys
of Mesopotamia, Egypt, India, and China. Human capital
development was limited to the spread of literacy in writ-
ten language among the elites. Physical capital develop-
ment took the form of irrigation for these agrarian
societies. In the medieval era, the rise of Islam from the
Arabian Peninsula led to the development of another civi-
lization that spread west along North Africa and east to
India and Indonesia. It was spread by Arab warriors and
traders. It was a flourishing civilization during the long
epoch of the Dark Ages in Europe. The Arabs kept alive
the knowledge of the ancient world, which they translated
into Arabic. In addition, they translated knowledge from
China and India into Arabic. The Islamic Empire covered
an area greater than the Roman Empire. Later, Turkish
Ottoman invaders from central Asia shocked and then
reorganized much of the Middle East. The Ottomans took
control from the Arabs but adopted their religion of Islam.

Civilizations also developed beyond the Eurasian land
mass: in the New World, the Aztecs and Mayans in Mexico
and the Incas in Peru. In sub-Saharan Africa, there arose
empires on the plains of Ghana, kingdoms of central
Africa, and the states of southern Africa, such as the Great
Zimbabwe.

During the “Age of Discovery,” from the early fifteenth
century to the early seventeenth century, Europeans
explored the non-European world, crossing the seas in
search of gold, silver, and spices. The Europeans were
blocked in the East by Islamic empires and thus could not
use the ancient overland “silk road,” or the sea route
through the Red Sea or the Persian Gulf, to obtain the lux-
ury goods of the East. Facing this challenge, the
Portuguese invented the carrack and the caravel, ships that
could sail on the open Atlantic. Portuguese explorers
rounded the cape of Africa and sailed to India. The Spanish
sent Columbus to find Asia by sailing west. In time, the
Spanish conquered the ancient empires of the Aztecs in
Mexico and the Incas in Peru, stealing their gold and sil-
ver. In 1493, the pope divided the world in half along
meridians of longitude in the Atlantic and the Pacific, giv-
ing Portugal Brazil and all non-European lands to the east
of the Atlantic meridian and Spain all the land to the west,
including Central and South America and the Philippines.
The Spanish sent Portuguese explorer Magellan to sail
west to find the Spice Islands (today Indonesia). His ship
was the first to circumnavigate the earth. His sailors found
the Strait of Malacca, which connects the China Sea with
the Indian Ocean. The Portuguese were the first Westerners
to reach and trade with Japan. In time, the Spanish and



Portuguese were overtaken by the Dutch, French, and
English who ignored the pope’s division of the world.
Here, then, world economic history begins.

The “Age of Imperialism” saw great rivalry among the
industrial nations of Europe, much of which played out in
conquering or dominating non-European lands with guns,
trade, and investment. The Ottoman Empire (1299-1922
CE) controlled the Middle East, blocking European pene-
tration there until World War 1.

Economic historians have tried to explain why Europe
pulled ahead of the rest of the world in the modern era.
Mokyr (2002) argued that the Industrial Revolution
occurred in Europe because of the scientific revolution in
the seventeenth century and the Enlightenment in the
eighteenth century. He contends that it was the resulting
superior technological creativity and knowledge of the
British, Germans, and French that enabled them to indus-
trialize first (Mokyr, 1990). Eric Jones (2003) argues that
Europe in the early modern era (1400-1800) was devel-
oping technology and markets, discovering new lands, and
developing a system of nation-states that propelled it to
worldwide power and prosperity. He writes that China was
a huge empire and controlled from above, and thus it
lacked the system of nation-state competition which pro-
pelled the great breakthroughs of the Industrial
Revolution in Europe. Another disadvantage that China
had, according to Jones, was that in the fifteenth century,
it closed itself off from maritime exploration and trade,
great engines of growth for Europe. Jones also contends
that Europe had the advantage of being far from the
nomadic raiders from Central Asia that interrupted the tra-
jectory of development in the Islamic Middle East (the
Ottomans), India (the Mughals), and China (the Manchus).
Recently, Kenneth Pomeranz (2000) has argued that the
two causes of Europe escaping the Malthusian trap, led
by the United Kingdom, were the colonization of land in
the New World and the lucky geographical accident of
having coal.

Centuries of commercial capitalism in Europe prior to
the Industrial Revolution were part of the advance of
Europe over Asia. Thus, the dating of the diverging paths
of Europe and Asia becomes an issue. Pomeranz (2000)
has claimed and presented some evidence that Europe did
not pull ahead of China economically until 1800. This is
highly debated. Many economic historians stand by
Landes (1969), who demonstrated that from 1500 to 1700,
Europe was pulling ahead of Asia in economic growth, and
by Maddison (2007), the great constructor of premodern
economic statistics of the world, whose statistics showed
Western Europe growing twice as fast as the rest of the
world from 1000 to 1500 and that Western hegemony was
established between 1820 and 1870.

Brief sketches of five major non-European countries
and regions are presented below, plus what economic his-
torians had achieved so far in the explaining the economic
growth in the non-European world.
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Japan

Japan was the first non-Western nation to achieve mod-
ern economic growth. Like the British Isles, the Japanese
archipelago lies off the Eurasian land mass. This was a
time of the crucial importance of water transportation. The
external shock that woke up Japan was the gunboat diplo-
macy of Admiral Perry, who with four U.S. warships
demanded that Japan open up to trade. Prior to this shock,
Tokugawa Japan (1603—1868) was an isolated, preindus-
trial feudal society. However, it was not stagnant. The city
of Edo (modern-day Tokyo), the seat of the Shogun (secu-
lar rulers), in the eighteenth century, was perhaps the
largest city in the world. Financing and marketing rice pro-
duction and coastal shipping developed slowly. To cope
with the Western challenge from Perry, the rulers of Japan
led a campaign to industrialize and modernize Japan.
Feudalism was abolished and a Western-style legal system
put into place. These were called the Meiji Reforms. The
Meiji Restoration (1860s) gave Japan an emperor but a
constitutional monarchy. With a favorable international
economic environment, modern businesses arose in the
1880s, and there was a take-off in the 1890s to sustained
modern economic growth. Japanese leadership was open
to and borrowed methods and ideas from abroad.
C. T. Morris and Adelman (1988) describe the growth of
productivity in Japanese agriculture from the sixteenth
century, leading to market-oriented farmers who emerged
from the disintegration of medieval farming in the nine-
teenth century. They contend that the slow commercializa-
tion during the Tokugawa period produced less extreme
poverty in Japan than in Russia, India, or China. In the
later nineteenth century, the Japanese government had a
policy of locating industry in rural areas to absorb under-
employed labor, thus reducing poverty. After World War 11,
Japan rose to become the second largest economy in the
world, after the United States.

China

China had a large population on the east end of the
Eurasian landmass, just as Europe had on the west end.
China manufactured much, invented new technologies, had
high levels of literacy, administered exams for civil ser-
vants, and had a national market. China had a single gov-
ernment controlling a huge territory for two thousand years.
The Chinese invented many important tools but did not
apply them economically, such as gun powder. Mokyr
(1990) argues that in 1300, China was the site of dramatic
technological creativity and yet lost that creativity after this.

In the nineteenth century, European traders forced the
Quin Dynasty (Manchu China, 1644—1911) to open to trade,
forcing them to take European imports, especially opium.
European merchants forced their way into ports such as
Shanghai, which became an international city. The British
took control of Hong Kong. Chinese economic growth
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stagnated in the nineteenth century. The Chinese did not
react to the European challenge as the Japanese did; they
did not adopt European technology. They exported tea and
silk and imported British cotton goods, providing a market
second in size only to British India.

The Republic of China, formed in 1912, ended two
thousand years of imperial rule and started the early stages
of industrialization. This was interrupted by the Japanese
invasion in the 1930s and the Chinese Communist takeover
in 1949. Communist central planning with 5-year plans led
to disasters in agriculture and to forced attempts at indus-
trialization. However, through public investment in health
and education, there was an impressive increase in the life
expectancy of the Chinese people, a rise in literacy rates,
and a decline of the proportion of the population in
absolute poverty.

Since 1978, China has been taking off into sustained
modern economic growth by opening up to global eco-
nomic forces and allowing economic competition inter-
nally. The world has seen unprecedented economic growth
rates in China, raising standards of living and lifting hun-
dreds of millions of people out of poverty.

R. Bin Wong (1997) challenged Western economic histo-
rians by documenting “Smithian” economic growth (from
trade, not technology) in China up to the nineteenth century.
He argues that the West did not overtake China until the
Industrial Revolution and its use of inanimate energy. The
causes were more political than economic—while China
was a huge empire, Europe was a system of competing
nation-states propelling modern economic growth.

India

K. N. Chaudhuri (1990) presented the Indian subconti-
nent as lying at the center of a huge sea trade system with
Western Asia, across the Arabian Sea and along the Persian
Gulf and the Red Sea, and with Eastern Asia via the Bay of
Bengal and through the Straits of Malacca to the China
Sea. Indian and other Asian merchants such as the Arabs
were the leading economic agents in Asian development
for a thousand years before the arrival of the Europeans.

Jones (2003) argues that the economic development of
India was interrupted by the invasion of the Mughals from
Central Asia in the sixteenth century. In the nineteenth cen-
tury, India faced a second shock with the invasion of
European merchants and in time European governments.
British India (1857-1947) has been analyzed by British
economic historians. Morris D. Morris (1960) argued that
economic growth in India in the nineteenth century was
constrained by lack of productive capacity, not by the pol-
itics of colonialism. Under the 90 years of British colo-
nialism, India was open to trade and investment from the
world economy, connected to it by the Suez Canal, rail-
roads, and telegraph. The British developed land markets
and established secure property rights. They commercial-
ized agriculture and developed export crops of cotton
and tea. Much of this was accomplished by coercion and

violence. Tirthankar Roy (2002) argued that, in the first
60 years of British colonialism, there was economic
growth in India and an increase in the standard of living.
But after World War I, conditions worsened for the whole
world economy and thus for India, which was connected to
that world economy.

For the postcolonial period, Indian scholars tended to
focus on the negative consequences of a century of British
rule in India. The British certainly did leave India with low
life expectancy, low literacy, stalled industrialization, and
trouble feeding itself. It is not known whether this was
worse than they found it in terms of the masses of the
Indian population. From 1947 to 1990, the leaders of inde-
pendent and democratic India closed the economy off from
the West. Progress was made domestically using central
planning with 5-year plans focused on agriculture. With
the help of Western science and philanthropy, the Green
Revolution of using high-yielding hybrids of rice and
wheat after 1965 enabled India to feed its growing popula-
tion. Indian central planners practiced import-substitution
(protecting infant industries and producing at home what
was previously imported) and used subsidies to support
industrialization as well as maintain the cottage industry.
Their goal was equity as much as efficiency.

Since the 1990s, the Indian government has been liber-
alizing the economy and opening it to the world. Currently,
India is experiencing modern economic growth due to the
expansion of the information technology sector and other
business services and, to a lesser extent, labor-intensive
manufacturing. Economists are studying the transforma-
tion from the lower “Hindu” rate of growth under central
planning to the accelerated rate under economic reforms.
India still lags behind China in educating its people and in
investment in infrastructure.

Latin America

While there are many histories of the Aztec, Mayan, and
Incan civilizations, there have been few studies of their
economic histories. In English, there are some economic
histories of colonial Latin America. Most of the countries
in Latin America gained their independence from
European powers by the early nineteenth century: Brazil
from Portugal and Argentina and the rest of Latin America
from Spain. The empirical research of C. T. Morris and
Adelman (1988) on the role of foreign economic depen-
dence in the nineteenth century found that while Argentina
was politically independent, an alliance of indigenous
landlords and the British investors favored exports (beef
and wheat) over domestic development. Argentina became
heavily dependent: Domestic growth was dominated by
their exports at the expense of developing a domestic mar-
ket, foreigners dominated trade and banking, and invest-
ment was financed by foreigners, mainly the British.
Morris and Adelman found Brazil to be moderately depen-
dent on foreigners, first for the exportation of sugar and
later coffee. Also, slavery was practiced in Brazil until



1888, which was not favorable to modern economic
growth. Slavery generates no incentives for technological
innovation because the cheap labor of slaves is available.
Slavery did produce wealth for the slave owners, but it did
not create households that had effective demand for con-
sumer goods because slaves were kept at a low standard of
living. Perhaps even more important for economic devel-
opment, slave owners did not have demand for producer
goods because they could not trust their slaves with more
than rudimentary tools.

Enrique Cardenas and his colleagues published three
volumes on the economic history of Latin America
(Cardenas, Ocampo, & Thorp, 2002), in which they chal-
lenged the views of dependency theorists (Cardoso &
Faletto, 1979; Frank, 1966) on the negative effects of
European colonization and imperialism. They present evi-
dence that, from 1870 to 1930, in addition to the expansion
of foreign-promoted exports from Latin America, there
was also development of domestic markets and manufac-
turing capacity. They cite the technological advance of the
steel-hulled steamship, which reduced international trans-
portation costs and thereby enabled Latin American coun-
tries to export their mineral and agricultural raw materials.
It is true that foreigners invested in these sectors, as well as
financed and built the railroad system needed for export,
but in this view, that dependence was not negative but
helpful. There is evidence of a domestic market made up of
wage workers from the ranches, plantations, mines, rail-
roads, and ports who wanted locally produced cotton cloth-
ing, beer, and cigarettes. During the Great Depression,
industries in Latin America were able to grow domestically
as world trade collapsed. Unlike the Washington consensus
view that export-led growth is the best strategy for devel-
opment, Cardenas et al. (2002) argue that import-substitu-
tion industrialization made sense in the 1940s to the 1960s
for the development of national economies. In this strategy,
a nation imported capital goods and then produced con-
sumer goods for the domestic market that otherwise would
have had to have been imported.

Africa

There were many complex African empires and civi-
lizations before the Europeans came to Africa. There are
some histories of European colonization of Africa. But the
development of the economic history of Africa as a disci-
pline is just beginning.

From the sixteenth to the nineteenth centuries, about 9 to
12 million enslaved Africans were brought to the New World,
mostly to Brazil. Seventy percent of all slaves were used on
sugar plantations. European competition drove the process,
starting with the Portuguese, the Spanish, and, later, the slave
and sugar merchants of France, England, and Holland. By the
eighteenth century, the British were the leading slave traders.
The triangular trade consisted of Europeans taking copper,
cloth, guns, ammunition, and alcoholic beverages to West
Africa, exchanging them for African slaves, who were taken
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via the Middle Passage to the West Indies, where the slaves
were traded for sugar, rum, molasses, and tobacco, which
were then sent to European markets.

Eric Williams (1966) set off a debate that has continued
for over a half century on the role of profits on the slave
trade, as well as on slave production in the New World, for
the economic development of Europe. He argued that
Europe could not have taken off into modern economic
growth without those ill-gained profits. Pomeranz (2000)
presented empirical evidence showing that the amount
exploited from this brutal activity was not as large as the
profits made in the United Kingdom and Europe from their
own domestic production of farms, workshops, and facto-
ries. The implication is that Europe could have advanced
without the profits of the slave trade and slave production.
In 1807, the United Kingdom abolished the slave trade, and
in the 1880s, Brazil abolished slavery, the last country in the
Western Hemisphere to do so. Thomas Pakenham (1991)
has documented the “Scramble for Africa,” when, from
1876 to 1912, the European nations divided sub-Saharan
Africa among themselves for needed raw materials and for
markets for their manufactured goods.

Policy Implications

Economic history of the developed world can be used by
development economists searching for the path to modern
economic growth for those nations not yet on their way.
Development economists are interested in poverty allevia-
tion in addition to the goal of modern economic growth.
One lesson for poverty reduction seems to be that agricul-
ture and the rural sector need to be developed. Another
implication is that the role of the state is complex in pro-
moting modern economic growth. There is a role—to pro-
vide public infrastructure and human capital—but there is
the danger of too much government intervention blocking
market forces for change. National leadership and political
will are needed to lead the drive for modern economic
growth. The historical record is mixed on whether a nation
should use an export-led growth strategy or an import-
substitution industrialization. The case of Japan shows how
policy can prevent an aggravation of poverty during indus-
trialization. The cases of China and India suggest that
nations need to be open to the world economy.

Future Directions

Each generation has to write its own history, its own inter-
pretation of past events, because it is faced with new prob-
lems that need different lessons from history. The twentieth
century is now history. One possible agenda for finding out
how to promote modern economic growth in the poor
nations of the world would be to compare the Industrial
Revolutions of the United Kingdom and continental
Europe with that of the Soviet Union in the 1930s and with
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China in the last quarter of the twentieth century. The con-
tinuing power of European and American banks and indus-
trial firms in Africa needs to be analyzed and compared
with the internal constraints on modern economic growth
of the intrusive governments of many of the nations of
Africa. Globalization now under the United States should
be compared to globalization in the nineteenth century
under the United Kingdom. Just as economic historians
have tried to explain the rise of the West, now the rise of
the East should be analyzed. In addition, economic histori-
ans should benefit from researching the economic history

of the Middle East.

Conclusion

The neoclassical model of growth explains the rise of the
United Kingdom, France, and the United States in the nine-
teenth century, but heterodox models are needed to explain
the underdevelopment of nations such as Argentina and
India in the nineteenth and twentieth centuries. Dependency
theory is still relevant but must be balanced with the neo-
classical economic historians’ view that imperialism (inter-
national trade and investment) was the pioneer of capitalism
in the non-European world. The benefits of capitalism and
imperialism are an increase in the material standard of liv-
ing and an increase in life expectancy for many people. The
costs seem to be a widening divergence in the fate of rich
and poor countries and the pollution of the planet.
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Economic METHODOLOGY
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ndergraduate students are often introduced to
l | economic concepts using graphical expressions,
and the expressions become the defining method
of explaining and exploring the economic realm. The
graphs become what the students perceive as “econom-
ics,” and this is what is meant as “methodology.” If you
ask the students, “How do you do economics?” the answer
would be based on the graphical examples offered in the
classes. Methodology is a complicated way of saying,
“These are the tools economists use to explain the econ-
omy.” Beginning students are offered very simple tools to
explain the concepts of supply, demand, and equilibrium,
but the ideas, as well as the graphs, are all part of the
methodology.

In most undergraduate economics classes, theory is
offered to the student as a body of cohesive ideas set
within a structure that seems internally consistent and
mutually reinforcing. Such a monolithic view of theory
may offer simplicity to a student who is just learning the
basics, but this monolithic vision of methodology offers
a false level of certainty based on an oversimplified ver-
sion of ideas. Methodology used by economists today is
very different from what was used 30 years ago, and
what was used 30 years ago was very different from the
methodology used by such great economists as Adam
Smith and David Ricardo. The economic methodology
that is taught in undergraduate courses today is the result
of centuries of intellectual debate, and the origin of this
body has been filled with differing thinkers often in vio-
lent disagreement with each other. It is in this history of
methodology that the origins of undergraduate theory
can be found, and an exploration of this history is both
exciting and illuminating.

There are generally two standard bodies of theory that
are offered in undergraduate economics classes. The
microbody of theory offers a vision based on the individ-
ual behavior of consumers and firms. These actors operate
under a theory of rational self-interest that leads to stable
social outcomes referred to as equilibriums. The second
body of theory is the macroexploration of economic activ-
ity. In this body, the economy as a whole is examined, and
differing reasons are offered to explain why certain events
occur the way they do. Undergraduate classes suggest that
the microeconomy is ruled by the prevailing forces of sup-
ply and demand, and the macroeconomy is explained by
aggregate supply and aggregate demand. This chapter’s
focus will be to explore where these theories and this
methodology arose from.

Present State of Economic Methodology

Trying to describe what is the present state of methodology
in economics is a lot like trying to summarize modern
culture. Whatever statements are made are going to be
overgeneralizations with respect to differing groups. The
methodology of undergraduate economics and that of
professional economists is very different. The undergra-
duate will often learn about economic theory using graphs
and some math, and even a little econometrics may be
thrown in. This type of methodology was the prevailing
form done by professional economists perhaps 30 years
ago, but it is vastly different from what is done by professional
economists today.

Professional economics is in a state of transition with
respect to the methodology being used. The methodology
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taught in undergraduate classes, however, does offer a rea-
sonable, though simplified, vision of methodology that
was used by most professional economists throughout the
majority of the twentieth century. In the past, there were
four major components to professional economic method-
ology. First was that economists agreed that the study of
economics was based on the study of the individual, not of
groups. Basing the study on the individual is known as
methodological individualism, as opposed to methodolog-
ical collectivism, in which individuals are studied within
the context of the groups to which they belong. Second,
economists held a mechanistic vision of the economy
where economic laws were like physical laws seen in
Newtonian physics. Equilibrium was the ultimate outcome
that the economy would eventually revert back to. Third,
mathematical rigor and deductive reasoning were used in
place of empirical observations because there is an inabil-
ity to conduct controlled economic experiments. Finally,
internal consistency of theory was more important than
empirical evidence, and evidence contradicting consis-
tency was not highly valued.

As this chapter is being written, professional econo-
mists are questioning the appropriateness of all four
methodologies. First, many within economics are now call-
ing into question the appropriateness of studying econom-
ics based on solely individual action. Some economists,
such as behavioral economists, are exploring how individ-
uals behave within group economic settings, and the
research is becoming popular. Readers interested in an
introduction to this type of economics should read
Predictably Irrational by Dan Ariely (2008). Second, the
mechanistic concept of an economy headed toward an ulti-
mate equilibrium is also being called into question, and
this can be seen in books such as The Origin of Wealth by
Eric D. Beinhocker (2006). Third, economists are not aban-
doning math, but deductive reasoning is giving way to
more inductive methods. Under deductive reasoning, econ-
omists would state certain assumptions they believed to be
true; by deductive logic, if the assumptions were true, then
the conclusions would have to be true. Modern methodol-
ogy is becoming much more inductive in that economists
are testing theories using econometric techniques. This
inductive method essentially starts by observing what
is going on in the world and then hypothesizing why it is
going on. The biggest unwritten rule in modern profes-
sional economics is that theory should be explored using
data sets and econometric techniques, and this is far more
inductive than methodology from even 30 years ago.
Finally, the idea that internal consistency is more important
than empirical verification is clearly falling by the way-
side. The goal of many new economic studies is to use
econometric techniques and data to either prove or dis-
prove certain aspects of theory. For information on this
issue, see Colander (2000, 2005, 2009); Colander, Holt,
and Rosser (2007-2008); and Davis (2007). Modern meth-
odology is in a state of flux, so this chapter will explore the
origins of the methodology that was predominant 30 years

ago and is still taught as “economics” in undergraduate
classes today.

It should be noted that not everybody agrees with the
above interpretation of the current state of methodology.
Some historians of economic thought would disagree
with this description of modern methodology and would
disagree about the openness of economics to differing
theories. In fact, many economists call themselves het-
erodox economists who would argue that the changes
listed above are superficial at best. Readers interested in
examining some materials from these heterodox thinkers
can find many online resources at www.heterodoxnews.com.
The truth is that it is difficult to determine who is correct
because gradual change is much harder to recognize than
is radical change. Often, paradigm changes in a discipline
are radical in nature, and two periods in time are readily
identifiable. Thomas Kuhn (1970) advanced this idea in
The Structure of Scientific Revolutions, and the idea has
been readily adopted by many who study the history of
economic thought. The changes occurring in the method-
ology of economics today seem transformative of the dis-
cipline, but they have not come as an abrupt disjuncture
from the previous methods. With that note, the chapter
now turns to the origins of modern economics starting
more than 200 years ago.

The Classical Paradigm

In 1776, Adam Smith wrote An Inquiry Into the Nature
and Causes of the Wealth of Nations, and economics as a
modern intellectual discipline began. Most of what Adam
Smith wrote in Wealth of Nations had been written about
previously, but Smith brought all of the disparate ideas
together into one work. With the unification of these ideas
into a single work, a new and unique way of analyzing
economic activity had been created. Yet what Adam Smith
wrote in 1776 and what students are taught in undergraduate
classes today are very different. In fact, Smith created a
new methodology for exploring economic topics, but that
methodology is not the methodology used today. This
section will first explain the accomplishments of Smith
and then talk about the methodology known as classical
€COoNnomics.

Smith’s Work

Smith’s major contribution was to summarize a large
body of thought into a single work, but Smith also
explained how an economic system could work when
there was no central control to direct the system. Smith
argued that an economic system could operate without
any form of central guidance, and society could be very
well off allowing such a system to operate. Smith recog-
nized that wealth was based on the ownership, use, and
construction of goods and services rather than the posses-
sion of money. Smith showed how an economic system



based on people acting in their own rational best interests
could lead to a socially desirable outcome. Anyone taking
a modern introductory economics class can recognize
these ideas in modern theory.

Adam Smith wrote Wealth of Nations to refute some of
the mercantilist ideas that were prevalent at the time.
Mercantilist policies emphasized the accumulation of gold
to sustain military strength. Smith recognized that the end
goal was the production of the materials needed to support
the military. It was not the gold that supported the military;
rather, it was the ability to produce food, ships, guns, and
other items that ultimately allowed for maintained military
strength. Modern economists are still far more interested
in the exploration of the production of real goods and ser-
vices than they are interested in the issues of money. The
exploration of money in the realm of modern economics is
almost always associated with how money affects the pro-
duction of goods and services.

This materialist vision of economics was a break-
through, but the idea that an economy could operate with-
out centralized control was an even bigger revolution. As
far back as the ancient Greeks, there was a negative con-
notation to people operating in an economic sphere with
the sole purpose of gain. Aristotle and Aquinas, as well as
most other previous thinkers, suggested that trade for
profit was somehow unnatural. Smith confronted this par-
adigm, and his arguments shifted social thought in a com-
pletely new direction. Smith argued that individuals took
the actions they did because they were pursuing their own
self-interest. The baker makes loaves of bread for others to
use in sandwiches but not out of generosity. She bakes so
that she can sell the bread and use that money to buy the
objects she wants. It is true that the baker serves the sand-
wich eater, but she does not do so out of charity; rather, she
does so in pursuing her own self-interest.

Smith (1776/1965) argued that self-interest would
direct most people’s activities toward ends that would ben-
efit society as a whole. He argued that an individual work-
ing in pursuit of his own self-interest “intends only his own
gain, and he is in this, as in many other cases, led by an
invisible hand to promote an end which was no part of his
intention” (p. 423). The pursuit of self-interest alone could
lead to outcomes that would benefit society in general.
This was unprecedented in previous economic thinking,
and this idea would become a cornerstone of economic
methodology from this point forward.

Ricardo and Malthus

Smith’s (1776/1965) work became a watershed moment
in economic thinking. By offering a system of thought that
demonstrated how a decentralized economy worked, he
allowed others to explore some of the components of such
an economy. There were many important thinkers involved
in the classical period, but the two who take on the greatest
significance with respect to shaping future methodology
are Thomas Malthus and David Ricardo. It is interesting to
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note that these two thinkers were in dramatic disagreement
about many of the important classical ideas.

Thomas Malthus was an Anglican curate who began his
exploration of economic topics to demonstrate the futility
of utopian experiments to improve the lives of the poor.
Malthus is most famous for his population doctrine that
stated food production increased at an arithmetic rate,
whereas human population increased geometrically. Given
these differing rates, human populations would be forced
to subsistence living. Malthus believed that as food grew
scarce, relative to population, only two options were avail-
able: Either human population had to control birth rates, or
nature would increase death rates. Malthus did not discuss
issues such as birth control, so the only method of popula-
tion control was human abstinence, and he had little hope
that human self-control would win out. The thinking
behind this population doctrine still is influencing modern
discussions and also influenced thinkers outside econom-
ics, including Charles Darwin.

Related to this population theory was a concept that
became known as the wage fund doctrine. In this theory,
Malthus proposed that the ability of capitalists to fund proj-
ects was based on the available food in the system con-
trolled by the capitalist. In the end, the workers had to be
paid enough so that they could feed themselves and per-
petuate the next generation. Malthus argued that the behav-
ior of workers was such that increasing the wages of the
workers would lead to increased procreation. Increased
procreation would lower the pay of workers in future gen-
erations. In the end, the only stable outcome was one in
which the wages paid the workers were at a subsistence
level. The overall outcome in any economy might show
temporary improvements in the material condition of the
population, but in the long run, the condition would revert
to a steady-state subsistence level.

David Ricardo was born into a merchant family and was
able to earn substantial wealth as a stock broker before
writing on economics. In 1817, and republished in several
editions, Ricardo published The Principles of Political
Economy and Taxation, which replaced Smith’s Wealth of
Nations as the primary reference for economic thinking. In
Principles, Ricardo moved away from the Smithian
methodology of deductive reasoning with inductive analo-
gies to demonstrate the ideas. Ricardo moved into a very
formal method of economics that was strictly deductive in
manner. In this method, referred to as deductive reduction-
ism, abstractions became a cornerstone of theory, and sim-
plifications allowed for the creation of a model from which
generalizations could be drawn. Ricardo very rarely started
out with observations in the real world; instead, he began
with his theories and proscribed advice for real-world sit-
uations based on how the model predicted the real world
would react.

Ricardo created these models because he was inter-
ested in exploring why income distributions changed in
the manner they did. To explain how incomes were deter-
mined required an explanation of why certain items traded
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for higher prices than others. Inevitably, any such explo-
ration will eventually call into question what is the source
of value in a system, and answering that question is much
harder than it may seem. Ricardo offered up a theory of
value that took into account rents going to landowners,
profits going to capital owners, and wages going to work-
ers. However, Ricardo’s theory of value really emphasized
the absolute importance of labor in the whole process.
Most historians of thought agree that Ricardo’s theory of
value was very much based on labor’s role in the produc-
tive process, and thus it became known as a labor theory
of value. An example to explain this idea is simple. In a
primitive society where it takes 4 hours to capture a deer
and 2 hours to capture a beaver, two beavers will trade
for one deer.

Ricardo and Malthus were contemporaries and were in
correspondence with each other for an extended period of
time. They influenced one another’s work, and in some
cases, they were also very much in opposition to each
other’s ideas and methods. One of the greatest conflicts
between these two thinkers involved the work of French
economist J. B. Say. Say argued that a decentralized econ-
omy, as described by Smith, would by its very nature
always use the whole of the resources available. This idea
has come to be known as Say’s law and has been abbrevi-
ated to read “supply creates its own demand.” Suppose a
baker sells a cake for $30; the baker immediately has cre-
ated $30 worth of purchasing power. The process of creat-
ing a product immediately creates the purchasing power in
the system to buy goods of equal value. If the baker does
not spend the purchasing power herself, then she will lend
the money to someone who will. On an economy-wide
basis, this suggests that although there might be an over-
abundance in one good, there cannot be a general over-
abundance (known as a recession).

Malthus and Ricardo found themselves on differing
sides of this issue. Ricardo was a backer of Say’s law,
whereas Malthus argued that the law was flawed. Ricardo
believed that the Say’s law was deductively true and there-
fore should be believed, whereas Malthus simply pointed
to the history of continuing recessions. Ricardo believed
that any general underconsumption (i.e., recession) could
only be temporary and therefore dismissed it as a topic.
Malthus believed underconsumption could occur for an
extended time period and thought that looking at the issues
involved was important. In the end, Ricardo’s views
became dominant until the arrival of Keynes, who will be
discussed below.

J. S. Mill and the Decline
of the Classical Paradigm

The classical paradigm started in 1776 with Wealth of
Nations and came to an end somewhere in the late 1800s.
Although a precise final date cannot be given, a final
great thinker of the movement can. John Stuart Mill was
the son of James Mill, who was also a classical economist.

J. S. Mill had a rigorous childhood education, and it is
probable that he was one of the finest minds of his time.
He was able to bring together all of the pieces of the clas-
sical paradigm and polish them in a way that established
the high watermark of that school of thought.

Mill both explained the classical school’s thoughts and
had within his works the seeds of the economic thinking
that would come to replace the classical paradigm. Mill
was a firm believer in Say’s law and a follower of the
Ricardian tradition of deductive reductionism as a substi-
tute for the inability to perform experiments in economics.
Mill was a proponent of the separation of positive eco-
nomics from normative economics, and he argued that
economists could separate explanations of how the econ-
omy works (positive economics) from the moral validity of
the economic outcomes (normative economics). This
positive—normative distinction is still highly influential in
economic circles today. Most economic theory tries to
explain the economy from a positive perspective, and most
economists will try to make their normative opinions
known. However, other economists, such as Joseph
Schumpeter, have suggested that the normative and posi-
tive aspects of economic theory are not so easily separable.
Mill believed by concentrating on positive economics, the
discipline could become more scientific in method and
economic understanding could be improved.

Probably the most important aspect of Mill’s contribu-
tion was his ability to summarize and defend the classical
position against the onslaught of opposing social thought
at the time. The mid-1800s was a time of great social
upheaval, and there was a large reactionary movement
against the social changes imposed by the rise of industri-
alization. Because the classical paradigm was seen by
many as a defense of the capitalist system, Mill’s ability to
maintain the school’s prominence was noteworthy. He was
able to do this partially because he sympathized with the
beliefs of the system’s critics. Mill was able to refine
the classical theory of economic growth and argued that
the stationary state, which was a major prediction of clas-
sical theory, was not necessarily a bad outcome. Mill
believed that the arrival of the new stationary level of eco-
nomic activity could be achieved within a context of a
more just social distribution of income. Mill thought dif-
ferently than Malthus, who argued the future stationary
system would condemn the multitudes to subsistence. Mill
disagreed with Ricardo, who argued that the wage fund
was an unchangeable fact that demonstrated that any
attempt to raise workers’ wages was doomed to failure.
Instead, Mill argued that a level of social justice was pos-
sible within any future stationary system.

In defending the classical system, Mill laid the founda-
tions of many ideas that were to come to dominate postclas-
sical economics. Within Mill’s work can be found the seeds
of a supply-and-demand explanation of value as a replace-
ment for the labor theory of value. Mill had nascent discus-
sions on general equilibrium economics in his writings. His
separation of positive from normative explanations came to



play a major role in future economic thinking, as did his sep-
aration of production from distribution. In the end, Mill was
the greatest classical thinker, but he also was the economist
who began the end of the classical paradigm when he
refuted the belief in the wage fund doctrine. In Mill’s writ-
ings, the highest point of classical theory can be found. In
these same works are the seeds of thought that would come
to replace the classical school with a new paradigm known
as the neoclassical school.

Objections to Classical Thought

The history of economic methodology is a history of
competing ideas. Although the classical school has been
offered as the economic methodology of the period, it
should be noted that there were competing thinkers who
disagreed with the methodology of the classical school. It
is important to mention some of the competing thinkers
before moving on to the neoclassical paradigm.

Non-British Thought

The classical theory of economics was heavily influ-
enced by the work of British thinkers, and it should be
noted that British philosophical tradition is very different
from other traditions. The British tradition emphasizes the
importance of individualism as the foundation of social
organization, whereas thinkers on the European mainland
had a far more social bent in their ideological perspective.
In part, it is this difference in the importance of individu-
alism that is a defining difference in methodology between
the classicals and their detractors.

Some of the first intellectual criticisms of the classical
perspective came from a group of thinkers who have been
labeled utopian socialists. Utopian socialist thought dif-
fered greatly from the socialist thought of Karl Marx, who
will be discussed below. The utopian socialists included
individuals such as Claude Henri de Saint-Simon, Robert
Owens, Charles Fourier, and many others. The works of
these thinkers all emphasized the need for a more social
view with respect to economic methodology. The classical
perspective emphasized the importance of individual self-
interest as a central component to an optimal organization
within an economic system. The utopian socialists argued
that the capitalist system created great disharmony
between differing classes, and neglecting to recognize
social disharmony was a major flaw in classical methodol-
ogy. In their works, the utopians emphasized the impor-
tance of planned activities in the economic sphere.

A second group severely critical of the classical method-
ology was the historical school. The historical school
argued that one of the primary premises of classical
methodology, separating theory from social context, was
flawed. Remember that it was Ricardo who first empha-
sized that economics could be put into a form of pure the-
ory and then used to abstract out the essential relationships.
The historical school argued that it was impossible to
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understand how any real economy worked outside of the
context of the society in which it is situated. The historical
methodology emphasized exploring the actual shape of the
economy and explaining how that shape came to be.

Karl Marx

Marx’s writings were to have a major impact on the
twentieth century. Most people associate Marx with the
concepts of socialism and communism, but in fact these
ideas take up very little space in Marx’s work. Instead,
Marx spent most of his energy in describing and explain-
ing the system of capitalism. What many are not aware of
is that Marx based his descriptions of the capitalist system
on the best economics of the time. Marx used the classical
system as described by Ricardo as his basis of analysis.
Marx took the labor theory of value and showed how the
capitalist system was inherently unstable. The mechanics
Marx used were not his own but rather taken from classi-
cal methodology. Needless to say, his works became very
well known.

The Marginal/Marshalian Methodology
and the Rise of the Neoclassical

One of the major predictions of the classical economists
was the eventual rise of a “stationary state” within the
economic system. Malthus, Ricardo, and Mill all argued
this would happen. Malthus and Ricardo both predicted
that labor conditions would revert to subsistence. By the
late 1800s, classical predictions were not materializing,
labor conditions were improving, and there was no sign of
an imminent end to economic growth. These failures in
prediction led to rising criticisms of the classical paradigm,
and new ideas began to appear. Some of the new thinkers
were dissatisfied with the explanation of value arising out
of the classical labor theory of value. Others wanted to
explore more fully the nature of a self-directing economy.
Whatever the differing reasons, several thinkers began to

form the heart of a new methodology based on marginal
thinking.

The Beginnings of Marginal Thinking

The arrival of the marginal methodology was revolu-
tionary, but the economists writing during the period were
not aware of the revolutionary nature of the changes. Mark
Blaug (1996), who is recognized as an expert on the his-
tory of economic thought, argued that the revolutionary
nature of these changes was not really recognized until the
next generation of economists. Yet what were the changes
that happened, and who wrote about them?

Marginal thinking was a great breakthrough in eco-
nomic theory. Simply described, marginal thinking sug-
gests decisions are made on each consecutive choice rather
than on whole groups of choices. Adam Smith posed a
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puzzle called the water—diamond paradox that clarifies
marginal thinking well. If someone were to offer you the
choice of a bag of diamonds or a bottle of water, you would
probably choose the diamonds. However, if you were in a
hot desert and had not had water for several days, you
would clearly choose the water. Why? In the first case, you
are comparing the value of perhaps the first unit of dia-
monds to perhaps the thousandth unit of water. In the
desert case, you are comparing the first unit of water with
the first unit of diamonds. Marginal thinking suggests that
decision makers decide to compare the extra units, not the
total units. When comparing the first unit of diamonds to
the thousandth unit of water, the diamonds are clearly
more valuable. However, comparing the first unit of water
to the first unit of diamonds quickly shows the value of
water. Put in this manner, most people can see how they
make decisions on the margin all the time, but clarifying
this idea was revolutionary for the economic discipline.

Three major names are associated with the rise of mar-
ginal theory: Carl Menger, William Stanley Jevons, and
Leon Walras. These three thinkers each operated indepen-
dently in differing parts of Europe with amazingly differ-
ent influences. However, even though they had little
influence on each other and had few common influences
on their own thinking, they simultaneously published
major works elaborating on the ideas that were to become
the marginal method.

Several major alterations in economic methodology
arose during this period. The founders of the marginal
methodology placed greater emphasis on demand versus
the classical emphasis on supply. Such an emphasis on
demand given the marginal perspective described above
made sense. Why would someone choose the water over
the diamonds? This is a demand question and is very dif-
ferent from what was being asked under the classical par-
adigm. The marginal movement argued that the value of an
object was not constant as it was under the classical labor
theory of value; rather, the marginal movement began
using a subjective theory of valuation. One person may
value the water more than the diamonds or vice versa, and
who is to say one valuation is more accurate than the
other? Marginal thinkers, particularly Walras, also empha-
sized a general equilibrium nature of the economy wherein
all markets and decisions would balance out in a market
system. Under a general equilibrium system, a small
change in one area could affect all areas of the economy,
but the flexible nature of the economy would sort out all of
these changes automatically. Finally, the marginal founders
also emphasized the process of rational maximizing behav-
ior as the cornerstone of individual economic activity.
Many of today’s introductory economics students lose
sleep over the ideas that originated at this time.

Such an emphasis on maximizing decisions based on
subjective valuation led some to look more toward math to
explore these differing individual choices. To some, math
became a prevalent part of economic methodology, yet
there was disagreement about the appropriateness of math

as a tool for modeling the behavior of individuals. Menger,
who is considered a founder of the Austrian school of eco-
nomics, was strongly against the use of math. This anti-
mathematical tendency is still prevalent in the Austrian
school and its adherents. Jevons and Walras, on the other
hand, used math as a tool to help explain their ideas. In the
end, the work of Jevons, Menger, and Walras was incom-
plete. Their emphasis on the demand side of value was as
flawed as the classical’s emphasis solely on supply. The
two sides would finally be brought together by economist
Alfred Marshall.

The Marshalian Scissors and
the Neoclassical Method

Alfred Marshall was able to synthesize the works of
many previous economists into a consolidated piece titled
Principles of Economics, which was first published in
1890. The limited space of this chapter does not allow a
detailed overview of the many contributors to neoclassical
theory, but there were many. Each contributed to the ideas
that were formulated into a single schema under Marshall.

Marshall was a great thinker, and his most important
accomplishment was to bring together the newer works of
the marginals and combine them with the important ideas
from the classical school. Marshall took what was accom-
plished under the classical school and was able to build a
partial theory of value based on costs. Marshall added the
role of marginal decision making to firm profit maximiza-
tion and explained a theory of supply. Marshall also took
the theories of utility-maximizing consumers from the mar-
ginals and derived a theory of economic demand. Marshall
then combined supply and demand into a single theory of
market-driven price where both supply and demand work to
determine price much like both blades of the scissors cut
paper. Marshall’s theory of markets has sometimes been
referred to as the Marshalian scissors and is still a big part
of what is learned in economics classes today.

With the works of Marshall, the foundations of neoclas-
sical methodology were complete and contained the four
components that would be major parts of economic
methodology up until the 1990s. The first component was
a vision of the economy as a great self-correcting machine
similar to the Newtonian vision of physics common at the
time. The second component was an emphasis on method-
ological individualism. The third was the use of deductive
reasoning as a replacement for the experiments that were
impossible to conduct, and the final component was an
emphasis on internal consistency rather than external evi-
dence. As described in the first section of the chapter, these
were the major tools of methodology used by economists
throughout the twentieth century.

Objections to Neoclassical Economics

The rise of neoclassical economics was paralleled by a
rise in thinkers critical of the methodology being used in



neoclassical economics. In economics, the methodology
that is used by the majority of economics is often called the
orthodox method, whereas the methodologies used by
minority groups (usually critical of the majority) are called
heterodox economics. Throughout the twentieth century,
there were many heterodox critics of orthodox neoclassical
methodology.

The historical school of thought was a heterodox group
that was critical of the classical methodology and also
actively criticized the neoclassical methodology for many
of the same reasons. A controversy arose between the his-
torical school and advocates of free market thinking. Part
of the conflict revolved around the ability of a nation to
plan an economy. Individuals arguing that such centralized
planning could never work included Menger, whereas the
historical school was led by a thinker named Gustav von
Schmoller. The conflict between these differing groups
was called the Methodenstreit, which is German for the
“battle of the methods.”

Another group of critics of neoclassical methodology
were called the institutionalists. Thorstein Veblen, John R.
Commons, and Wesley Mitchell were three founding insti-
tutionalists. Like the historical school, the institutionalists
believed that economies had to be studied within a social
context. The institutionalists also believed that the deduc-
tive method based on limited observations was flawed and
that other methods were needed. Institutionalists criticized
the neoclassical emphasis on the individual as the basis of
study and argued in favor of a more socially driven vision
of the economy. Institutionalists based their methodology
on an evolutionary vision of the economy rather than a
mechanistic view and argued that the theory of value cre-
ated by the neoclassical methodology was rather simply a
theory of price.

The Austrians were a third major group of critics of the
neoclassical methodology. As mentioned above, Menger is
considered both a founder of the Austrians and a major dis-
coverer of marginal economics. Although the Austrian
school is now considered a separate heterodox school, it has
been considered only since the latter half of the twentieth
century. Prior to the 1950s, the differences between the
Austrians and neoclassical economics were small enough
that a separating distinction was too minor to create a sub-
classification. The Austrian school moved away from the
neoclassical school on a couple of points of methodology.
The Austrians could agree with the neoclassical ideas that
the individual should be the basic unit of economic study,
and they could also agree that deduction was the best tool
of reasoning available. The Austrians, however, began to
diverge dramatically from the neoclassical perspective with
respect to the usefulness of math in modeling individual
behavior. As formal mathematical modeling of economics
became more prevalent, so did the Austrian objections.

Although differing groups objected to neoclassical the-
ory, this does not mean the differing groups agreed with
each other. In fact, the founders of the Austrian school
were some of the loudest critics of the historical school
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during the Methodenstreit. The Austrians and the institu-
tionalists have also had sharp arguments over methodol-
ogy. These differing schools still have proponents writing
today and have influenced political policy in the past and
present. The institutional school had substantial political
influence from the beginning of the twentieth century until
World War II. The Austrian school had a much greater
influence during the second half of the twentieth century.
In particular, Austrians such as Friedrich A. Hayak were
highly influential on important political leaders such as
Margaret Thatcher and Ronald Reagan.

Keynes, the Neoclassical
Synthesis, and Monetarism

The arrival of the Great Depression served as a major
disruption to the neoclassical methodology. Neoclassical
thinking took on a greater level of formality during the first
three decades of the twentieth century, but little discussion
was given about macroeconomic issues. Leon Walras had
offered a partial explanation of a neoclassical vision of the
macroeconomy in his theory of a general equilibrium
model, yet a solid description of the model had never been
given, and general equilibrium theories had been left
unexplored until the 1930s. The Great Depression made
this omission very clear and gave rise to the works of John
Meynard Keynes and then eventually led to the inclusion of
Keynes’s ideas into a new version of the neoclassical
methodology that used Keynes’s insights and combined
them in a Walrasian general equilibrium model. The 1970s
saw a collapse of support for the neoclassical/Keynesian
synthesis and a rise in the popularity of the monetarists.

John Maynard Keynes

John Maynard Keynes was the son of John Neville
Keynes, who was himself a well-known economist. Keynes
was well trained in neoclassical methodology, and his
works in macroeconomic theory were timely. Keynes
looked back on the classical thinkers who spent most of
their energy discussing the economy as a whole rather than
economic activity on the individual level. Keynes had a
daunting task to perform because he had to explain how a
prolonged downturn in the economy could happen when
most of neoclassical theory suggested that the economy
would self-adjust. Keynes emphasized aggregate measures
of economic activity to make a general theory of the
macroeconomy. He began by analyzing how the goods cre-
ated in the economy would be dedicated to different uses.
They could be consumed, used for investment, used by the
government, or traded to foreign nations.

With these expenditures explained, Keynes assumed
that production in the system would follow what was
desired by the differing groups who were acquiring the
output. If the expenditures were maintained by the differ-
ing groups at a high level, then the economy would be
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prosperous. However, there was nothing in Keynes’s mod-
els to suggest that a high level of expenditures would auto-
matically occur. In fact, Keynes envisioned situations
wherein low levels of expenditures could remain for pro-
longed periods. In particular, Keynes suggested that during
a crisis, firms would desire to invest significantly less, and
because investment was a major part of expenditures, this
could exacerbate the economic downturn. Simply put, a
recession would cause firms to lower investment, which
would further lower expenditures, which could lead to a
bigger downturn. Keynes argued that this downward spiral
could be stopped through government actions that
increased government spending.

The Neoclassical Synthesis

What Keynes wrote did not fit in nicely with the
methodology of neoclassical economics. Keynes’s work
was not based in individual behavior as was neoclassical
economics, did not emphasize a self-correcting mechani-
cal nature to the economy, and lacked a mathematical for-
malism that was being strived for in neoclassical
economics. However, the followers of the neoclassical
methodology recognized the failure of their theory to
reflect what was happening during the Great Depression,
and the incorporation of the Keynesian vision into a neo-
classical structure was quick.

The beginning of the synthesis occurred in 1937, when
John Hicks wrote “Mr. Keynes and the ‘Classics’: A
Suggested Interpretation,” published in the journal
Econometrica. The work was the beginning of a formal-
ization of Keynesian ideas. The ideas were more formal-
ized by other thinkers in the 1940s. The result of these
works was a series of theories backed up with mathemati-
cal equations that were purported to represent the ideas
presented in Keynes’s work. The synthesis worked to place
the ideas of Keynes within the context of the general equi-
librium model first suggested by Walras. The resulting the-
ories fit well within a neoclassical methodology, and Paul
Samuelson (1948) popularized this method when he pub-
lished it in his textbook that became one of the most pop-
ular economics texts available. During the 1950s and
1960s, economic analysis, as well as economic policy, was
dominated by this neoclassical synthesis.

In Samuelson’s text, much of the general information
currently taught in undergraduate courses took form. The
macroeconomy, based in large part on Keynesian expendi-
ture analysis, formed the heart of the macroportions, and
the market-based analysis of neoclassical economics
formed the microportions. The formalization and apparent
certainty of the neoclassical synthesis led to policy advice
that seemed simple and useful. However, beginning in the
1970s, this certainty broke down under new economic cir-
cumstances. It should be noted that the models created in
this synthesis failed to demonstrate how a continued period
of economic downturn could happen, which was the main
point of Keynes’s work. There are some economists who

have taken the Keynesian perspective in a very different
direction. This group has created a fairly detailed descrip-
tion of a market system wherein continuing economic
instability is explained, something that is missing in syn-
thesis analysis. This group is called the post-Keynesians,
and some of the better known economists from this group
were Hyman Minsky and Joan Robinson.

Monetarism

In the 1950s and 1960s, economic theory seemed so
formalized that many began to think that governmental
actions to correct economic imperfections were simple and
easily accomplished. During the 1970s, the economy suf-
fered a period of extended unemployment and inflation,
which was something that could not be explained by the
neoclassical synthesis models. This gave room in eco-
nomic theory for a new group of thinkers led by Milton
Friedman. Friedman and the monetarists argued that eco-
nomic cycles were caused by changes in the levels of
money in the economic system.

To the monetarists, all economic fluctuations were
caused by changes in the monetary system. Friedman went
so far as to try to demonstrate that the Great Depression
was the result of misguided monetary policy and not
the Keynesian explanation of dropping investment. With
the decreasing popularity of the Keynesian position in the
1970s, the monetarists began to call into question the assump-
tions of the Keynesian positions writ large. The monetarists
began to argue that the causes of the business cycles were
changes in governmental policy and that if left alone the
capitalist system was generally stable. The best way to main-
tain economic stability was to get the government out of the
economy.

The monetarist ideas were different from the ideas of
the neoclassical synthesis; however, the general methods
still remained relatively the same. Starting with the foun-
dations of the neoclassical school, there have been consis-
tently four major components to economic method. The
economy is seen as a mechanistic system with general
equilibrium being the outcome. The basic unit of economic
analysis is the individual, not groups. Deductive reasoning
based on only limited observations is the best way to cre-
ate economic theories, and internal consistency is to be
valued over external evidence. Although new ideas and
theories were to arise and fall, these basic tenets of
methodology remained in economics for most of the twen-
tieth century. This methodology is still dominant in under-
graduate classes; however, the methods themselves are
changing in the economics profession as a whole.

Conclusion

Modern economic methodology is in a state of flux and
is diverging from some of the main components of
methodology that have been used for the past century.



Those previous components were first laid down during
the neoclassical period of economics. However, modern
economics seems to be moving away from them. Few
modern economists use deductive reasoning as the basis
for their work; instead, a much greater role has arisen for
empirically testing theory using econometric tools. The
rational individual as a cornerstone of theory is being
replaced by a much more nuanced vision of the individual
situated within society. External evidence that contradicts
theories is given much more weight than ever, even if the
evidence suggests that economic models may not be
consistent. The mechanistic vision of markets always
adjusting to equilibrium is also being questioned. Why all
of this is happening now is difficult to answer. Perhaps the
arrival of cheap and powerful computers is changing how
economics is done. Perhaps it is the influence of critics of
neoclassical methodology, or perhaps it is something else.

What is clear, however, is that the general concepts
being taught in most undergraduate economics classes are
the result of centuries of research and conflict. The origins
of the micro- and macrodivisions of economics can be seen
by looking back to the history of economic thought, and in
that history you can find why methodology is taught as it
is. This methodology is the result of an evolutionary
process where differing ideas compete for acceptance.
Whereas the undergraduate is taught economic methodol-
ogy as a set of tools, the profession is always striving to
alter and refine these tools to better understand the econ-
omy. In this process, the tools themselves change and
methodology evolves. Adam Smith began asking questions
important to his society at the time, and the tools he used
fit those questions. Those tools have been altered by great
thinkers such as Ricardo, Mill, and Marshall. Those tools
have been shaped by important economists such as
Malthus and Keynes. The methodology we receive today
exists because of the works of these people, and the
methodology our descendents receive will be altered by the
economists writing today. Economics is a living discipline,
and continued exploration will inevitably result in the
metamorphosis of method. This chapter is intended as an
introduction to the process; much more remains to be
explored.
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he birth of the discipline of political economy is
I often dated to the eighteenth-century Scottish
Enlightenment philosophers such as David Hume
and Adam Smith. Of course, there were recognized
antecedents dating back to Aristotle, the Spanish
Schoolmen of Salamanca, and the French Physiocrats.
Even the core idea of how private interest can be recon-
ciled with public benefit through competition had a prede-
cessor in Bernard Mandeville. But it was the Scottish
philosophers who provided the foundation of classical
political economy in the eighteenth century.

The systematic study of political economy begins with
the recognition of two seemingly contradictory observa-
tions about commercial life. The first observation is that
individuals pursue their self-interest and do so as effec-
tively as they are capable of doing. The second observation
is that commercial society exhibits a strong tendency to
produce outcomes that enhance the public welfare in terms
of material progress and betterment of the human condi-
tion more generally. Squaring these two observations is
how the discipline was born.

The Methodology of Economics
and Political Economy: An Overview

Before we go further, I think it wise to stop and reflect on
something unique about this disciplinary origin. Political
economy and economics began with a reflection on an
already existing set of practices in the world. It was, in this
sense, in the quest to gain philosophical insight into the

mystery of the mundane life around them that led these
thinkers to study the economic system. In other words, a
human practice was in operation that needed explanation.
Economists did not invent economic life—whether as
evidenced by the organization of the household, the
harvesting of crops, the rise of manufacturing, or the free
trade of goods and services across borders. Economic life
happens, philosophers try to understand the manifestations
of it—the changes in prices, the life and death of
enterprises, the complexity of the division of labor, and the
wealth and poverty of nations.

From the beginning of the discipline there have been
debates concerning the methods used by thinkers to gain
philosophic insight into these matters. One way to recon-
struct Adam Smith’s critique of the mercantilists is as a
methodological critique of their understanding of the
wealth of nations. Following the twentieth-century econo-
mist Fritz Machlup, this chapter will make a distinction
between methods and methodology, where methods refer
to the various techniques that economists employ in think-
ing about a problem and offering an explanation, and
methodology refers to the philosophic study of those
methods and their epistemological status. Methods of
analysis have constantly evolved throughout the history of
the discipline, and methodology has shifted as well with
changes in epistemology. In other words, the positivism of
the Vienna Circle placed criteria on what constitutes sci-
ence that were different from the criteria that were under-
stood during the age of British empiricism. As the criteria
shift, so does the understanding of what is a good question
to ask as well as what would be a good answer. Methods
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of analysis are adopted if they help the explanation meet
the currently fashionable criteria and discarded as relics of
an older unscientific age if not.

Beginning in the late nineteenth and continuing
throughout the twentieth century, the discipline of political
economy was transformed into the science of economics as
the methods employed by economists to study the econ-
omy more closely approximated the methods employed by
those in the hard sciences, such as physics. Whether the
methods developed in the sciences of nature were appro-
priate for the sciences of man was hotly contested through-
out the twentieth century and continues to be the subject of
intense debate into the twenty-first century. But it must be
stated that most work-a-day economists do not see this as
a debatable issue. Science is measurement, and the tools
employed must satisfy that goal if science is to be done.
The philosophical reflection on contemporary practice, let
alone the entire enterprise of economics and political econ-
omy, is found in a specialized community of academics in
philosophy, intellectual history, and economics who study
the history of economic thought and methodology, as well
as sometimes among the elderly of elite economists as they
reflect back on their careers. In the discipline of econom-
ics proper, it is the very rare case (and professionally ill-
advised) that a younger scholar will venture into the field
of method and methodology.

But this does not mean that the methods of economics
are stagnant either in the past century or today. No, they are
constantly evolving as the problems that attract the atten-
tion of economists shift. However, the central disciplinary
puzzle remains of explaining how through the self-inter-
ested behavior of individuals a social order can result that
serves the public interest. The assessment of the truth value
of this statement shifts with the times, as well as the nor-
mative assessment of economic exchange and the market
economy. But every economist who has practiced the dis-
cipline since the eighteenth century would recognize the
proposition that the market economy was self-regulating as
central whether they agreed with it or not.

Joseph Schumpeter (1945), in his History of Economic
Analysis, makes a distinction between “vision” and “analy-
sis” and argues that “vision” is a necessary component of
the advancement of scientific analysis. The simple reason
is that “vision” is a pre-analytic cognitive act that provides
the raw material for the scientist to analyze. As a mere mat-
ter of description of the way the human sciences operate,
the economist must have a “vision” (a set of eyeglasses)
that helps to clarify the questions that are to be raised.
Visions are not neutral, however, with respect to the meth-
ods one uses to analyze a problem in the social world.
Science may indeed be measurement, but the scientist has
to know first what it is that must be measured and possess
the measuring devises required for that task. Without either
an idea of what to measure or the means for measuring, the
intellectual enterprise can devolve quickly into nonsense
rather than science.

Vision and analysis are both important parts of the
narrative on the evolution of economic method and
methodology in the twentieth and twenty-first centuries.
The historical experience of economic disruption due to
technological change, the devastation of war and depres-
sion, and the consequences of ideologically inspired rev-
olutions also shaped twentieth-century economics. Just
as the experience of the collapse of socialist ideological
aspirations of the twentieth century shaped economic
thought, the tragedy of less development, the fear of
manmade global disaster such as irreversible climate
change, the tensions of globalization, the fear of terror-
ism and religious fanaticism, demographic trends toward
aging populations and the unsustainable public eco-
nomic obligations that were made in the past, and the
global financial crisis are in the process of shaping
twenty-first-century economics. So we must be mindful
of how visions frame the questions asked, how ideas of
what constitutes science frame both what is considered a
good question and good answer, how methods chosen
will be a function of the question asked and the form an
acceptable answer is expected to take, and, finally, how
all of this is subject to change due to shifting philoso-
phies of science, empirical puzzles that are thrown up in
the world, and innovations in techniques of calibration
that appear to permit measurement where it was seemingly
impossible to get measurement before.

The toolkit of general competitive equilibrium, for
example, that was developed in the late nineteenth century
(Walras) and throughout the twentieth century (culminating
in the Arrow-Hahn-Debreu model of the 1960s—1970s)
sought to provide mathematical rigor to Adam Smith’s
“invisible hand” proposition. Smith’s proposition came to
embody in the mind of the economist a claim about the self-
regulating nature of markets through relative price adjust-
ments; the complex interdependency of economic life as
evidenced by the division of labor, specialization, and
exchange; and the efficiency of the market economy in pro-
duction (least cost technologies employed) and exchange
(gains from trade realized) through the guiding function of
relative prices and the lure of pure profit and the penalty of
loss. The incentives and information provided by clearly
defined and enforceable private property rights; free move-
ment of prices to reflect changing circumstances of tastes,
technology, and resource availability; and profit and loss
accounting, which induces entry of promising enterprises
and weeds out failed enterprise, are enough to ensure that
the market economy will satisfy the welfare criteria estab-
lished by the theory of general competitive equilibrium. At
least that is what elementary economics taught in the first
chapters of Marshall’s (1890/1972) Principles of Economics,
as well as in the first chapters of Stiglitz’s (1993) Economics,
and for the most part every major textbook in between.

From at least the time of John Stuart Mill’s (1843/1976)
Principles of Political Economy, economists always have
admitted that there were ample situations where the



“invisible hand” of the market would be hindered in its
operation. The problem of monopoly was mentioned
throughout the classical literature (though the source of
monopoly was not seen in the natural tendencies of the
market by many). The problem of common-pool resources
was also mentioned, as were examples of what later would
be termed externalities, asymmetric information with cer-
tain commodities, inequalities in distribution, economy-
wide business fluctuations (theory of general glut or
economic crisis), and public goods. The laissez-faire pre-
sumption that Mill laid out nevertheless had grounds for
exception from the laissez-faire principle that were quite
large. Many economic debates about method were in fact
debates about how persuasive that case for the exception
from the laissez-faire principle was. As analytical tools
evolved, the answer to that question changed. Pigou had
one answer, Coase had another, and Buchanan had yet
another. To be clear, it is important to remember that if the
laissez-faire principle stands, then the role of the econo-
mist is limited to that of a scholar and teacher, perhaps
social critic, and the role of the government is mainly seen
as that of a referee in the economic game. But if there are
grounds for rejecting the laissez-faire principle, then the
economists’ role in society is potentially transformed into
that of a policy engineer, and the government’s role is
transformed from a referee to an active player in the eco-
nomic game. The method and methodology of economics
are not invariant with respect to the policy aspirations of
economists and political decision makers. It has been
argued that the intended audience of Adam Smith’s
(1776/1976) An Inquiry Into the Nature and Causes of the
Wealth of Nations was the enlightened statesman, and one
could just as easily argue that this was true for the major
works of Mill, Marshall, Pigou, and Keynes as well.

The theory of market failure developed by Paul
Samuelson in the middle years of the twentieth century
attempted to show under what precise conditions Smith’s
“invisible hand” proposition broke down. Ideas such as
positive and negative externalities, free riders, excludabil-
ity, nonrivalry, and so on became part of the everyday lan-
guage of economists due to Samuelson’s efforts both as a
theoretical economist and as the leading textbook author
for at least two generations of college students of econom-
ics. Samuelson’s impact was in providing the latest reasons
to doubt the veracity of Smith’s proposition, and the form
of argument in economics that he championed transformed
the way economists must present their work for assessment
among their peers. To eliminate ambiguity in argument,
Samuelson argued, the rigor of mathematical formalism
must replace the literary vagueness of an earlier less sci-
entific age of economic analysis. The casualty of this
transformation in method, Samuelson insisted, would only
be the loose thinking of previous generations—loose
thinking that produced an unfounded “faith” in laissez-
faire and the invisible hand of the market economy.
Samuelson spearheaded the neo-Keynesian synthesis in
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macroeconomics and the transformation of the welfare
properties in microeconomics. Every area of economics,
circa 1950 and 1960, was touched by Paul Samuelson.
After Samuelson, the method and methodology would be
unrecognizable to the previous century and a half of eco-
nomic and political economy thinkers since Smith in a way
that was not the case for, say, the history of the discipline
from Smith to Frank Knight.

The Keynesian revolution and the development of
macroeconomics in general offered an alternative vision
that argued that in the context of the modern money-using
economy, the classic link between private interest and
public benefit had been severed, and thus the market could
not be relied on to self-correct. Rather than self-correct-
ing, the capitalist economy was said to be inherently
unstable. Both the original Keynesian income expenditure
model and the later neo-Keynesian IS-LM model were
developed to demonstrate how once the link between sav-
ings and investment was broken, the classical vision of a
self-regulating market economy that steered the self-inter-
ested behavior of individuals in such a direction that the
public benefit was served could no longer be sustained.
This model, not without challenges from thinkers such as
Milton Friedman, dominated economic thinking in the
post—World War II era.

Simultaneously with the lost faith in the central propo-
sition of classical economics, economists also developed
models that demonstrated that the market economy was
prone not only to macroeconomic instability but also to
monopolistic abuse and other microeconomic inefficien-
cies caused by various market imperfections. The model of
general competitive equilibrium could no longer be said to
mimic the outcomes of a free-market economy, but the
model could serve as a tool of policy. The new approach to
economics promised that government correctives would
ensure that the welfare properties of the competitive equi-
librium model would in fact be achieved even though the
market economy could not achieve them when left to its
own devices. The irony of this should not be lost. A model
that was developed to represent what the market economy
achieved without any central direction (“invisible hand”)
was transformed in the writings of economists such as
Abba Lerner and Oskar Lange into a guiding tool for state
direction of the economy (the visible hand of government
planning). Economics was transformed from a discipline
of philosophic reflection on the empirical reality of com-
mercial life to a tool of social control by enlightened pol-
icy makers. Abba Lerner’s (1944) book has the appropriate
title, The Economics of Control; Samuelson, along with
others, introduced linear programming into economics;
William Baumol further developed the applications of
operations research into economics; and some of the top
minds in the field of economics, such as Leonid Hurwicz,
would devote themselves to a field titled “mechanism
design.” In the 1940s to 1970s, the entire discipline of eco-
nomics was transformed into a tool for social control, and
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the methods and methodology of economics of that age fit
that new purpose. Methods and methodology that did not
fit the purpose of prediction and control were rejected as
relics of a bygone era—a past era that was less scientific
than the modern age.

In the mid-1970s, amid an economic reality of high
unemployment and high inflation, the classical proposition
concerning the “invisible hand” was resurrected with the
work of Thomas Sargent and Robert Lucas and the new
classical economics. Added to the lexicon of macroeco-
nomics were rational expectations, time inconsistency, and
the invariance proposition in policy design. The basic idea
was that economists could no longer continue to model
economic actors as completely passive actors that are to be
manipulated by public policy decisions (as they were dur-
ing the Keynesian hegemony) but had to model them as
capable of anticipating the consequences of policies and
therefore behaving in a way to put themselves in the best
situation to take advantage of the policy change. This
response, unfortunately, will potentially dampen the effec-
tiveness of the proposed policy. A classic illustration of
this was the Keynesian proposition concerning the trade-
off between inflation and unemployment. The Keynesian
consensus argued that as unemployment ticked up during a
downturn, policy makers could stem this by engaging in
inflationary policies. The inflation would drive down real
wages, without affecting the nominal wage. In effect,
workers will experience a wage cut, but due to “monetary
illusion,” they do not realize this, and so policy makers can
keep unemployment in check through inflation. But this
Phillips curve relationship breaks down if the workers rec-
ognize that their real wages are being cut and thus demand
pay increases. Rather than inflationary monetary policy
keeping unemployment in check, we get instead both infla-
tion and unemployment rising. By the mid-1970s, the
empirical reality of “stagflation” was the exact opposite of
what was predicted by the Keynesian model of macroeco-
nomics. Keynesian theory was empirically questionable,
and theoretically incoherent was the judgment because it
lacked microfoundations, and new classical macroeco-
nomics filled the intellectual void.

At the same time, classical market theory reasserted itself
against the market failure theories of the previous decade,
and ideas such as the efficient market hypothesis (Fama),
competition for the field (Demsetz), and contestable mar-
kets (Baumol) were added to the lexicon of microeconom-
ics. Ronald Coase and James Buchanan pointed out that
traditional Pigouvian welfare economics was logically either
redundant (actors within the economy would bargain away
conflicts themselves) or nonoperational (if private actors
cannot bargain away the conflict, then under the same
assumptions neither could public actors accomplish the pol-
icy goal). Coase and Buchanan spearheaded a revolution in
economics to do comparative institutional analysis in law,
politics, and the market. The conceptual framework of eco-
nomics changed in the 1960s to 1970s, but many of those
changes represented the resurrection of many of the themes

found in the classical writings of David Hume, Adam Smith,
David Ricardo, J. B. Say, and John Stuart Mill.

But it is important to stress for our present purposes that
the changes of the 1960s and 1970s were not accompanied
by a change in the methodology, so the methods were not
so much transformed but applied consistently and persis-
tently and into areas that previously were deemed out of
bounds. In fact, one way to understand the new classical
revolution was as a response to a dual intellectual incon-
sistency evident in the preceding economics literature:
(a) a conflict between what was taught in microeconomics
and macroeconomics in terms of core economic theory,
thus requiring a search for microfoundations and (b) cut-
ting short the story of market adjustment in microeco-
nomic and macroeconomic narratives of imperfection and
instability, such that when the economists opened up the
analysis to account for agent learning and allowed for all
the accommodating changes to take place in the market
economy, the claims to imperfection and instability faded
away. In other words, while there may be macroeconomic
questions (e.g., inflation, unemployment, growth), there
are only microeconomic answers, and those answers are
provided through the examination of relative price effects
and their impact on the behavior of individuals as they
adjust to changing circumstances through time.

The development in the last quarter of the twentieth
century of property rights economics, law and economics,
public choice, the new learning in industrial organization,
the economics of organization and new institutionalism,
new economic history, entrepreneurial studies and market
process theory, and new classical economics all repre-
sented efforts of one sort or another to analyze beliefs,
behaviors, institutions, and situations that previously had
been treated as either beyond the scope of analysis or as
part of an unexamined framework. But again it is impor-
tant to stress that while economic theory evolved and
applications were found in new areas, the fundamental
practice of economic methodology did not change as a
result. In fact, the new methods were judged against the
methodological conventions of formalism and positivism
(at least the understanding of positivism among econo-
mists), and to the extent that the new methods failed to fit
into those self-understandings of economic science, they
would be dismissed as potentially interesting questions
that were not operational. Until the set of questions being
raised by new thinking in economics could be represented
in a formal model subject to empirical test via sophisti-
cated statistical analysis, they would have little impact on
the practice of economists.

The Fracturing of the
Neoclassical Hegemony

I have argued that Paul Samuelson initiated the formalistic
revolution in economics in the 1940s and 1950s.
Samuelson’s justification for this was simple—ambiguity



in thought emerges whenever we use the same words to
mean different things or different words to mean the same
thing, but by forcing economic arguments to be stated in a
common formal language, assumptions would have to be
made explicit (not hidden) and ambiguity would be
avoided. In the 1950s, Milton Friedman also persuasively
stated for economists that assumptions in theory construc-
tion did not really matter provided the construction was
subject to empirical test. It is the submission to falsifi-
cation that demarcates science from nonsense—an econo-
mist’s rendering of logical positivism, instrumentalism, or
whatever balled into an operational appeal for a simple
formula of economic hypotheses subject to empirical
test using statistical techniques. A philosophical statement
of the positivist position with respect to the develop-
ment of economics was actually made in the 1930s by
T. W. Hutchison, but while recognized as a classic in
economic methodology, the work did not persuade
practicing economists. And it was not as if economists
never made explicit methodological pronouncements—
both descriptive and prescriptive prior to Hutchison.
Lionel Robbins and Ludwig Mises defended the a priori
and deductive logic nature of economic theory in the 1920s
and 1930s. Mises, in particular, was adamant in his
presentation of the a priori (purely deductive) nature of
economic theory and built his argument on the earlier
methodological work of N. Senior, J. N. Keynes, and
C. Menger. Despite how Mises’s statements have been
interpreted by critics ever since, Mises did not claim
originality for his position but argued instead that this was
in fact the way that classical and neoclassical theorists of
economics had in fact always done economics: deduction
from self-evident axioms, combined with subsidiary
empirical assumptions and aided by imaginary construc-
tions (including the “method of contrast,” where a world
without change is constructed so we may understand the
implications of change). In addition, Mises (following
Weber) insisted on the positive nature of economic science
against claims of ideological bias. Positive analysis prior to
the philosophical development of logical positivism
consisted of an argumentative strategy and was linked with
Mises’s consistent subjectivist stance. Treating ends as
given and limiting analysis strictly to means-ends
examination, Mises argued (as did Weber), would ensure
the value-free nature of economics. Robbins (1932) picked
up on this argument in the first edition of An Essay on the
Nature and Significance of Economic Science. From a
more continental philosophical tradition, Mises’s student
Alfred Schutz (1932/1967) made a similar argument in
The Phenomenology of the Social World. However, the
arguments of Mises and others that attempted to justify
both methodological dualism (i.e., that economics was a
science, but a science whose epistemic procedures were
wholly different from those of the natural sciences) and the
positive nature of economic theory proved to be ineffective
in the wake of the empirical events of the 1930s and 1940s.
The Great Depression and the grand ideological debates
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that were played out in World War II simply demanded an
economics that was technical and analogous to physics—a
form of social physics or better yet engineering. The
discipline bent to this demand as young economists,
motivated by the momentous events of the day, pursued
advanced study of economics and went to work to solve
social problems. Economics had to become a discipline
capable of prediction and control and not endless disputes
in social philosophy if progress was to be made and the
shortcomings of the laissez-faire system were to be
overcome through judicious public policy.

The change in the way economists do things that took
place in the 1940s and 1950s was not led by philosophers
of economics but a group of economic superstars who
communicated to the rising generation how you are sup-
posed to engage in the science. In this sense, the practice
of economics in the second half of the twentieth century
was dictated by Samuelson and Friedman (despite their
disagreements), not by the Vienna Circle, Karl Popper, or
Imre Lakatos. The methodological statements of Mark
Blaug or Lawrence Boland or Bruce Caldwell in the 1970s
and 1980s did not dictate practice in the discipline, just as
the biting criticisms of Frank Knight or Ludwig Mises or
Phil Mirowski (from the 1940s into the 2000s) have not
curtailed the advance of the economists’ self-understanding
of the discipline as both formalistic and positivistic.

Both formalism and positivism came under intellectual
assault in the 1960s to 1980s in the philosophy of science
literature. Formalism resulted in unrealistic and sterile pre-
sentations of human life that missed as much as they cap-
tured, and positivism worked on an assumption that
empirical tests were unambiguous. Without the empirical
grounding provided by clean and unambiguous statistical
tests, formal abstractions were prone to become free float-
ing. Critiques of the modernist vision of science of an ana-
lytical form in the hands of Willard Quine (whether the
falsifying result addresses the main hypothesis or the net-
work of statements that led to the main hypothesis) or of
the sociological variety in the hands of Thomas Kuhn and
Michael Polanyi (paradigms and the notion of progress in
science) or the continental form found in Richard Rorty
(that all knowledge is contextual and framed by perspec-
tive) were embraced by various heterodox thinkers in
economics, such as institutionalists, post-Keynesians,
Marxists, and Austrian school economists. In addition, as
formalism and positivism dominated practice in econom-
ics, there were always leading thinkers in the field who
admitted the difficulties of carrying out the official
methodology and questioned the current practice as failing
to live up to the standards set or that the standards set were
unrealistic. Ed Leamer’s “Let’s Take the Con Out of
Econometrics” (1983) was one such critique of practice, as
was D. McCloskey’s (1998) The Rhetoric of Economics.
There was, parallel to this, philosophers who challenged
the economists’ scientific pretensions, such as Alexander
Rosenberg, who argued that economics was either mathe-
matical politics or the science of diminishing returns, but
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it was not an enterprise experiencing scientific progress.
Dan Hausman has even described economics as an inexact
and separate science. James Buchanan argued repeatedly
that while economics is indeed a science, it is a philosoph-
ical science—which actually was a position staked out by
R. G. Collingwood in the first decades of the twentieth
century and was influential on Mises. Positions were stated
by prominent figures, but they did not change practice or
self-understanding.

During the 1980s and 1990s, survey articles on eco-
nomic methodology were published in high-profile pro-
fessional outlets such as Journal of Economic Literature
and Journal of Economic Perspectives, and books on the
subject were reviewed and discussed in a variety of tradi-
tional outlets. New journals were established such as
Economics and Philosophy and the Journal of Economic
Methodology. The critiques of traditional economic
methodology led to a rise in heterodoxy, or at least a more
self-confident and vocal heterodoxy. But ultimately, the
actual methodological practice of elite economists
changed little. McCloskey was a major advocate of
change, but the criticisms offered in works such as The
Rhetoric of Economics and The Cult of Statistical
Significance, while widely read, did not have the force to
change practice. What occurred instead was that attempts
to justify practice by appeals to philosophy stopped
among economists. Demarcation efforts were not a philo-
sophical exercise but a complete embracing of scientific
conventionalism. Economic science is what economists
do, not what philosophers claim is scientific. And to do
economics, one must think in terms of simplified models
(parsimonious yet elegant mathematical representations)
that are subject to sophisticated statistical tests. Critiques
of the ability of statistical tests to answer fundamental
questions (e.g., Greg Mankiw’s critique of economic
growth statistics) did not lead to a broadening in the
notion of the evidentiary burden that must be met by con-
tributions in the field but instead to renewed interest in
finding better statistical instruments. Methods evolved,
but the underlying methodology remained.

But the heterodox critique did not go completely
unheeded. Questions concerning the behavioral foun-
dations of economics led to a renewed appreciation of
psychology and even neuroscience. Similarly, the insti-
tutionalist critique of economics led to a renewed
examination of the legal-political-social nexus and its
impact on economic life. Scholars such as John Davis
have pointed to these intellectual developments among
economists as evidence of a breakdown in the hege-
mony of the neoclassical mainstream. But one should
be careful here because while psychological and insti-
tutional factors are now prominent in economic
research, and the evolution of methods has led to a rise
in laboratory experiments, computer simulations, and
natural experiments that in a previous generation may
have been viewed with suspicion, the form in which an
argument must be stated in the top research journals to

be considered “scientific” has not changed all that
much from the days of Samuelson and Friedman.

The Absorptive Capacity of Formalism

It is important to realize that I am not making a normative
assessment of these developments (and lack of change) but
instead providing a description of the intellectual
landscape in economics from 1950 to today. Methods are
constantly evolving but guided by a methodology that
more or less has been fixed by scientific convention mid-
twentieth century. Methodology not only determines to a
large extent the questions that can legitimately be asked by
a discipline but perhaps more important limits what would
be considered a good answer to those questions. During
this period, there have always been slightly out-of-sync
economists who have been more or less nonconformists.
Think of Nobel Prize winners such as F. A. Hayek, James
Buchanan, Ronald Coase, Douglass North, Vernon Smith,
and Thomas Schelling. Or broad-ranging economic
thinkers such as Kenneth Boulding and Albert Hirschman.
Or even recognized masters of the craft of thinking like an
economist such as Armen Alchian. The economics
profession during the twentieth and into the twenty-first
centuries has had significant dissenters with respect to the
prevailing consensus on method and public policy, but to
dissent methodologically with respect to formalism and
positivism was the quickest way to be utterly dismissed.
And this was true even after developments in the
philosophy of science literature questioned the modernist
understanding of science. As McCloskey has repeatedly
stressed to readers, economics is the most modernistic of
the human sciences. And when the philosophy of science
literature no longer justified those modernist ambitions,
rather than rethink those ambitions, economists simply
appealed to conventional practice. Economics is, in this
understanding, simply what economists do. While previous
generations of students were at least required to read
Samuelson and Friedman on the methodology of
economics during their first term in graduate school, the
current generation of graduate students is expected to
practice economics as they are taught without any serious
study of the philosophical justification of the conventional
methodology of economics.

Formalism has proven to be amazingly absorptive of
heterodox ideas, especially after techniques and methods
were developed that broke the taboo of multiple equilib-
ria. Once the demand for models with determinate equi-
librium results (i.e., single exit models) was relaxed,
different paths could be explicated in models and so many
heterodox ideas could be incorporated. One must remem-
ber that economists in the 1970s and 1980s struggled to
gain acceptance for game theory, computer simulations,
and laboratory experiments among economists. But once
it was demonstrated that these methods could be used in a
way consistent with the underlying methodology of model



and measure, they found wide adoption among econo-
mists for addressing questions that more traditional meth-
ods proved to be wanting. As Paul Krugman has pointed
out in his discussions of the evolution of ideas related to
economic geography and economic development, many
nontraditional thinkers raised questions of increasing
returns and location economies, but they lacked the tools
to communicate those ideas in a way that economists
could find useful. The usefulness criteria, I should point
out, are provided by the methodological presumptions that
were enforced. Useful, in other words, not as a tool of
understanding but rather as a vehicle for forming testable
hypotheses.

What is true for economic geography is also true for
numerous other fields in economics, such as the study of
politics, law, family, extended relationships, and norms.
Many of the ideas being heralded as revolutionary are in
fact the restatement of ideas held by an earlier generation
of economists and political economists but previously
deemed relics of an unscientific age of economics. Hume
and Smith, for example, did not have a myopic view of
humanity but instead believed in a behavioral model that
included not only self-love but other regarding as well. The
past 50 years of economic research and education have
seen the placing of “old wine” of the classical school and
early neoclassical writers into the “new bottles” of formal-
istic modeling and statistical testing empiricism.

The reports of the breakdown of orthodox hegemony by
David Colander and John Davis have looked only at the
method and policy dimensions, whereas the significant
margin to look at that ultimately determines the character
of economics is the underlying methodology. And on that
margin, despite all the philosophical shifts, the basic justi-
fication of the enterprise of economics as a formalistic and
positivistic science has remained unchanged. Unless an
idea can be absorbed under this rubric, it will meet intel-
lectual death. Methodology is the ultimate judge, jury, and
executioner in economics, although it often lurks in the
background unstated. As McCloskey has put it, when one’s
intellectual range is limited to M—N, when you get up close
and look, it seems as if a wide range of topics are on the
table and that all those around the table are fair and open-
minded contributors to the enterprise, but when you step
back, you realize that the intellectual span from M—N is
quite narrow and misses the entire range of issues from
A-L and O-Z. This is the fate of economics in its high
modernist form, and little has changed in practice except
that economists no longer appeal to high modernist philos-
ophy to justify what they do.

Where Is Economics Going?

With what I have said about the relationship between
method and methodology firmly in mind, let us look at
developments in economics as we entered the twenty-
first century. First, during the last decade of the
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twentieth century, two empirical realities became of
overriding concern to economists—the collapse of
communism and the transition from socialism, and the
failure of development planning and foreign aid
programs to lift the less developed world into a position
of greater freedom and prosperity. Second, as we prepare
to enter the second decade of the twenty-first century,
two other empirical realities became overriding concerns
to economists—the tensions of globalization, threat of
international terrorism, the financial crisis, and threat of
worldwide depression.

One way to think about this is to envision the discourse
in economics as following the shape of an hourglass. In
the eighteenth and nineteenth centuries, economics was
part of a larger discourse in political economy and moral
philosophy. As the discipline self-identified with a more
technical (less philosophical) and scientific approach to
economic questions in the twentieth century, the scope
narrowed. By the 1950s, the discipline of economics was
narrowed to the midpoint on the hourglass. Since the
1950s, we have seen the broadening of the discipline
again to take into account questions that once preoccupied
the minds of the “worldly philosophers.” By the turn of
the twenty-first century, economists were once again tack-
ling questions that could be recognized by the likes of
Adam Smith and John Stuart Mill, let alone Max Weber.
Indeed, the “worldly philosophy” seemed to be back en
vogue. Amartya Sen tried to explain this shift in intellec-
tual focus using the language of modern economics rather
than imagery such as an hourglass. To Sen, there is a pro-
duction possibility frontier for economic research, with
economics as engineering on one axis and economics as
philosophy on the other. During the twentieth century,
economics moved toward a corner solution of economics
as engineering, but during the last quarter of the century,
economics began to move along the frontier away from the
corner solution to once again pursue economics in a more
philosophical manner. In Sen’s writings, this shift relates
to questions of ethics that must be raised for welfare judg-
ments to be passed.

What I have suggested, however, is that while the
questions have broadened once again, they have done so
only to the extent that they can be restated in a form that
conforms to the methodology that actually led to the nar-
rowing of the hourglass (or the move along the frontier to
the corner solution). I will leave to another time the ques-
tion of whether this form constraint distorts the substan-
tive content of the conversation. For now, the point I
want to make is that the methodological constraint that
produced the transformation of economics in the twenti-
eth century (Samuelson-Friedman) is still binding on
disciplinary discourse. Economics is a model and mea-
sure discipline; it is a discipline that advances through
journal articles, not books, and it is a discipline whose
scientific status while constantly questioned by outsiders
is never questioned by those who occupy the command-
ing heights of the profession.
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That much said, one would be blind not to see the
important changes in research focus and methods of analy-
sis that have taken place. In one sense, the empirical puz-
zles of the collapse of communism, the transition to
capitalism, and the failure of development planning led to
a renewed appreciation for the underlying institutional
context of economic life. Economics in this sense is con-
ceived of as a science whose subject is exchange and the
institutions within which exchange takes place. On the
other hand, the transplanting of institutions from one envi-
ronment to another has proven to be a very difficult policy
task, and both the transition to capitalism and the elimina-
tion of squalor and poverty in the Third World have proven
to be more difficult than imagined. The contemporary
empirical puzzles of the tensions emerging from global-
ization and the threat of international terrorism have
focused economists’ attention on “mental models,” includ-
ing ideology, religious beliefs, and cultural value systems
in general. Directed by these pressing issues, economists
are reexamining the cognitive foundations and behavioral
assumptions of the discipline. In other words, in the upper
echelons of the professional hierarchy, both the institu-
tional and behavioral assumptions of conventional models
have come under examination and a required modification.

As a question of public policy, many economists saw
the link between the puzzles of the 1990s that resulted in
examining the institutional assumptions and the puzzles of
the 2000s that resulted in examining the behavioral
assumptions. Solving the problems of transition and of
Third World poverty has captured the imagination of lead-
ing economic thinkers such as Douglass North, Bob Lucas,
Joe Stiglitz, Jeff Sachs, Esther Duflo, Abhijit Banerjee,
Andrei Shleifer, and Bill Easterly. Many of these econo-
mists rejected the traditional neoclassical depiction of indi-
vidual decision making and the market economy, as well as
the free-market policy recommendations associated with
the “Washington Consensus.” Others argued for a more
sophisticated understanding of the traditional model and
offered a more nuanced defense of the basic message of
the “Washington Consensus.” These debates will continue.
But the basic message from the economics of the 1990s
and 2000s is that institutions matter, and while individuals
respond to incentives, they are also prone to suffer delu-
sions and other error-inducing cognitive limitations in
those responses. Learning is context dependent. Behavioral
economics, in particular, argues that individuals often are
mistaken in their beliefs and expectations.

Actors are not perfectly rational, information is imper-
fect, markets are not atomistic, and resources are not
always channeled to their highest valued use. While these
admissions of imperfection open the discipline to new
areas of research, those new areas can be pursued only via
the conventional methodology. That is the dilemma of eco-
nomics in the twenty-first century. Kenneth Boulding once
remarked that the problem of economics (circa 1970) was
that the discipline was asked to address twentieth-century

problems (depression, war, cold war) with the mathemati-
cal tools of seventeenth-century physics (Newton). Hayek
made similar remarks at the time—which should not be
that surprising because both Boulding and Hayek were
early adherents of general systems theory and respectively
influenced in their thinking by Ludwig Bertalanffy and
the idea of complex systems analysis. One could argue
that an analogous critique could be offered to today’s eco-
nomics and does in fact get voiced in the discussions of
complexity theory and economics. While models of social
complexity and both agent-based and complex adaptive
systems are not uncommon in the literature, they have not
affected practice to the extent expected by the adherents of
these models. In other words, the core theory of neoclas-
sical general equilibrium theory remains the foundation of
economic analysis. In a different context, Frank Hahn
once described the criticism of the edifice of neoclassical
theory as a bombardment of so many soap bubbles. In
other words, the critiques are offered, but they ultimately
bounce off.

Still, several method shifts in economics must be reck-
oned with in any discussion of economics and political
economy in the twenty-first century. First, there has been
the rebirth of political economy independent of the Marxist
tradition. This goes back to the point raised by my hour-
glass metaphor or Sen’s discussion of the movement along
the production possibility frontier of economic thinking
away from engineering and more toward philosophy.
Positive political economy and constitutional political
economy are intellectual developments in both the disci-
plines of economics and politics that have brought back the
serious discussion among social scientists of the structure
of government, the role of rules (formal and informal) in
political and economic interactions, and the political-
economic and legal-economic nexus. In one respect, post-
1960 political economy can be accurately described as
asking the fundamental questions of political theory from
Thomas Hobbes, John Locke, David Hume, and U.S.
founding fathers such as James Madison with the analyti-
cal tools of modern economics. When James Buchanan
was awarded the Nobel Prize in 1986 for his development
of public choice theory, political economy was well estab-
lished again in the curriculum on economists and political
scientists, and this has only continued in the decades since
that award.

Second, there have been changes in the conceptual per-
spective of economists. There seems to be a willingness
among economists to challenge the core ideas of rational-
ity, self-interest, and equilibrium. But this willingness
should be viewed with some suspicion because as I have
argued, this new openness has been purchased by aban-
doning a commitment to substantive propositions in eco-
nomics while steadfastly affirming the commitment to the
form in which arguments must be made to be considered
contributions to the economics. The criticisms associated
with heterodox traditions of neoclassical methodology



have not won the day, and thus the enthusiasm one reads in
Colander and Davis for the fracturing of the mainstream is
overstated. Instead, the criticisms must be stated in a man-
ner that conforms to those older Samuelson-Friedman
notions of formalism and positivism. Roger Koppl has
argued that the cutting edge of the mainstream (he refers to
it as heterodox mainstream) is now occupied by work that
employs the methods of bounded rationality, rule follow-
ing, institutions, cognition, and evolution. And Koppl is
certainly accurate in his description, but the argument that
often accompanies this description of the current state
of play in the discipline and the emerging alliance
between various heterodox schools of thought such as
post-Keynesian, old institutionalist, new institutionalism,
complexity economics, Austrian economics, and post-
Walrasian economics that will effectively challenge the
prevailing orthodoxy is overstated. Instead, as I have stated
earlier, the orthodoxy has tremendous absorptive capacity,
and the evolution of methods of analysis such as evolu-
tionary game theory has aided absorption. Heterodox
arguments that can be restated in formal terms and tested
using conventional statistical techniques can get a hearing
among the professional elite, but those arguments that can-
not quite be presented in that form (however interesting)
will not get that same hearing, let alone influence eco-
nomic research. This is one possible explanation as to why
leading representatives of heterodox schools of thought are
rarely published in the highest impact professional jour-
nals and are often unable to obtain teaching positions in the
most prestigious departments. This is not an argument
about discrimination and unfair barriers to entry in the
field of economics. Economics is actually a very fluid dis-
cipline, and the culture at the top departments (e.g.,
University of Chicago) is notorious for the ruthless com-
mitment to argument and not established status of individ-
uals. But the judgment of what constitutes a good
argument is not invariant with respect to the prevailing
methodology. Model and measure rhetoric was used by
Samuelson and Friedman to dismiss opponents, and the
same can be seen today as the challenges of heterodoxy are
absorbed into the orthodoxy—whether those challenges
come from the lab, magnetic resonance imaging machines,
computer simulations, history, anthropology, or philoso-
phy. Still, there can be little doubt that the methods econo-
mists are employing in their work are evolving, and this
evolution enables them to tackle many questions about the
dynamic nature of economic life and the complex interde-
pendencies that previous economic thinkers were unable to
ask in a way that would produce acceptable answers as
judged by the methodological strictures of formalism and
positivism. Consider the work in this regard of the most
influential economic thinkers in the 1990s and 2000s:
Andrei Shleifer, Ed Glaeser, and Daron Acemoglu. These
three have explored legal origins, the nature of regulation,
and colonial heritage and the origins of democratic
government. The questions are broad and the methods are
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creative, but the form in which the argument is stated is
very conventional.

Third, there have been significant changes in the empir-
ical techniques that economists employ in testing hypothe-
ses. Developments in econometrics, such as nonparametric
estimations, as well as instrumental variable approaches,
have enabled economists to pursue empirical research on
topics that previously had appeared elusive. In addition,
there has been an acceptance of experiments across the
board as providing not only useful but essential empirical
information. Economists such as John List engage in nat-
ural experiments and field experiments. Of course, labora-
tory experiments have long been used by economists such
as Vernon Smith to advance economic knowledge in the
fundamental theory of choice, market theory, public goods,
voting, and booms and busts. Smith’s Nobel address is one
of the most profound statements of the nature of rational-
ity in economics, the context-dependent nature of choice,
and the contingency of social order. Smith and his col-
leagues have studied trust relationships, cooperation in
anonymity, conflict, and market efficiency. Also, develop-
ments in programming have enabled economists to do
computer simulations that illuminate important economic
ideas, such as the work on the interaction of zero informa-
tion traders still able to generate market clearing. The
focus on institutions has led to a renewed appreciation for
the field of economic history among economists and polit-
ical economists. The analytic narrative approach to political-
economic history enables the rational choice theorist to
combine the argumentative structure of economics with
the compelling narratives of historical case studies (or
comparative case studies). The bottom line: As the analytical
methods of economics have broadened, they have been
matched by new methods of empirical examination of the
world around us. But note again that while the methods
have evolved, the scientific aspirations of the intellectual
enterprise have not—that aspiration is to provide a parsi-
monious model that generates testable hypotheses that are
then subjected to empirical refutation.

One final change to the landscape of economics in the
twenty-first century that is notable is the renewed interest
in both the application of economics to unusual topics in
everyday life and the popularization of economics among
the public not as part of policy discourse but simply as a
way of thinking about the world. This movement can be
captured under the label “freakonomics” and is mainly
associated with Steven Levitt. Levitt employs a natural
experiment method to tackle everyday economics and
make sense of statistical anomalies that are found in an
examination of the data. Tyler Cowen’s forays into
“freakonomics” are more conceptual than Levitt’s and
attempt to walk his readers through the logic of choice,
whereas Peter Leeson’s work is focused more on expli-
cating the mechanisms of social organization and
explaining the operation of these mechanisms in unusual
social environments.
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As we finish the first decade of the twenty-first century,
there should be little doubt that economics is a vibrant and
diverse discipline. The methods of economics are con-
stantly evolving as the technology of analysis changes. As
I have discussed, in the twenty-first century, it has become
commonplace for economists and political economists to
tackle questions concerning the cognitive limitations of
man and the institutional contingencies of exchange rela-
tionships. Koppl is right: The cutting edge of the profes-
sion is now occupied by researchers working on questions
that were previously viewed as the domain of heterodox
thinkers. But the narrative provided here disagrees with the
assessment provided by Colander, Davis, and Koppl that a
heterodox mainstream is emerging within economics that
represents a fracturing of the core scientific enterprise of
orthodox economics. When we look closer, what we see is
that while the methods are evolving and the policy disputes
are ongoing, the fundamental question of methodology and
the conception of economics as a science are unchanging
(and unchallenged). Economists are stuck in a world where
the discipline attempts to mimic the methodology of the
natural sciences. The new methods introduced (often
imported from disciplines perceived as more scientific
than economics to begin with) are always judged against
this formalistic and positivistic standard. As long as this
self-understanding and its corresponding standards of
acceptance and rejection remain intact, then frameworks of
analysis that focus disciplinary efforts on understanding
rather than prediction will continue to be dismissed as
unscientific. The challenges of the interpretative turn in
the human sciences, as summarized by philosopher
Richard Bernstein, are completely ignored. But today so
are the admonitions by philosophers such as Alexander
Rosenberg that economists must more faithfully follow
the methodological prescriptions of positivism ignored.
The formalistic and positivistic nature of economics is the
product of scientific conventionalism, which actually
proves to be a more elusive target in methodological dis-
putes than explicit references to the philosophy of science.

Economics is what economists do, and what they do is
build models and test those models against data sets with
statistical tools. There are always exceptions to the rule, but
the exception proves the point. Michael Polanyi once
described how new contributions to science in general have
to balance scientific plausibility, intrinsic interest of the
community, and originality of the contribution. Economics
is no different from physics in this regard. Conservative
forces are weighed against revolutionary innovations in the
practice of science to provide discipline so that wishful con-
jectures in truth seeking are channeled in a productive
direction. Research efforts overlap, and the work of one sci-
entist becomes the productive input into the scientific pro-
duction process of another to form a dynamic orthodoxy.
There has not been a revolutionary shock to the methodol-
ogy of economics since the mid-twentieth century. There
has been a broadening of topics and even the emergence of

new and exciting methods in contemporary economics, but
the basic notion of what it means to be doing scientific eco-
nomics has not changed much since Paul Samuelson set the
standard for theory and Milton Friedman explained what it
meant to do positive economics. Methods of analysis are
constantly changing and policy disputes are ongoing, but the
underlying methodology of formalism and positivism has
not been effectively challenged since it came to define the
self-understanding of economics in the post-World War II
period. So far, nothing in the twenty-first century practice of
economics suggests that change to this self-understanding of
scientific economics will come anytime soon.
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ECcONOMETRICS
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everal definitions of econometrics exist, a popular

example being the following: “Econometrics is the

study of the application of statistical methods to the
analysis of economic phenomena.” The variety of defini-
tions is due to econometricians wearing many different
hats. First and foremost, they are economists, capable of
using economic theory to improve their empirical analyses
of the problems they address. At times they are mathe-
maticians, formulating economic theory in ways that make
it appropriate for statistical testing. At times they are
accountants, concerned with the problem of finding and
collecting economic data and relating theoretical economic
variables to observable ones. At times they are applied sta-
tisticians, spending hours with the computer trying to esti-
mate economic relationships or predict economic events.
And at times they are theoretical statisticians, applying
their skills to the development of statistical techniques
appropriate to the empirical problems characterizing the
science of economics. It is to the last of these roles that the
term econometric theory applies, and it is on this aspect of
econometrics that most textbooks on the subject focus.
This chapter is accordingly devoted to this “econometric
theory” dimension of econometrics, discussing the empir-
ical problems typical of economics and the statistical tech-
niques used to overcome these problems.

There are two main differences between econometrics
and statistics. The first is that econometricians believe that
economic data reflect strategic behavior by the individuals
and firms being observed, and so they employ models of
human behavior to structure their data analyses. Statisticians
are less willing to impose this kind of structure, mainly
because doing so usually is not fully consistent with the
data. Econometricians ignore such inconsistencies, so long
as they are not gross, to enable them to address issues of

interest. The second difference stems from the fact that most
economic data come from the real world rather than from
controlled experiments, forcing econometricians to develop
special techniques to deal with the unique statistical prob-
lems that accompany such data. For example, when analyz-
ing female wages, one needs to account for the fact that
some women with children will appear in the labor market
only if their wage is large enough to entice them away from
being a homemaker; this means that a sample of female
wage earners is not a random sample of potential female
workers—other things equal, low-wage earners are under-
represented. Patching up statistical methods to deal with
these kinds of problematic data has created a large battery of
extremely sophisticated statistical techniques. In fact,
econometricians are often accused of using sledgehammers
to crack open peanuts while turning a blind eye to data defi-
ciencies and the many questionable assumptions required
for the successful application of these techniques.

Despite these and many other criticisms, Masten (2002)
argues convincingly that econometricians have a crucial
role to play in economics:

In the main, empirical research is regarded as subordinate to
theory. Theorists perform the difficult and innovative work of
conceiving new and sometimes ingenious explanations for the
world around us, leaving empiricists the relatively mundane
task of gathering data and applying tools (supplied by theo-
retical econometricians) to support or reject hypotheses that
emanate from the theory. To be sure, facts by themselves are
worthless, “a mass of descriptive material waiting for a theory,
or a fire,” as Ronald Coase, in characteristic form, dismissed
the contribution of the old-school institutionalists. But with-
out diminishing in any way the creativity inherent in good the-
oretical work, it is worth remembering that theory without
evidence is, in the end, just speculation. Two questions that
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theory alone can never answer are: First, which of the logi-
cally possible explanations for observed phenomena is the
most probable? And second, are the phenomena that constitute
the object of our speculations important? (p. 428)

Linear Regression

The three main applications of econometrics are estimating
relationships describing economic behavior, testing
hypotheses about economic behavior, and predicting/
forecasting economic events. The main methodology
employed for these purposes is regression analysis, the
essence of which is that we are interested in estimating a
relationship such as

Wage = o + B*Education + d*Male + €.

This is interpreted as saying that an individual’s wage is
determined as a linear function of his or her years of edu-
cation, gender (a “dummy” variable equal to 1 for males
and 0 for females), and a random error term €. The
unknown parameters in this relationship, o, B, and 9§, are
what we wish to estimate; econometricians typically use
Greek letters for unknown parameters. Special values of
these parameters, such as that & is equal to zero (corre-
sponding to no discrimination on the basis of gender), are
what we wish to test. Finally, if we knew the gender and
years of education of a new individual, we could use this
estimated equation to forecast this individual’s wage.

Students studying econometrics need to become com-
fortable with several facets of regression.

The equation above is called the specification, the speci-
fication denotes the set of variables appearing in that rela-
tionship and the functional form of the relationship—in this
case, a linear functional form. The wage variable is called the
dependent variable or the regressand. The education and
male variables are called independent variables, explanatory
variables, or regressors. The unknown parameter o
(unknown parameters are usually denoted by Greek letters) is
called the intercept or constant term. The [ and & parameters
are called slope coefficients. When there is more than one
explanatory variable, the regression is called a multivariate
regression. We speak of running a regression of the depen-
dent variable on the set of independent variables; unless
explicitly stated to the contrary, this includes an intercept.

Although this equation is written in a way that suggests
a causal relationship, it is important never to forget that
regression analysis can only assess the strength and direc-
tion of a quantitative relationship involving these variables.
Any conclusions regarding causality must come from com-
mon sense and economic theory.

The error term is the random, or stochastic, element of the
equation. It is added on for several reasons. First, a million
extra variables influencing wage have been omitted from this
equation; the error term reflects the sum of the effects of all
these omitted variables. Second, there usually is some mea-
surement error associated with the dependent variable. Third,

the functional form of the relationship is probably not linear.
And fourth, human behavior typically has a purely random
component—faced with the same set of circumstances, a
person will not always do the same thing. The error term is
assumed to have zero expected value; any nonzero expected
element of the error is absorbed by the intercept term.

The nonstochastic part of this relationship—namely, the
equation without the error term—is called the conditional
expectation of wage. What this means is that given values
for the explanatory variables, the expected value of wage is
given by this equation.

The slope parameter of an explanatory variable is the
amount by which the dependent variable changes when
that explanatory variable increases by one unit, holding all
other explanatory variables constant. The terminology
ceteris paribus is often used to refer to holding all other
variables constant.

Estimates of the coefficients o, 3, and & are usually
called &, B, and 8. The forecasted wage for a man with 12
years of education is w = a + 12 + 3. The forecasted wage
for a woman with 15 years of education is w = & + 15p. In
words, we set the unknown error term equal to its expected
value (zero) and plug our explanatory variable values into
the estimated specification to predict/forecast the depen-
dent variable.

The error in predicting the ith value of the dependent
variable, w, — W, is called the ith residual and is denoted e,
or €, because it is an estimate of the ith error term, €. The
popular ordinary least squares (OLS) estimates of the
unknown parameters are estimates that result from finding
values of the parameters that minimize the sum of squared
residuals (SSR). The terminology sum of squared errors is
often used in its place and so is often denoted SSE.

Because it minimizes the sum of squared residuals,
the OLS estimator automatically maximizes the “fit” of the
estimated equation, as measured by R?, the fraction of the
“variation” in the dependent variable explained linearly by
variation in the explanatory variables. Adding an explana-
tory variable helps the computer minimize the SSE, even if
this explanatory variable is irrelevant; the adjusted R*
(written R?) corrects for this. R? is only one of many crite-
ria relevant to the choice of specification, primary among
which is economic reasoning.

Thanks to the power of modern computers, calculating
the OLS estimator, as well as most of the other estimators
that econometricians employ, can be done very quickly and
easily with econometric software. The more prominent of
these are EVIEWS, LIMDEP, PC-GIVE, RATS, SAS,
STATA, and TSP. An illustration of regression output pro-
duced by econometric software appears later.

Sampling Distributions

Why Is OLS So Popular?

It is extremely important to realize that the fact that
OLS minimizes the sum of squared residuals and so



“fits” the data best (has the highest R?) is not the reason
why OLS estimates are so popular. OLS is popular
because in a classic estimating problem (the classical lin-
ear regression [CLR] model), it has a high probability of
generating an estimate “close” to the true value of the
parameter being estimated. But if the estimating problem
at hand does not satisfy the assumptions of the CLR
model, OLS could be a very bad estimator. The study of
econometrics revolves around how to generate a “good”
estimate in a given estimating situation. All this is for-
malized in the sampling distribution concept, the founda-
tion on which the logic of classical statistics rests. If you
get this logic, statistics/econometrics makes sense! Here
are the main things that need to be understood about sam-
pling distributions.

Loosely speaking, a sampling distribution tells us the
relative frequency with which we would obtain different
values of a statistic (such as B, an estimate of the slope of
education in the specification given earlier) if we were to
calculate that statistic many times over, each time using
data embodying a new set of randomly drawn error terms.
The important implication here is that the value of the sta-
tistic that we actually obtained can be viewed as a single
random drawing out of this hypothetical sampling distrib-
ution; it is determined by the unknown error terms in the
actual data we used. Here is an example. Suppose each stu-
dent in a class of size 200 interviews 10 randomly chosen
students and averages their 10 ages to produce an estimate
of the average age of all students on campus. Would these
numbers all be the same? No. We could take these 200
numbers and use them to create a histogram. This his-
togram would picture the sampling distribution of the sam-
ple average statistic for sample size 10. So if we had only
one sample (of size 10), it could be viewed as a random
draw out of this distribution.

To illustrate this, suppose that the variable y (wage?) is
a linear function of the variable x (education?) plus an
error term € with mean zero, so that we have y = Bx + €,
where for simplicity we have omitted the intercept. Given
25 observations on y and x, there are several possible ways
of using these data to estimate the unknown parameter 3.
One of the simplest is B* = Xy/Xx =  + Ze/Zx. This shows
that the value for B* is equal to B plus (or minus) an
amount that depends on the random errors we drew when
we obtained our data. The errors have mean zero, so sum-
ming them should involve a lot of canceling out as positive
errors are offset by negative errors. This suggests that B*
should be a pretty good estimate of § because Xe/Zx will
be small, resulting in B* being close to B. But Xe/Xx will
not be zero except by a fluke; sometimes it will be a posi-
tive number and sometimes a negative number, depending
on the particular unknown error terms inherent in our data.
It will probably be a small positive number or a small neg-
ative number, but if we had a peculiar draw of error terms,
it could, with low probability, turn out to be a large posi-
tive or a large negative number. It is these possibilities,
with different probabilities of occurring, that give rise to
the sampling distribution of estimating formula 3*.
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How Do We Know What the
Sampling Distribution Looks Like?

The computer output from an estimation procedure (such
as OLS) provides a coefficient estimate [ along with an esti-
mate of its standard error. B is a single draw from its sam-
pling distribution, so this does not help much in identifying
what the sampling distribution looks like. But B’s standard
error is an estimate of the standard error of the sampling dis-
tribution, so this does provide information about ’s sam-
pling distribution, particularly about its spread. Beyond this,
there are three ways of discovering what the sampling dis-
tribution of a statistic looks like—in particular, what is its
mean. One has to do some algebra to derive it theoretically.
This can be done in simple cases, but in most cases, the alge-
bra is too difficult. In these difficult cases, two alternative
methods are available. One is to use asymptotic (assuming
the sample size is extremely large) algebra, which simplifies
the algebra immensely but forces us to assume that results
that are true for very large sample sizes are at least approx-
imately true for our actual sample size. The other is to use a
Monte Carlo study, in which a computer simulation is used
to estimate the sampling distribution.

Why Are Sampling Distributions So Important?

In short, the answer is because any statistic we calculate
can be considered a random draw from that statistic’s sam-
pling distribution. This in turn has two extremely impor-
tant consequences, one for statistics being used to estimate
an unknown parameter and the other for statistics being
used to test null hypotheses.

Suppose we are trying to choose between two estimat-
ing formulas, B* = y/Zx and B** = Zxy/Zx?, to estimate an
unknown parameter 3. Our choice is really the following:
Would we prefer to estimate B by drawing randomly a
number out of B*’s sampling distribution or by drawing
randomly a number out of B**’ sampling distribution? So
to choose our estimator, we look for an estimating formula
that has the “best-looking” sampling distribution.

What Are the Characteristics of a
“Good-Looking” Sampling Distribution?

One characteristic is unbiasedness: The mean of the
sampling distribution equals the unknown parameter value
B. A second characteristic is efficiency: The variance of the
sampling distribution is small. A third characteristic is
minimum mean square error (MSE). MSE is the expected
magnitude of the squared distance between an estimate and
the parameter it is estimating. A best unbiased estimator is
an unbiased estimator that has variance smaller than the
variance of any other unbiased estimator. A minimum
MSE estimator is used whenever it is not possible to find
an unbiased estimator with a small variance; it accepts
some bias to reduce variance. This trade-off comes from
deriving that MSE is equal to the sum of variance and
squared bias.
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An estimator that has a good-looking sampling distrib-
ution for one problem may have a bad-looking sampling
distribution for another problem. In an earlier example,
B* = Zy/Zx had a good-looking sampling distribution. But
if in that example the intercept were not zero, this estima-
tor would have a bad-looking sampling distribution. (Redo
this example with an intercept o, obtaining B* = Xy/Xx =
B + NovXx + Xe/Zx, where N is the sample size. Now
B* will be close to B only if o is close to zero!) A conse-
quence of this is that a lot of what econometric theorists do
can be characterized as follows: For a new estimating
problem, find the estimating formula with the best-looking
sampling distribution.

The second major use of the sampling distribution con-
cept is in the context of hypothesis testing. Suppose we
wish to test that B = 1, for example, and to that end, we cal-
culate a test statistic g. Because ¢ is a statistic (i.e., it is a
number calculated by putting the data into a formula), it
has a sampling distribution. We ask ourselves the follow-
ing: What would this sampling distribution look like if the
null hypothesis were true? A lot of what econometric the-
orists do can be characterized as follows: For a testing
problem, find a test statistic that, if the null hypothesis is
true, has a sampling distribution described in one of the
tables found at the back of statistics books.

The rationale behind hypothesis testing is intimately
connected to the sampling distribution concept. A test sta-
tistic can be viewed as having been obtained by drawing
randomly a single number out of that statistic’s sampling
distribution. Obtaining a number from the tail of the appro-
priate sampling distribution tabulated at the back of a sta-
tistics book (which assumes the null is true) poses the
following dilemma: Did we obtain this number by chance,
or did it in fact come from a different sampling distribu-
tion, one that characterizes this test statistic when the null
hypothesis is false? The hypothesis testing procedure in
common use results from setting up a rule to create an
answer to this question.

What Is This Rule?

If the number comes from the 0% tail of the null-is-true
sampling distribution, conclude that the number came
from a null-is-false sampling distribution and so reject the
null hypothesis. In this case, 0% is the arbitrarily chosen
Type I error; it is most commonly (without any good rea-
son!) chosen to be 5%.

The Classical Linear Regression Model

Introductory econometrics texts revolve around the CLR
model, a set of assumptions about how the data were
generated. If the data have been generated according to this
model, the OLS estimator has very desirable sampling
distribution properties, making it the first choice for

estimation. Violation of one or more of the assumptions of
the CLR model means that econometric theorists need to
figure out what implications this has for the desirability of
the OLS estimator and may lead to the choice of an
alternative estimator. Chapters in textbooks typically
examine violation of these assumptions one by one. There
are five basic assumptions in the CLR model.

1. The first of these assumptions is that the linear
specification is correct and that we have the right set of
explanatory variables. Consider the specification used
earlier:

Wage = o + B*Education + 6* Male + €
or
w =0 + BED + 6Male + €.

In this specification, wage is a linear function of years of
education and gender, plus an error term. It also specifies
that wage is determined only by education and gender, so
that the influence of a million other variables is adequately
captured by the error term. Probably some of these million
other variables, such as experience and ability, are
sufficiently important that, if possible, they should explicitly
be included as explanatory variables in the specification.

The linearity assumption is not as restrictive as it
appears. Here are some functional forms that reduce to lin-
earity for estimation purposes.

a. Polynomial: w = o. + BED + YED? + dMale + &.

Here the square of years of education is included as an
explanatory variable to allow the influence of education to die
off as years of education becomes bigger and bigger. Note that
this implies that the interpretation of § changes. Although the
functional form is quadratic, wage is a linear function of ED,
ED? and Male, so that we can estimate via a linear regression
of w on ED, ED?, and Male. What this means is that we create
a new explanatory variable called ED? which has as
observations the squares of the ED observations.

b. Log-linear or semi-logarithmic:
Inw = o + BED + 8Male + €.

Here the dependent variable is the natural log of w,
allowing the specification to represent a situation in which
it is the percentage change in the dependent variable that is
determined by changes in the explanatory variable. (B is
the percentage change in w due to a unit change in ED.)
This is in fact the most common way of modeling wage
equations. Although the functional form is semi-
logarithmic, Inwage is a linear function of the explanatory
variables so that we can estimate via a linear regression of
Inw on ED and Male.

c. Log-log or double-logarithmic:
Inw = o + B InED + dMale + ¢.



Here both the dependent variable and one or more of the
explanatory variables are in log form. In this case, B is an
elasticity—the percentage change in the dependent
variable per percentage change in the explanatory variable.
Estimation is via a linear regression of Inw on InED and
Male. The classic example of this functional form is the
Cobb-Douglas production function, in which output y is a
function of capital K and labor L:

y=AK*LP¢,
which upon taking logs becomes
Iny = In4 + oInK + BInL + Ine.

In this functional form, o and P are elasticities, and
o + P is the returns-to-scale parameter. A general rule for
deciding when to use logged variables is to ask whether
percentage changes or absolute changes are relevant for
the context of your problem. For the wage specification,
for example, people usually think in terms of percentage
wage changes and the absolute number of years of educa-
tion. In general, wages, income, price indices, and popula-
tion figures are logged, and age, years of education, and
rates of change such as interest rates are not logged.

2. The second assumption of the CLR model is that the
expected value of the error is zero. In one respect, this is
an innocuous assumption because the intercept in the
specification gathers together the average influence of the
million omitted explanatory variables, allowing the error
term to have zero expected value. It is tempting to interpret
the intercept in a linear functional form as the value of the
dependent variable when all the explanatory variables are
zero. This is a misinterpretation of the role of the intercept.
The intention of all functional forms, linear or nonlinear, is
that they approximate the “true” unknown functional form
throughout the range of the data. The intercept merely
serves to enhance this approximation.

3. The third assumption of the CLR model is that the
error term variances are the same for all observations and
that the error terms are all independent of one another.
Violation of this assumption takes two common forms.

a. Heteroskedasticity: The variance of the error terms is
not the same for all observations. A classic example of
this is when the dependent variable is an average across
all households in a town, with each town contributing
one observation. Because the towns do not all have the
same population, the averages will have different
variances.

b. Autocorrelated errors: The error term for one
observation is influenced by the error term for another
observation. The most common case is in time-series
data when the error in period ¢ is affected by the
magnitude of the error in the preceding period ¢ — 1. If
an earthquake affects the dependent variable via a large
negative error in time period ¢, the effect of the
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earthquake probably will not be fully overcome by the
following period, so it is likely that the error in period 7 + 1
will also be negative.

4. The fourth assumption of the CLR model is that the
explanatory variables are uncorrelated with the error. A
classic example of this is simultaneity, a common economic
phenomenon. Suppose we are estimating a demand
function, regressing quantity on price. We know that
quantity is determined by the intersection of the supply and
demand curves. If the error term in the demand function
bumps up, it shifts the demand curve, which through the
simultaneous interaction with the supply curve changes
price. Consequently, the error in the demand curve is
correlated with price, the explanatory variable in the
demand curve. Because when explaining changes in the
dependent variable the OLS procedure gives as much credit
as possible to the explanatory variables and as little credit as
possible to the errors, the OLS procedure in this case lumps
together the influence of the explanatory variable price and
the influence of the error term and so creates a misleading
(i.e., biased) estimate of the slope coefficient on price.

5. The fifth assumption of the CLR model is that
there is no exact linear relationship among the
explanatory variables. A classic example is the dummy
variable trap. In our earlier example, we had a variable
Male for gender, defined as 1 for males and 0 for
females. Suppose we added an extra dummy variable
Female, defined as 1 for females and O for males. Then
Male plus Female equals 1, exactly equal to the intercept
(the implicit 1 multiplying o). In this case, if you run a
regression, the computer will rebel, complaining that you
have attempted an impossible calculation such as trying
to divide by zero. (More likely it will say “near singular
matrix.”) This problem is called perfect multicollinearity;
it is impossible to run the regression. The case of an
approximate linear relationship (which allows the
regression to be run) among the explanatory variables is
referred to as the multicollinearity problem. In this case,
because the explanatory variables move together a lot, it
is very difficult for the computer to figure out which
explanatory variable is responsible for changes in the
dependent variable. This causes the OLS estimates of
the slope parameters to be unreliable: The variance of the
OLS estimate is large.

6. An extra assumption that is sometimes added to the
CLR model is that the errors are distributed normally. This
creates the CNLR model, the classical normal linear
regression model. The advantage of this assumption is that
the normality of the errors allows use of the tables at the
back of the book for hypothesis testing. Without normally
distributed errors, the numbers in these tables are correct
only in large samples. Fortunately, in most cases in
samples of very modest size, these tables provide very
good approximations to the numbers needed to perform
hypothesis tests.
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Violating the CLR Model Assumptions

If the assumptions of the CLR model are met, the OLS
estimator is unbiased and has the smallest variance among all
linear estimators (a linear estimator is a linear function of the
errors), and so it is called the best linear unbiased estimator
(BLUE). The proof of this is called the Gauss-Markov
theorem. But what happens to these desirable properties of
the OLS estimator if the CLR model does not hold? Let us
look at each of the CLR model assumptions in turn.

1. Specification error. The classic specification error
dealt with in textbooks is omission of an important
explanatory variable. In our wage example, suppose a
measure of ability is omitted. Ability is likely correlated
with education because people with more ability are likely
to take more years of education. Because of this
correlation, education will get credit for some of the
influence of ability, biasing the education coefficient
estimate. This could be a good thing if the estimated
equation is to be used for forecasting because it
compensates for the missing ability variable. But if the
purpose of estimation is to produce a “good” coefficient
estimate on education, the bias will not be welcome.
Finding a wrong sign on a coefficient estimate is a warning
that something is wrong with the specification. Because
the specification is unknown, doing applied econometrics
is much more difficult than doing econometric theory.

2. Nonzero expected error. If the expected value of the
error term is a nonzero constant, no problem is created
because its constant component is absorbed into the intercept.

3. Heteroskedasticity or autorcorrelated errors. There
are two major consequences of errors that are
heteroskedastic or autocorrelated. First, although OLS
remains unbiased, it is not as efficient as an alternative
estimator, the generalized least squares (GLS) estimator.
This estimator minimizes a weighted sum of squared
errors, where, for example, a lighter weight is put on errors
with bigger variances because these observations are less
reliable. But to some, a more important implication of
violating this assumption is that the standard errors of the
parameter estimates are biased, fouling up hypothesis
testing. Whenever heteroskedasticity or autocorrelated
errors are suspected, econometricians use OLS but employ
“robust” standard error estimates that avoid this bias.

4. Error correlated with an explanatory variable. An
instrumental variable (IV) estimator is usually employed to
circumvent the bias caused by violation of this assumption.
An IV is uncorrelated with the error but correlated,
preferably highly so, with the delinquent explanatory
variable. In our demand function example above, suppose
that weather affects supply but not demand. Clearly, the
weather is not correlated with the demand function error.
And because it affects supply, it shifts the supply curve and

so affects price, causing weather and price to be correlated.
The part of price that is explained by weather (call it p) is
not correlated with the error, so by regressing quantity on
p, an (asymptotically) unbiased estimate of the price
coefficient can be obtained. A drawback of the IV
estimator is that its variance is bigger, sometimes
dramatically so, than the variance of the OLS estimator;
because of this, OLS may be better on the MSE criterion.

5. Multicollinearity. No bias is created, and OLS
continues to be BLUE. The only problem is that the
standard errors of the OLS estimator are large. There are
only two solutions. First, do nothing because although the
standard errors are large, they may not be so large as to
compromise the purpose of the analysis. Second, find and
use more information. More information means smaller
standard errors. A classic example is to drop one of the
explanatory variables that is highly correlated with
another, adding the information that its coefficient is zero
or nearly so. This eliminates the collinearity. It creates bias
(deliberately!) because what you had believed was a
relevant explanatory variable is omitted, but by eliminating
the collinearity, standard errors shrink. On the MSE
criterion, the resulting estimator may be superior.

Beyond the Basics

What has been described above represents the basics of
econometrics:

e the sampling distribution concept, upon which the logic
of traditional econometrics rests;

e the CLR model, the workhorse of regression analysis;
and

e the major violations of the CLR assumptions, the
structure around which econometrics textbooks are built.

There is of course far more to econometrics. To provide a
flavor of this, several major topics addressed in
econometrics courses are briefly discussed.

Nonlinear Regressions

Although as noted earlier, a lot of nonlinear functional
forms can be estimated as linear regressions, many cannot.
Here are some examples.

Qualitative dependent variable. If the dependent variable is a
dummy variable—for example, taking the value 1 if an
individual takes public transportation to work and 0 if not—
a logit or probit model is used to estimate. These models have
functional forms that produce dependent variable values
lying between 0 and 1, with the estimated dependent variable
values interpreted as the probability that the individual in
question will take public transport. Multinomial logit/probit



models are extensions of this, with the dependent variable
having more than two qualitative outcomes—for example,
taking the bus to work, taking the subway to work, or using
private transportation. If the dependent variable is qualitative
with a specific order, such as bond ratings being AAA, AA,
A, or B, an ordered logit or ordered probit can be used for
estimation.

Limited dependent variable. 1f the dependent variable is
limited in some way—for example, the number of tickets
sold for a ballgame cannot exceed the capacity of the
stadium—a tobit model may be used to estimate the
demand function for tickets. Sample selection models
are more sophisticated versions of this. For example, a
female may enter the labor market only if the wage she
is offered exceeds her reservation wage. The model thus
contains two equations, one determining the reserva-
tion wage and the other determining the actual wage;
estimation is complicated by having to recognize that
only certain kinds of women make it into the sample of
working females.

Count data. 1f the dependent variable is an integer
representing the number of times something occurs, such
as the number of cigarettes smoked in a day, a Poisson
model may be used for estimation. The existence of
nonsmokers complicates this because they all smoke zero
cigarettes every day. The hurdle Poisson model adjusts for
this by incorporating a separate (logit or probit) equation
determining whether or not an individual smokes.

Duration data. 1f the dependent variable is how long it
takes to have something occur, such as the number of
weeks an unemployed person takes to find a job, a duration
model is employed. Estimation is complicated because
some of the observations are people who at the time the
data were gathered had not yet found work, and so we do
not know how long they will take to find work.

Maximum Likelihood

OLS is a bad estimator for the models listed above (i.e., it
has an unattractive sampling distribution). The most popular
alternative is the maximum likelihood estimator (MLE).
The maximum likelihood principle of estimation is based
on the idea that the sample of data at hand is more likely to
have come from a “real world” characterized by one partic-
ular set of parameter values than from a “real world” char-
acterized by any other set of parameter values. The MLE is
simply the set of parameter values that gives the greatest
probability of obtaining the observed data. This is illus-
trated in Figure 5.1.

Suppose a random variable x is distributed normally
with mean L and variance 6°. You wish to use the x obser-
vations, denoted by small circles on the horizontal axis in
Figure 5.1, to estimate the two unknown parameters L and
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Figure 5.1 Maximum Likelihood Estimation

07 The distribution 4 in Figure 5.1 corresponds to para-
meter values |, and 6%. The distribution B corresponds to
parameter values W, and 6%. From looking at Figure 5.1,
distribution A is clearly more likely to have produced the
observations on x, so on the maximum likelihood criterion,
we would prefer the parameter values @, and o%. By
searching over all possible values of | and 6%, we can find
the pair of i and o* values that are most preferred in this
sense; these are the MLEs of W and ¢2. In simple cases, an
algebraic solution for the MLE can be found; in most
cases, a computer search algorithm is used. The MLE has
a very attractive sampling distribution, which explains its
popularity. In large samples, it is unbiased, it has the small-
est variance among all large-sample unbiased estimators,
its sampling distribution takes the form of a normal distri-
bution in large samples, and there is a universal formula
(called the Cramer-Rao lower bound) that can be used to
estimate its variance. Its only major drawback is that to cal-
culate the MLE, the econometrician must assume a spe-
cific (e.g., normal) distribution for the stochastic
component of the model.

Panel Data

Thanks to the computer revolution, data sets in which
we have observations on the same units in several different
time periods have become common. These panel (or lon-
gitudinal) data have several attractive features. First, in any
cross section, there is a myriad of unmeasured explanatory
variables that affect the behavior of the people (firms,
countries, etc.) being analyzed. (Heterogeneity means that
these microunits are all different from one another in fun-
damental unmeasured ways.) Omitting these variables
causes bias in estimation. Panel data enable correction of
this problem. Second, panel data create more variability,
through combining variation across microunits with varia-
tion over time, alleviating multicollinearity problems. With
these more informative data, more efficient estimation is
possible. And third, panel data can be used to examine
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issues that cannot be studied using time-series or cross-
sectional data alone. Consider the problem of separating
economies of scale from technological change in the
analysis of production functions. Cross-sectional data can
be used to examine economies of scale by comparing the
costs of small and large firms, but because all the data
come from one time period, there is no way to estimate the
effect of technological change. Things are worse with
time-series data on a single firm; we cannot separate the
two effects because we cannot tell whether a change in that
firm’s costs over time is due to technological change or due
to a change in the size of the firm.

Time-Series Data

Some time-series data behave like random walks—a
variable’s value is equal to its previous period’s value plus
an error term. Such variables are said to have unit roots.
Because the error terms cumulate over time in this vari-
able, rather than dying out, using such variables in regres-
sions produces misleading results. Differencing the data
can remove the unit root and allow regressions to be mean-
ingful but at the cost of throwing away information in the
data embodied in their levels—exactly the information
economists can provide through characterizing equilib-
rium relationships. Great progress was made in economet-
rics by recognizing that this unit root problem could be
resolved by combining such variables into equilibrium
relationships and estimating a model using differenced
data but in which the deviation from equilibrium affects
the dynamics of the dependent variable. Such models are
called error correction models; variables combining into
an equilibrium relationship are said to be cointegrated.

Robust Estimation

Econometric theory is very good at devising estimat-
ing procedures for special specifications about how the
data were generated. But econometricians are seldom in
a situation in which they can be confident about their
model specification. What if some parts of the specifi-
cation are wrong? Maybe the errors are more erratic than
assumed, for example? Robust estimation procedures
are designed to be insensitive to violations of the
assumptions used to derive an efficient estimator. A sim-
ple example is minimizing the sum of absolute errors
rather than minimizing the sum of squared errors. Non-
parametric estimation is a more general form of this, in
which estimation proceeds without any functional form
constraining estimation.

Diagnostic Testing

Associated with all topics in econometrics is a need to
undertake tests designed to aid specification. Are explana-
tory variables missing? Is a linear functional form suit-
able? Are the error variances the same for all observations?

Are the errors correlated? Is the error correlated with an
explanatory variable? Are there outliers? A big part of
studying econometrics is becoming familiar with a wide
range of such tests.

lllustrative Regression Results

Table 5.1 reports a set of OLS regression results
representative of what econometric software packages
produce. In this example, the logarithm of wage (LNWAGE)
has been regressed on years of education (ED) and three
dummies, with obvious nomenclature. Because the
dependent variable is the log of wage, the estimated slope
coefficients can be interpreted as percentages. The computer
always prints out results to far more decimal places than is
warranted, as illustrated here. The results in the coefficient
column indicate that, other things equal, an extra year of
education increases wage by about 6%, males earn about
34% more than females, non-Whites earn about 8% less
than Whites, and union members earn about 26% more
than non-union members. (Because of the nonlinearity here,
these numbers are biased; better estimates can be computed
as e€“°"-1, Doing this for the male/female difference, for
example, increases the estimate of 34% to about 40%. This
adjustment should always be done when the dependent
variable is logged and we are estimating the percentage
impact of a discrete explanatory variable.)

The ¢ statistic column reports the ¢ statistic for testing
the null hypothesis that its associated coefficient is equal
to zero, calculated by dividing the coefficient estimate by
its standard error. The Prob. column reports the p value for
the ¢ statistic; this is the probability, if the null hypothesis
is true (and assuming a normally distributed error), of
obtaining a ¢ value bigger in absolute value than the
absolute value of the reported 7 value. With the exception
of NONWHITE, these probabilities are essentially zero,
leading us to reject these null hypotheses. In the case of
NONWHITE, this probability is 11%; the decision to
reject or not reject rests on what significance level (Type I
error) we choose to use for the test. If we choose the pop-
ular 5% significance level, we would not reject the null
that the coefficient of NONWHITE is zero.

Under the array of coefficient estimates are reported
several secondary results of interest, explained briefly
below.

e R-squared tells us that 28% of the variation in the
dependent variable is explained linearly by these
explanatory variables. Its adjusted value is only
slightly smaller because the sample size (550)
relative to the number of explanatory variables (4) is
so large.

e S.E. of regression is the OLS estimate of the standard
error of the error term in this relationship; its square is an
estimate of the variance of the error term.



Econometrics o 53

Table 5.1 Illustrative Regression Results

Variable Coefficient Std. Error t-Statistic Prob.
ED 0.058655 0.006643 8.829840 0.0000
MALE 0.337946 0.037072 9.115928 0.0000
NONWHITE —0.077978 0.048717 —-1.600616 0.1100
UNION 0.261811 0.039135 6.689998 0.0000
INTERCEPT 0.668140 0.093488 7.146809 0.0000
R-squared 0.282894 Mean dependent var 1.681002
Adjusted R-squared 0.277631 S.D. dependent var 0.490157
S.E. of regression 0.416596 Akaike info criterion 1.095649
Sum squared resid 94.58586 Schwarz criterion 1.134830
Log likelihood —296.3034 Durbin-Watson stat 1.955034
F-statistic 53.74976 Prob(F-statistic) 0.000000

NOTES: Dependent Variable: LNWAGE. Method: Least Squares. Sample Size 550.

e Sum squared resid is the minimized value of the sum
of squared residuals resulting from the OLS
procedure.

e Log likelihood. If the error term is assumed to be
distributed normally, the MLE, obtained by
maximizing the likelihood of the sample (the
probability of obtaining the sample), is the OLS
estimator. In practice, the MLE is found by
maximizing the log of the likelihood. Log likelihood is
this maximized value.

e F-statistic reports the F statistic for testing the null
hypothesis that the slope coefficients are jointly all
equal to zero. Its numerator degrees of freedom is the
number of individual hypotheses being jointly tested,
in this case 4; its denominator degrees of freedom is
the sample size less the number of coefficients being
estimated, in this case 545.

e Prob(F-statistic) is the p value of this F statistic, the
probability, if the null is true, of obtaining an F' value
bigger than the reported F value.

e Durbin-Watson stat is a test statistic used for testing for
autocorrelated errors when using time-series data. If it is
close to 2, the null of no autocorrelation is not rejected.
Because the wage data are cross-sectional, this number is
without meaning in this example.

o Akaike info criterion and Schwarz criterion. It is
tempting to select the set of explanatory variables by
maximizing adjusted R? implying that in essence one
chooses the specification that minimizes the sum of
squared errors plus a penalty for using extra
regressors. The Akaike information criterion (AIC) and
the Schwarz criterion (SC) are competing measures
that employ “better” penalties for using extra
regressors.

e Mean dependent var is the average of the observations on
the dependent variable; S.D. dependent var is the
standard deviation of these observations.
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study of the capitalist employment relationship,

with particular emphasis on employer/worker or
“capital-labor” conflict. The field originated a century ago
in the United States, maintaining an intellectual tradition
and historical experience distinct from IR in other nations.
The field was almost a purely American tradition until
after World War II, when it was promoted and exported to
Europe and developing countries, with U.S. cold war for-
eign policy an important impetus. The intellectual land-
scape and character of IR in other nations, with Britain a
singular example with its heavy Marxist influence, is com-
pletely distinct and beyond the scope of this chapter.
Kaufman (2004) provides a useful global history of IR.

Two IR schools of thought are summarized—the origi-
nal, institutional tradition of industrial relations (or ILE/IR
for institutional labor economics/industrial relations) and
Marxian-derived modern political economy, which, draw-
ing on the work of historians of U.S. labor and basic Marxian
thought about class relations, has a competing interpreta-
tion of both the employment relationship and class con-
flict. Both schools provide an interpretation of U.S. labor
relations’ history and a policy agenda for solutions to
employment relationship problems.

It is important to note that institutional and Marxian
analyses share important conceptual ground. They are both
heterodox theories (i.e., they are outside of the post-1950s
Anglo-American neoclassical mainstream). Both emphasize
the social determination of human beings’ consciousness
and norms of economic behavior (i.e., as opposed to seeing
people as individual maximizing agents with preferences

This chapter presents industrial relations (IR)—the

given and prior to any social influences), with institutions
and power fundamentally shaping individual behavior and
group economic outcomes. Most important, they share a
belief that the default “market” situation in a “free” labor
market is one of unequal bargaining power of capital over
labor, an inequality that provokes conflict. They differ on
understanding the nature and sources of power, especially in
their interpretations of class conflict and of appropriate pol-
icy. This will all be explored in detail below.

Finally, this chapter presents IR’s historical background.
Class conflict is a historical phenomenon, with ebbs and
flows and patterns of evolution and devolution. The origins
of the field, the late coming of radical economic theory to
the stage, and even a grasp of contemporary employment
relations questions, in the view of the field, can be under-
stood only historically. So, to situate our comparative
analysis of institutional and Marxian schools of IR theory,
we begin with the origins of IR in the industrial conflict
that grew out of the American Industrial Revolution.
Comparisons of the ILE/IR and Marxian views of the
employment relationship, IR policy, understanding the
decline of labor in the late twentieth century, and the future
direction of the field follow this section.

Capitalism and the Labor
Question in the United States

It is widely understood by labor experts that industrial
revolutions—the rise of a specifically capitalist system based
on wage labor—create a brew of social and economic
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conditions that provoke labor conflict (see Cowie, 1999;
Dunlop, Kerr, Harbison, & Myers, 1960; Marx, 1977). The
U.S. Industrial Revolution began in textiles in the early
nineteenth century and gained full force after the Civil War
when a new national railroad system sparked the rapid
growth of a national market.

By the 1880s, the strongest force in the lives of the
quickly growing U.S. industrial working class was their
employer. Workers employed by large and small industrial
employers who faced fierce competition in a national
market—the world’s largest—experienced harsh condi-
tions, including low wages, long hours, management
authoritarianism, and a lack of civil liberties in industrial
communities. Early institutional thinkers such as Richard
Ely and John R. Commons began to label these collectively
as labor problems (Kaufman, 1993). As in all industrializ-
ing societies, American workers began rebelling, forming
oppositional movements with both militancy (strikes, orga-
nized restriction of output, etc.) and radicalism (various
ideologies of revolution within the labor movement) that
were a threat to both the ability of capitalists to earn a
profit and a potential long-run threat to capitalism itself. In
turn, extreme hours, workplace exploitation, and chronic
unemployment afflicted and provoked workers to organize
and rebel.

As early as the 1870s, American workers created
unions, joining in large numbers, in order to improve their
chances of reducing hours (specifically the 8-hour day),
gain fairness in the workplace and in their communities,
and increase wages above meager levels. National railroad
strikes in 1877 and 1894; nationwide marches and protests
by workers on May 1, 1886, for the 8-hour day; and the
famed Homestead steel strike in 1892 all seized the
nation’s attention. All were brutally repressed by state and
federal troops. By the 1910s, the United States experi-
enced an unprecedented, violence-filled strike wave that
spread beyond “native” workers to include southern and
eastern European immigrants, the growth of socialist poli-
tics and anarchist unionism, and acts of violence and ter-
rorism that were seen as threatening prosperity and even
social stability.

These phenomena, and the desire to bring about a pro-
gressive resolution to them, came to be known as the labor
question. As President Woodrow Wilson framed it in 1919,
the labor question was as follows:

How are the men and women who do the daily labor of the
world to obtain progressive improvement in the conditions of
their labor, to be made happier, and to be better served by the
communities and industries which their labor sustains and
advances? (quoted in Lichtenstein, 2002, p. 4)

The labor question was highly political because of the
degree of social conflict and strongly opposing ideologies
associated with the different sides. The first choice of most
employers was to use the government as an instrument of

repression, along with spies and private militias. For
instance, state militias were brought in to suppress strikes
at least 495 times between 1880 and 1900, and by the
1930s, more than 100,000 were employed in union-busting
“detective” agencies (Green, 1998; Laurie, 1989). This
lasted until a sea change in government involvement and
societal attitudes attenuated widespread use of overt
repression of labor militancy roughly in 1940.

Political leaders, journalists, labor activists, and some
business leaders responded to accelerating labor conflict in
the 1910s by searching for labor problem solutions that
addressed root causes and did not further inflame labor
strife by breaking unions. Among experts, public leaders,
and the union movement itself, the term industrial democ-
racy became the term that described these alternatives to
business repression and overt class warfare. Three visions
of industrial democracy emerged during this era, becoming
the contending models for IR policy for much of the twen-
tieth century.

New employment relations experts defined two of these
views—a “personnel management” (PM) tradition and the
ILE/IR tradition (Jacoby, 1997; Kaufman, 1993; Kochan,
Katz, & McKersie, 1986). These were clear and contend-
ing professionally driven visions and practices of how to
bring about labor peace—an anti-union, PM tradition and
the pro-union (though antiradical unionism) ILE/IR tradi-
tion. IR experts sought to enlist the state to support mod-
erate “business unionism” (defined below) and create a
regulatory role for IR experts themselves, while the PM
group saw itself as a component of management. Personnel
management was continually in direct competition with
the authoritarian approach favored by most employers,
while ILE/IR sought national government policies.

Within the labor movement itself, there was a split
between proponents of business unionism and radicals.
The American Federation of Labor (AFL) was the domi-
nant national union institution. Founded in 1886, it was a
federation composed of existing craft-based trade unions.
The AFLs predominance was unchallenged until the for-
mation of the Congress of Industrial Organizations (CIO)
in the mid-1930s. The AFL advocated business unionism,
which sought to have employees collectively bargain
directly with employers for improvements (via compro-
mises embodied in contracts) in wages and working condi-
tions. The AFL did not seek a major role for government in
industrial relations other than to stop employers and courts
from repressing their rights to associate and bargain. The
AFL position was consistent with and connected to the IR
school’s vision of employment relations. A third vision of
industrial democracy came from a growing radical wing of
the 1910s’ labor movement that embraced both socialist
politics and a more militant unionism favoring strikes and
direct action.

While use of the phrase industrial democracy eroded in
the coming decades, the basic categories of employment
relations’ policies continued throughout the rest of the
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century, with some more ascendant in certain periods than
others. Radical unionism/socialist politics persisted until
its full repression in the 1940s, and the “non”-solution of
employer autocracy remained the default practice for a
majority of employers.

The U.S. federal government, needing employment sta-
bility during World War I, briefly instituted a version of the
IR solution during 1917 and 1918. It was quickly disman-
tled after the war, and labor unions, which had grown
rapidly, were just as quickly crushed. During the 1920s,
large- and medium-sized U.S. employers hired PM experts
widely to enact “corporate welfarism.” Employers with as
many as 3 million employees came under the aegis of
“welfare” policies that included new disability and pension
benefits, improved management practices, and “company”
(i.e., employer created and dominated) unions (Brody,
1993; Jacoby, 1997).

The Great Depression brought about the ascendancy of
the ILE/IR expert group, as the policies offered via the PM
model collapsed in the economic crisis, leaving only
employer autocracy, which worsened the depression by
reducing wages and buying power. The IR model was
embraced and sponsored by key congressional Democrats
and the Roosevelt administration. They were its designers,
rank-and-file bureaucrats, scholarly analysts, and public
relations champions. ILE/IR members were both acade-
mics and political reformers devoted to a centrist solution
to the problem of class conflict. In the 1930s, Democrats
embraced ILE/IR proposals as a major component of lib-
eral economic policy. IR policy came to the fore because
of the peculiar and deep crisis of the 1930s (Kaufman,
1993; Lichtenstein, 2002). Crucially, IR policy offered a
solution to the depression itself because it would lead to
rising industrial wages and thus support greater mass con-
sumption (i.e., effective aggregate demand) that would in
turn revive the economy. It thus was a pillar of what came
to be Keynesian macroeconomic policy. Also, IR policy
offered an alternative to the twin “evils” of socialism and
class warfare.

Two signal and roughly coterminous events marked
the mid-1930s: the passage of the National Labor
Relations Act (NLRA) in 1935 and the rise of the CIO, a
federation of unions composed of populist and left-wing
industrial unions. Industrial connotes a union composed
of all workers in a workplace without regard to occupa-
tion or “trade.” The AFL is a federation composed of
trade unions—that is, with membership based principally
on occupation (e.g., carpenters, machinists, typogra-
phers). The AFL bitterly fought industrial unionism from
its inception through the 1930s (Dubofsky, 1996). CIO
unions organized for the first time the preponderance of
workers in twentieth-century mass production industries
(steel, auto, rubber, electrical workers, etc.). The NLRA,
designed by ILE/IR experts, legalized unions and created
a government-sponsored election process to allow work-
ers to elect for union representation, a requirement that

capital and labor bargain collectively “in good faith,” and,
most important, proscription of traditional employer
“unfair labor practices” (e.g., firing and blacklisting pro-
union employees) that had previously blocked wide-
spread unionization. New organization and the support of
the federal government, combined with heavy pressure by
government on recalcitrant industrial employers during
World War II, sparked a fivefold expansion of union mem-
bership from 1933 to 1945. This ushered in the “New Deal
IR system.” After thriving for decades, the New Deal sys-
tem went into an abrupt decline in the 1980s. The New
Deal system provided dramatic increases in working-class
living standards (however, with many groups left out—
southern and some rural workers, African Americans, and
women workers). Its end in the period around 1980
reversed this progress.

The Institutional IR School: Peculiarities
of the Labor Market, Unequal Bargaining
Power, and Capital-Labor Conflict

IR began as a subset of the institutional economics field,
focused on the question of capital-labor conflict and
compromise solutions to that conflict. Institutional
economists developing IR theory also studied the need for
social insurance and sought to understand the institutional
forces shaping the labor market.

Beginning with Richard Ely and especially with the
work of John R. Commons and his students in the
Wisconsin school in the late nineteenth and early twentieth
centuries, an evolutionary line of descent can be traced
through a second generation of scholar/policy makers from
the 1930s to the 1990s, led by John Dunlop and Clark Kerr,
Richard Lester, and Arthur Ross. This group was some-
what friendlier to orthodox (neoclassical) economics. A
third generation is active and influential today (including
Kate Bronfenbrenner, Michael Piore, Richard Freeman,
Eileen Applebaum, Thomas Kochan, and Bruce Kaufman).
Some in this third generation differed from the second in
their greater concern for problems of urban poverty,
racism, and sexism.

Richard Ely began with a view of labor markets that dif-
fered radically from the assumption of “free” labor mar-
kets found in neoclassical economics. Ely concluded that
capitalist labor markets suffered three “peculiarities” that
disadvantage workers vis-a-vis employers: a lack of bar-
gaining power, management’s authoritarian treatment of
workers, and economic insecurity—that is, frequent unem-
ployment (Kaufman, 1993, pp. 32-33). If labor in capital-
ism is “free” (i.e., free to quit a bad employer and find
another, creating a competition among employers that
should redress such problems), how could employers have
such an upper hand? The premise is significant, chronic
unemployment. Beatrice Webb (1901) provides a clear
statement of the sources of this imbalance that defines why
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capitalist labor markets were then and now are slanted in
employers’ favor:

If the capitalist refuses to accept the workman’s terms, he will,
no doubt, suffer some inconvenience as an employer. . . . But,
meanwhile, he goes on eating and drinking, his wife and fam-
ily go on living, just as before. His physical comfort is not
affected: he can afford to wait until the labourer comes back
in a humble frame of mind. And this is just what the labourer
must presently do. For he, meanwhile, has lost his day. His
very subsistence depends on his promptly coming to an agree-
ment. If he stands out, he has no money to meet his weekly
rent, or to buy food for his family. If he is obstinate, con-
sumption of his little hoard, or the pawning of his furniture,
may put off the catastrophe; but sooner or later slow starvation
forces him to come to terms. And since the success in the hag-
gling of the market is largely determined by the relative eager-
ness of the parties to come to terms—especially if this
eagerness cannot be hidden—it is now agreed, even on this
ground alone, “that manual labourers as a class are at a disad-
vantage in bargaining.” (pp. 8-9)

In turn, these resulted in labor problems. In distinction
to the “labor question,” labor problems included workers’
low wages, insecure employment/income, and harsh treat-
ment by supervisors. Employers faced the wake of work-
ers’ self-protective reactions, ranging from lost output due
to workers’ restriction of output and lost productivity from
strikes. Society suffered because of lost production but
mostly the disruption of violent strikes and nationwide
strike waves (Kaufman, 1993).

Finally, conflict was inevitable in the face of such harsh
conditions. The militancy and radicalism of industrial
nations’ workers seeking to redress exploitation and inse-
curity was well established by the late 1800s. As discussed
below, this led to a policy vision focused on using the state
and harnessing an invigorated, state-supported, conserva-
tive trade unionism to bring about labor peace through a
government-supported process of compromise.

Marxian IR: Marx and Capitalist
Employment Relationship

Marx developed a theory of the inherent presence of class
conflict in capitalist employment relations. Radical and
Marxian analyses of the U.S. thrived until the early cold
war period, when McCarthyist repression of radical
intellectuals reduced radicalism to a marginal existence.
The changed political environment of the 1960s permitted
a revival. Scholars such as Samuel Bowles, James Crotty,
Heidi Hartman, and Stephen Resnick and Richard Wolff
led a rebirth around 1970. Marxian labor analysis grew out
of the influential work of Harry Braverman (1974) and
Gordon, Edwards, and Reich (1982).

Marx begins with what he sees as the historic fact of
classes. Capitalism’s class system is seen as the product

of two related historic processes: “proletarianization”
and primitive accumulation (Marx, 1977, pp. 873-930).
Proletarians, capitalism’s working class, are formed out
of former serfs, independent “yeoman,” or peasant agri-
cultural workers who were forcibly separated from their
access to land and dispossessed in European societies.
Paupers moved to cities and sought waged employment.
These proletarians were newly “free” to sell their labor
time (for Marx, a person’s “labor-power”) and were
“freed from” access to the land and resources needed to
produce their means to survive. They are thus both “free”
to participate in labor markets and, at the same time,
utterly dependent on them. In turn, European aristocratic
classes participated in global plunder and exploitation of
slave-produced commodities such as sugar, as well as the
slave trade, to produce a merchant class with the money
to hire proletarians and begin the process of manufactur-
ing for markets for a profit (Howe, 2002). Capitalists
have exclusive control and access to physical capital
(which Marx termed the “means of production™) and
money that can provide workers with a means of buying
goods and services—thus being able to survive. Workers
are compelled under these circumstances to work for a
wage and accept giving over their time to the control of
capitalists. The drive for profit by capital, as well as the
control they have over workers’ lives, results in exploita-
tion and, in the absence of worker resistance or govern-
ment limitations, tremendous excesses such as child labor
and extremes of workdays (pushing physical limits of
14 to 18 hours per day) and working conditions that
inevitably shortened life spans.

Marx published Volume I of Capital 20 years prior to
Ely’s founding of U.S. institutional economics, a history
consistently ignored by IR scholars in the United States.
Yet, Marx’s analysis identified Ely’s “three peculiarities of
the labor market” and went beyond Ely to highlight work-
ers’ exploitation.

For Marx, the wage is set just like any other value, at the
cost of the reproduction of the thing being sold. Thus, in
Chapter 6 of Capital, Volume 1, Marx presumes that the
labor market is fair in the precise sense that the wage is
equal to what it costs to clothe, feed, house, and transport
the worker and provide for the next generation at a socially
and customarily determined standard of living. It is not in
the labor market but inside the employment relationship
that one must go to understand processes of conflict and
cooperation.

What the capitalist wants to buy is labor (i.e., work),
but what he or she can buy is labor time. For radical
economists, this is Marx’s famous “labor from labor-
power” distinction. Capitalists buy from workers a com-
modity: the human ability to apply muscle and brain
power. The cost of this commodity is set by its labor time
necessary to produce (Marx used a “labor time” theory
of commodities’ value or price). Marx argued that a
given capitalist society would have a socially determined
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(i.e., by norms established historically and often through
class struggle) combination of “wage goods.” The labor
time required to produce this “wage bundle” (i.e., what
is necessary to socially reproduce the worker and the
next generation of workers) would define the wage as the
equivalent of “necessary labor time” (i.e., keeping a
workforce alive and able to continue economic produc-
tion). Capitalists earn a profit by getting more labor time
from a worker than the wage. Labor, unlike the fixed
cost of labor-power, is elastic and can be extended or
intensified to increase labor time embodied in newly
produced commodities beyond the cost of the wage, and
this constitutes “surplus labor time.” Surplus labor time
is the source of profit (i.e., surplus value).

The labor from labor-power distinction causes two
kinds of conflict. First is conflict over the length of the
working day. If capitalists can lengthen the working day
without increasing the (daily) wage, more of the output
returns to them: that is, surplus labor time and the surplus
product (i.e., the labor time and production above “neces-
sary labor time”). Competition drives capitalists to push
workers, in the extreme, to work arduous hours—up to and
past 80 hours a week, to the point where workers’ health is
damaged and lives are shortened. Indeed, the beginning of
the modern labor movement can be found in the struggle to
limit the working day, first for women and children and
then for all workers.

A second area of conflict is reduction in necessary labor
time, or what Marx called relative surplus value. Here, the
object is to reduce necessary labor time through increased
productivity. Individual capitalists have an incentive to
pursue this, in order to increase profits at the expense of
competitors through cost advantages. Technical changes
that increase the pace of production or allow skilled or
high-status workers to be replaced by unskilled or low-
status workers, production speedup that gets the worker to
work harder, and moving production to regions with a
lower standard of living all increase the relative part of the
product that accrues to the capitalist. At the center of this
strategy is intensification of the work pace beyond human
limits and de-skilling of work that destroys the intrinsic
value of skilled work. Both provoke worker resistance and
rebellion.

While workers may struggle (sometimes successfully)
against these two forms of exploitation, their success is
limited by a number of factors, including the problem of
coordinating individual action for mutual gain and the
existence of the reserve armies of the unemployed who are
ready to take employment under lower standards than
incumbent workers.

Marx illustrated his ideas in a detailed case study of
Britain’s Industrial Revolution, with its struggle over the
length of the working day, the rise of mass production, and
the intense competition that makes capitalism both techni-
cally progressive but also intensely exploitative. British
capitalists, seeking an advantage in competition, are shown

pushing the working day past all physical and moral limits,
including cruelties that dramatically shorten the lives of
workers and rob children of a meaningful childhood. Marx
(1977) argues that the incentive for every capitalist to use
up labor-power without worrying about there being a
tragedy of the commons can be limited only by society
itself placing absolute constraints on the capitalist:

Apres moi le deluge! is the watchword of every capitalist and
of every capitalist nation. Capital therefore takes no account
of the health and the length of life of the worker, unless soci-
ety forces him to do so. (p. 381)

Workers, seeking to preserve their “property” (them-
selves) and their humanity, demand a working day that
does not physically destroy them and leaves time for culti-
vation of their physical, intellectual, and cultural powers.
Similarly, an inherent conflict exists over the intensity of
labor, particularly once society establishes some norms on
the extent of the working day. Capitalists divide the labor
process, create single-task jobs (the “detail worker”), and
generally impoverish the work process, increase its speed,
and, by using specialized machinery (in what subsequently
came to be known as “mass production”), create a super-
productive work process that at the same time degrades
work and the worker. As the “new” labor history and labor
process theory has shown in recent decades, U.S. workers
have indeed periodically and frequently rebelled over the
length of the working day and over “control” in the labor
process (see, e.g., Braverman, 1974; Montgomery, 1980;
for a careful review of 30 years of “labor process” work
provoked by Braverman’s book, see Thompson &
Newsome, 2004).

The institutional and Marxist traditions thus share the
common assumption that class conflict under capitalism is
to be expected. Where they depart ways is on what is the
appropriate resolution of this conflict. For institutionalists,
class conflict is seen as a threat to social order, a “primitive
democracy” to be channeled and ultimately repressed
(S. Webb & Webb, 1897). Marx proposed a different notion.

Marx infamously predicted in the Communist Manifesto
(coauthored with F. Engels) a worker-led revolution that
never materialized (Tucker, 1978, pp. 473-500). Marx
also argued that the working class could, through waging
class conflict, improve its position within an existing eco-
nomic system without overthrowing it. He illustrated this
idea by describing the British working class’s victorious
struggle to shorten the working day and reduce child
labor:

It will be easily understood that after the factory magnates had
resigned themselves and submitted to the inevitable, capital’s
power of resistance gradually weakened, while at the same
time the working class’s power of attack grew with the num-
ber of its allies in those social layers not directly interested in
the question. Hence the comparatively rapid progress since
1860. (Marx, 1977, pp. 408—409)
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Marx (and Engels) stressed that even within the existing
structure of capitalism, the state could be pressed by cir-
cumstance into opposition to the interests of capitalists.
Friedrich Engels, Marx’s collaborator, makes this point in
his famous Letter to Bloch, citing the many occasions in
which they made this point:

If Barth therefore supposes that we deny any and every reac-
tion of the political, etc., reflexes of the economic movement
upon the movement itself, he is simply tilting at windmills. He
has only got to look at Marx’s Eighteenth Brumaire, which
deals almost exclusively with the particular part played by
political struggles and events; of course, within their general
dependence upon economic conditions. Or Capital, the sec-
tion on the working day, for instance, where legislation, which
is surely a political act, has such a trenchant effect. (Tucker,
1978, p. 765)

A politically empowered working-class labor movement
thus could and has shaped capitalist societies to improve
treatment of the working class. Marx’s conclusion about
the struggle over the length of the working day is instruc-
tive on “reformist” possibilities within capitalism:

For “protection” against the serpent of their agonies, the
workers have to put their heads together and, as a class, com-
pel the passing of a law, an all-powerful social barrier by
which they can be prevented from selling themselves and their
families into slavery and death by voluntary contract with
capital. (Marx, 1977, p. 416)

The moments when the state leans against the
interests—espoused and practical—of the capitalist class
are restricted to those conjunctures when a combination of
“pressure from below” and a host of other circumstances—
political, economic, and ideological—combine to produce
a change in the state that reacts back on the economy.
Marx, despite his infamy as a predictor of the necessity and
inevitability of the revolutionary demise of capitalism pro-
voked by a combination of impoverishment of all workers
and irresolvable economic crisis, had, with Engels, a spe-
cific vision of reform within capitalism that could better
the fortunes of the working class.

ILE/IR: A Program for Labor Peace
and an End to Labor Problems

ILE/IR scholars defined a clear paradox: how to equalize the
bargaining power of labor (thus curbing the “peculiarities of
the labor market” and especially creating equal bargaining
power between employer and worker) and nof, as a
consequence, provoke an empowered working class into
more militancy and creating even more capital-labor
conflict. ILE/IR offered a reform vision that, if implemented
successfully, would resolve this paradox, bringing stability
and steady economic growth. It called for “corporatism,” a

system where employer and worker representatives work
together through a collective bargaining process to produce
capital-labor stability by means of compromise. Just as
important, the ILE/IR school promoted the nonrevolutionary
business unionism of the AFL as the preferred mode of
making corporatism work. The AFL and IR policy together
provide an alternative to radicalism, defeating radicalism by
making it irrelevant.

Kaufman (1993) summarizes this ethos in describing
the ILE/IR corporatist view of “the efficacy of conflict in
the employment relationship”:

From the point of view of the institutionalists, a certain
amount of conflict is the normal by-product of the employ-
ment relationship and, indeed, frequently plays a constructive
role to the extent that it vents repressed frustrations, resent-
ments, and grievances. Good industrial relations, therefore, is
not synonymous with an absence of conflict, for often this
indicates complete domination of the relationship by the
employer. Rather, good industrial relations requires equalizing
the bargaining power of labor and capital both inside and out-
side the plant and letting them voluntarily negotiate a
mutually satisfactory outcome. The watchword of the institu-
tionalists is compromise. (p. 38)

Such compromise is imagined to be at least partly
dependent on the work of state-supported mediation
experts. Indeed, it is important to note how far this vision
differs from a free-market view of the economy.
Institutions—including unions and employers with bureau-
cratic representatives and working within parameters set,
enforced, and often directly supported by the state—structure
the process of striking a bargain, rather than “free,” indi-
vidual agents in a market.

More broadly, about the purpose and result of creating
such a state machinery of IR experts, Commons famously
said, “In dealing with the momentous conflict of ‘capital
and labor’ ... I was trying . . . to save Wisconsin and the
nation from politics, socialism, or anarchy” (cited in
Ramirez, 1978, p. 188). In other words, IR experts were to
provide not just workplace stability but also political
stability—making labor revolt and anticapitalist working-
class political expressions less likely. In its place,
Commons advocated for a system in which “neutral”
experts provided technically determined compromises
between the conflicting interests of capital and labor.

IR scholars have thus had as their goal the careful man-
agement of class struggle, with a fundamental aim of lim-
iting (though not suppressing) conflict and encouraging
nonsocialist political expression by workers through non-
partisan, nonmilitant unions. In turn, their role as experts
has been to continuously study the underlying “problems”
that might cause an unstable landscape—notably through
case studies of industrial relations in specific industries—
and get directly involved as mediators and experts, to
ensure that the problems will not get out of hand and that
compromises are struck. IR experts saw, for the New Deal
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IR period, what Kaufman terms institutionalization in the
creation of IR institutes with the creation of graduate pro-
grams at the top state universities throughout all regions in
the United States except the South and also in federal and
state mediation bodies.

It appeared that ILE/IR policy worked in the 1950s and
1960s. The mass strike activity of the 1930s/1940s abated.
The U.S. economy experienced a combination of unparal-
leled income “compression” (i.e., greater equality) that saw
industrial workers become middle class and enjoy steady
and powerful income growth, as well as improvements,
including fewer hours worked and an expanded private sec-
tor safety net provided through union contracts. The ILE/IR
field itself appraised this as the success of expertise over a
technical problem with capitalism and projected that the
stability of the New Deal system would persist indefinitely.
However, through the exercise of capitalist class power, this
system came to an abrupt end in the 1980s.

Marxian Political Economy:
Class Strength and Workers’
Improvement Without Revolution

Marxian analysis of U.S. employment relations employs a
different analytical framework. It comes to several
different conclusions that contrast and even contradict the
ILR/IR school:

e Not only is class conflict inevitable, but it can be a good
thing.

e A stronger labor movement tends to produce better social
outcomes, including lower income inequality, less
poverty, shorter weekly and annual work hours, and more
comprehensive social insurance, without an overthrow of
the capitalist system.

e Historical evidence supports these conclusions.

It has been the political quest of working-class parties in
advanced capitalist countries to accomplish that very goal of
improving the quality of life for workers and for society,
seeking to humanize capitalism by minimizing economic
insecurity and discrimination, reducing/eliminating poverty,
implementing safety and health and labor standards (e.g.,
limiting hours worked, eliminating child labor), and provid-
ing public goods (e.g., education, child care, public space).
The labor movements of various countries have also sought
regulatory and union agreements that grant expanded work-
ers’ rights and decreased property rights, such as legal guar-
antees over right to job, workplace decision-making power,
and having a significant stake in corporate governance.

Thus, Marx’s emphasis on relative class strength as a
predictor of social outcomes, as well as the possibility of a
politically strong working class to enlist social allies (e.g.,
middle classes) and the state, has resonance with twentieth-
century historical experience. Succinctly, the quality of

economic and social life for a working class in a particular
nation is a reflection of the strength and degree of past and
current success of its labor movement. Child care, retire-
ment, health care, social security, length of the working
week, and weeks of paid vacations are better for workers in
Sweden, Germany, or France than in the United States.
Why? Because over the second half of the twentieth cen-
tury, their labor movements succeeded economically and
politically where the U.S. labor movement either failed or
won only modest improvements (and, as noted, isolated
only to certain regions) that a now far weaker labor move-
ment has been unable to protect. There is of course no rea-
son to believe that these improvements will lead to
revolutionary change, but such improvements are, we
would argue, good in and of themselves. Added to Marx’s
historical example of the 10-hour day, this offers com-
pelling evidence that a politically and economically
stronger working class, as well as class conflict emanating
from it, produces positive outcomes for the working class.
When two valid and opposite claims over the course of the
employment relationship meet one another, as Marx put it,
in the end, force decides.

To reiterate, a politically strong working class can, with
allies and supportive historical circumstances, get the state
to “lean against” the interests of the capitalist class. This
happened in the United States in 1934-1937.

The Case of 1934-1947

The Great Depression reignited working-class insurgency
after more than a decade of dormancy. By 1934, workers,
emboldened by Roosevelt’s verbal support for unions,
mobilized to form unions and conducted vigorous strikes,
including three “general” (community-wide, multiemployer)
strikes (Green, 1998; Lichtenstein, 2002; Lynd, 1996).
Initially, Roosevelt’s National Recovery Act implemented
in 1933 and 1934 large businesses’ proposal for solving the
depression. This consisted of government-sponsored
cartelization—businesses openly cooperating in setting
prices and allocating markets. This approach did not
address the underlying problem of inadequate aggregate
spending and utterly failed. In combination with the
public’s already low esteem for big business—the
American public held business responsible for causing
the Great Depression in the first place—this failure left a
political vacuum seized upon by two allied groups: the
broad working-class insurgency played out in streets and
factories across the country, and liberal political leaders
who sought to impose ILE/IR policies such as the NLRA
and a broad program of social security. This magnified the
already existing loss of business legitimacy that the Great
Depression created, opening the way for a coalition of
congressional and executive branch leaders, representing
the northern urban, working-class, union-based movement,
to seize control of national policy making.
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This permitted a onetime imposition of values and poli-
cies alien to U.S. capitalists. The loss of capital’s credibility
and power was unprecedented and short-lived, but it ush-
ered in dramatic changes—an expanded welfare state and
widespread unionization—that lived on for decades
(Finegold & Skocpol, 1984; Lichtenstein, 2002). The
results: a New Deal state that imposed state-sponsored sup-
port for an IR collective bargaining—based system (under
the 1935 Wagner/NLRA Act), and a tax-supported national
social welfare system, including Social Security and unem-
ployment insurance, along with significant labor market
regulation (especially the 1938 Fair Labor Standards Act).
During this period, industrial unionism caught fire, gaining
special momentum after Roosevelt’s 1936 reelection; the
new political environment contributed in part to high-
profile union victories at General Motors and U.S. Steel in
early 1937. While interrupted briefly by the late 1930s
recession, the momentum toward rapid unionization
resumed during World War II and continued into the 1950s.

In sum, this period illustrates a similar moment of dra-
matic, pro—working-class reform, supported and imple-
mented to a significant degree by a state willing to act
against capital’s economic and political interests. Working-
class political strength was unparalleled and briefly even
unchallenged by capital. The result was long-lasting
improvements for the working class.

This observation comes with an important qualifica-
tion. Historical scholarship has a consensus view that
African Americans, southern workers in general, and
women were largely left out of this progress. At the level
of policy (e.g., Social Security and unemployment cover-
age, as well as wages and benefits), this was most certainly
true. Many in these groups were trapped in a “secondary”
labor market of low wages and benefits with little oppor-
tunity for income security or advancement (Gordon et al.,
1982). There are also notable exceptions to this partial
progress (Minchin, 2001). It is also the case that new
activism in the 1960s and 1970s served to expand inclu-
sion of some women and people of color in some of these
benefits, but even then incompletely (Kessler-Harris,
2007; Lichtenstein, 2002).

ILE/IR: Stagnating New Deal
System Collapses, Dynamic
Non-Union Alternatives Rise

Recently, ILE/IR scholars have reinterpreted twentieth-
century U.S. IR history, focusing on explaining why the
dominant unionized/corporatist New Deal system lasting
from the 1930s through the early 1970s went into an abrupt
and lethal decline (Jacoby, 1997; Kaufman, 1993; Kochan
et al., 1986). They attribute the decline to the vitality of
employer-dominated “welfare capitalism” throughout the
era of the New Deal, which escaped the attention of earlier
IR scholars. The unexpected vulnerability of unionized

employers to rapid economic change from the 1970s led to
a new dominant IR system based on “progressive” but
union-free employers.

How could a strong and durable institutional system be
taken apart at all, much less so quickly? First, 1920s wel-
fare capitalism survived (and adapted) in the 1940s—1970s
period, becoming more sophisticated, and gained strength
and momentum. Non-union employers also led capitalist
political activism against the New Deal state and unions.
For instance, the 1948 Taft-Hartley Act created vast loop-
holes in labor law that allowed employers to defeat new
union organizing drives. In retrospect, the true apogee of
union strength was really in the 1950s. From then on,
dynamism in IR policy centered on the ever-expanding
tool set of welfare capitalism—the latest version of the
“PM tradition” now called human resource management
(HRM) that contributed to the vitality of non-union
companies. Even unionized companies adopted HRM
practices in efforts to weaken union influence (Phillips-
Fein, 2009). Besides high wages and generous benefit
packages—aimed to meet the standard set by the strongest
union contracts—the HRM movement sought to realize the
PM vision of a humane management by surveying workers
to gain a grasp of their concerns, training frontline super-
visors to be more positive, and creating at least an appear-
ance of due process through employee handbooks and
“open-door” policies. As we discuss below, the velvet
glove of HRM shielded an iron fist that crushed any move-
ments toward independence through union organizing.
Union busting, capital flight to non-union states or off-
shore locals, and “progressive management” were part of
one package.

When rapid globalization met the macro crisis of 1979—
1983, unionized business abandoned its cooperative rela-
tionship with unions, getting givebacks, deindustrializing
much of the Midwest, and, with perhaps the singular
exception of auto, shifting more aggressively to non-union
operations in Southern and Great Plains rural towns or
“offshore” to developing countries with low wages and
labor standards. Another factor was simple contraction in
the face of loss of markets to foreign competition, where
companies ceded markets rather than investing in new
technology and capital, instead diverting retained earnings
into conglomerate purchases, as was the case in steel.
Private sector union density (the unionized percentage of
workers) fell by two thirds over the last three decades of
the twentieth century, standing now below 8%.

A Marxian View: Changing the
Terms of Class Power, American
Employer Exceptionalism

To reiterate, the central concept in a Marxian interpretation of
industrial relations is relative class power. Here, we explain
the crisis and implosion of the New Deal IR system as the
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result of capital’s regaining an upper hand from the 1970s on.
The outlines of this story are well known: increasing
globalization, transportation and communications technology
that make it virtually costless to move production offshore,
and the impetus to do so by the allure and opportunity of vast
armies of cheap labor abroad. Missing from this standard
story is a clear recognition that the U.S. decline in
unionization and speed and extent of industrialization are
unique—not found elsewhere in western and northern
European nations or Japan. Our own view of American
exceptionalism is that the formation and activism (agency, for
short) of large industrial U.S. employers has been a pivotal
component driving the United States’ unique IR charac-
teristics: the weakness of the labor left, the rapid destruction
of unionization and collective bargaining in dominant
industries, and the decline of U.S. labor standards and
accompanying growth of inequality since the 1970s (Hillard
& Mclntyre, 2009a).

We begin with U.S. labor history from the 1880s to the
1920s. U.S. labor was arguably at that time as radical as
European labor. But the ruthless use of force by U.S. capi-
talists and the weakness of the government in refereeing
industrial relations (indeed, typically siding with employ-
ers by deploying troops) limited the success of the labor
movement and cut off radicalism as a viable alternative to
business unionism. Individual American employers had
even greater relative incentive to repress labor because
unionizing one company at a time put them at a competi-
tive disadvantage; European unions had greater success in
organizing whole industries (Jacoby, 1991; Wilentz, 1984).

American capitalist class exceptionalism thus traces its
roots to the massive defeat of U.S. labor and popular orga-
nizations in the pre—New Deal period. Scholars compar-
ing the labor histories of Europe and the United States
conclude that U.S. employers went drastically farther and
were singularly dedicated in their efforts to crush unions
rather than accommodate them (Jacoby, 1991; Thelan,
2001). This exceptional commitment to crush labor was
not fundamentally altered when the Great Depression and
New Deal forced American capitalists, much against their
will, to recognize unions’ legal right to exist. As IR schol-
ars cited above note, the New Deal period was one of
vitality of non-union “welfare” employers, who sought to
eliminate, not accommodate, the New Deal. Leading non-
union employers, large and medium sized, led national
efforts to weaken and repeal labor law and pioneered
union-busting tactics (Jacoby, 1997). Modest victories
turned into a collective rout when American capitalists
succeeded in virtually wiping out private sector unions.
The rout began in the early 1980s, when President Reagan
fired 11,000 federally employed and unionized air traffic
controllers on strike and permanently replaced them. As
already unionized manufacturing industries contracted
rapidly, depleting the numbers of existing workers with
union representation, it became nearly impossible to
unionize the growing service industries as employers

learned, with the help of a huge industry of union-busting
lawyers and consultants, that they could bend or violate
labor law with impunity and prevent union campaigns
from succeeding in three out of four cases, down from a
more than 50% success rate in the 1940s—1960s (Freeman
& Medoff, 1984; Logan, 2002). As noted below, private
sector union representation in the United States has plum-
meted from more than 30% to single digits since 2000.
Capitalist class exceptionalism meant that free market
or “neoliberal ideas” found fertile ground in the United
States in the post-1970s. How exceptional is the United
States? Recent work in comparative political economy
places the United States in a group of “liberal market
economies” that rely mostly on stock markets rather than
institutional relationships in finance, give workers little in
the way of employment protection, and have had high lev-
els of inequality and relatively higher employment growth.
Even within this group—all English-speaking countries—
the United States stands out with much lower rates of
union density, collective bargaining coverage, social
spending, employment protection, family support, and
poverty reduction through state redistribution, as well as
much more income inequality (Pontusson, 2004). Thus, the
loss of working-class economic and political strength has
translated into worsened economic and social outcomes for
the U.S. working class. As the Economic Policy Institute’s
excellent biannual publication, The State of Working
America, has demonstrated, beginning in 1973 and accel-
erating in the 1980s and 1990s, median hourly wages have
actually declined, low-wage jobs have proliferated, private
employer—based retirement and health insurance has
rapidly eroded, and annual hours worked have increased
(the United States being the only advanced industrial
nation that has not seen a decline of hundreds of hours
annually worked), all at the same time that individual
worker productivity has increased by approximately 80%.
In Marxian terms, this would be an increase in exploitation
sparked by the loss of working-class political and eco-
nomic strength (Mishel, Bernstein, & Allegretto, 2005).
What made this possible is that the U.S. capitalist/
employer class engaged in a process of “class formation”
(i.e., becoming more united and stronger politically), and it
built a political alliance with white working-class conserv-
atives in rebellion against liberalism to place pro-business
politicians and policies into government, symbolized by
the “Reagan revolution,” although it started under
Democrats in the 1970s. In impressive fashion, when the
opportunity for a comeback presented itself in the 1970s,
U.S. capitalists built the institutions and attitudes neces-
sary for action in their collective interest. This process of
class formation included the growth of the Chamber of
Commerce from 60,000 members in 1972 to more than a
quarter million a year later; the movement of the National
Association of Manufacturers to Washington, D.C., and the
formation of the Business Roundtable, both also in 1972;
and the establishment of the ultra-right Heritage
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Foundation the next year, increased corporate backing for
both the conservative American Enterprise Institute and
the mainstream National Bureau of Economic Research,
and the growing importance of right-wing foundations.

In sum, U.S. capital has maintained a long-run histori-
cal strength advantage over the U.S. working class. The
New Deal era—1930s to 1970s—was a departure from this
advantage because U.S. working-class strength was dis-
tinctly and unusually strong. Rapid erosion of the condi-
tions that supported that strength (lack of international
competition, a stable political coalition, etc.) and new
opportunities allowed capital’s ongoing efforts to defeat
the New Deal IR system and dismantle it to succeed. This
in turn left U.S. workers weak and their societal position
ever lower, evidenced by the near destruction of private
sector unionization, the consequent growth of lower waged
work, and a steady weakening of the employer-based pri-
vate health insurance and pension system (Klein, 2003),
and a decline in U.S. labor standards (e.g., longer hours,
low wages, lack of benefits).

The Future of “Employment
Relations” Study in the United States

Kaufman’s influential 1993 book brought the “crisis” of
the ILE/IR field into focus. It was clear that the world had
changed. Specifically, the decline of unionized labor
meant that the relevance of the field was called into
question. Academic IR institutes were losing students and
funding and were shutting down. For Kaufman, the only
way out was to merge with the PM/HRM tradition, which
many IR institutes did. With the decline of private sector
unionization, its once influential role in making and
implementing federal and state policy has severely
diminished.

Despite this decline, IR scholars have continued to pro-
duce good scholarship. Emphasis on case studies, defining
new issues—especially organizational/workplace redesign—
and a frank recognition of previous mistakes, has produced
a viable intellectual tradition. Scholarly practitioners have
moved in two directions. One group has joined the broader
labor studies scholarly community, which recognizes that
society’s progress depends on a strong labor movement.
This has produced scholarship examining the use and out-
come of power in union organizing. They have identified
and scrutinized how employers have used legal and illegal
tools to make union organizing nearly impossible, while
shedding light on how clever service sector unions have
overcome these barriers. Hotel workers, janitors, and low-
wage health care workers have successfully organized
themselves with union support through a “social move-
ment” model. This model enlists workers’ communities
and community institutions in pressuring employers to rec-
ognize and bargain with workers (Bronfenbrenner, 2009;
Clawson, 2003).

The other group of ILE/IR scholars has de-emphasized
union strength (though quick to identify the positive role of
unions in workplace productivity and implementing
change) and turned to the question of workplace reform to
improve the “competitiveness” of U.S. corporations. The
chief recommendation here is to improve worker “voice”
in management-defined “high-performance work systems”
(HPWS; e.g., self-managed teams) (Applebaum, Bailey,
Berg, & Kalleberg, 2000; Kochan & Osterman, 1994). In
essence, these ILE/IR scholars fully joined the PM/HRM
tradition in becoming management consultants, with the
important caveats that the ILE scholars stressed the rele-
vance if not superiority of implementing these reforms
with the cooperation of unions and an emphasis on work-
ers sharing in productivity gains. Regardless, this vein of
work peaked in the 1990s. Continued rapid deindustrial-
ization since 2000, widespread implementation of HPWS
without gains sharing in service industries, and failure of
signal examples such as Saturn Motors have sidelined the
HPWS movement.

What of Marxian political economy and IR? Speci-
fically, what are the opportunities for increased working-
class political and economic strength in the twenty-first
century? One component comes from a “de-centering of
labor” (McIntyre & Hillard, 2007, 2009). That means rec-
ognizing that labor is performed not just in industrial and
traditional service sector sites but also in the household
(“domestic labor”) and community. Some of this labor is
paid a wage, but much is “unwaged,” particularly domestic
labor. Such labor has gone unrecognized by the IR field.
The composition of what is considered work has also
broadened; twenty-first-century labor is increasingly
“immaterial” (producing services, not products) and com-
prises emotional, not physical, labor (caring for others; pro-
viding attention, support, reassurance). Gender is a related
dimension. Domestic labor has been largely female.
Women typically do waged work in emotional labor-inten-
sive occupations. The mass entry of women into the waged
workforce after 1970 has extended dramatically the prob-
lems of doing both a workplace and home shift. The “sec-
ond shift” creates stress for households generally and
especially for the two-shift workers who are predominantly
women (Hochschild, 1989). These developments are an
opportunity if, following the lead of a handful of progres-
sive unions (e.g., the Harvard Clerical and Technical
Workers), a new labor movement brings a decentered,
gender-sensitive approach to union organizing, bargaining
for more than the “hours, wages, and conditions” that
defined the twentieth-century male “family wage.” A gen-
dered solidarity of women and men fighting for a transfor-
mation of both the household and the workplace represents
the major opportunity of our time.

Finally, this model may currently exist only at the mar-
gins of our society but is not, at present, the kind of building
and broad movement that labor saw a century ago when the
labor question first arose. In addition, U.S. capital retains its



Marxian and Institutional Industrial Relations in the United States o 65

commitment to crush any progressive working-class move-
ment. While the 2007-2009 financial and economic crisis,
as well as Barack Obama’s election, has notes of the 1934—
1937 period, especially a discredited business class and free-
market model, and while Obama is undoubtedly the most
overtly pro-labor president in U.S. history by some mea-
sures, there is not a broad movement to carry out such an
agenda. But if the crisis has taught us anything, it is that his-
tory takes surprising twists. And whatever shape it takes in
the coming decades, class power will be a fundamental force
in shaping that new history.

Author’s Note: This chapter is in many ways a synopsis of a 20-
year collaboration between the author and Richard Mclntyre,
Professor of Economics, University of Rhode Island. This work
would also not be possible without the foundational work of
Sanford Jacoby, Bruce Kaufman, and Thomas Kochan (see refer-
ences below). The author thanks Professor McIntyre and Rhona
Free for their helpful comments; any errors or omissions are
solely the author’s.
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for all other chapters in this reference manual is

the economic concepts of supply and demand. In
reading this chapter, you will begin to understand the basic
concepts of supply and demand and how changes in the
actions of buyers and sellers influence market prices.
Markets are defined as any place where products or
resources are exchanged. Every market has two sides: buy-
ers and sellers. Buyers, or demanders, are those who pur-
chase the product or resources. Sellers, or suppliers, are
those who provide the products or resources for sale in the
market. What motivates these market participants?
Although many factors motivate buyers’ and sellers’
behavior, economists assume that the primary motivating
factor is self-interest. Buyers are assumed to be motivated
by their desire to improve overall satisfaction, or utility, in
life. Sellers are assumed to be motivated by the desire to
earn profits. The discussion below begins with the buyer
side of the market, known as demand.

T he underlying foundation for much of the content

Demand

Let us begin our discussion of demand by defining three
concepts: demand (D), quantity demanded (Q,), and the
law of demand. Demand is defined as the amount of a
product that buyers are willing and able to purchase at all
prices. A consumer is said to demand a product if he or she
is both willing and able to purchase a product. A consumer
who is willing to purchase a product, but is unable to do so,
is not considered to be part of the market demand because
he or she will not actually purchase the product. Likewise,
a consumer who is able but unwilling to buy a product is
also not considered to be part of market demand. Quantity

demanded is defined to be the amount of a product that
buyers are willing and able to purchase at a specific price.
To summarize, the difference between demand and
quantity demanded for a product is that demand refers to
the amount potential buyers are both willing and able to
purchase at all prices, and quantity demanded refers to the
amount potential buyers are willing and able to purchase at
a specific price. Once these two terms are understood, it
becomes possible to introduce the law of demand.

One of the most basic concepts in economics is the law
of demand. The law of demand is simply an observation of
a consumer’s general response to changes in a product’s
price. As price decreases, consumers tend to be willing and
able to purchase more of a product, and as price increases,
consumers tend to be willing and able to purchase less of
a product. To help visualize economic concepts, econo-
mists often try to illustrate the concepts using graphs. The
law of demand is illustrated in Figure 7.1. The lines labeled
D, and D, are referred to as demand curves. The lines are
drawn here as linear functions to enhance the simplicity of
the graph, but these lines could also be drawn as curved
lines that are convex to the origin.

A change in demand is illustrated by a shift in the loca-
tion of the entire curve. In Figure 7.1, demand is said to
increase if demand changes from D, to D,. An increase in
demand means that consumers are willing and able to pur-
chase more at every price. For example, the movement
from point 4 to C represents an increase in demand
because at point 4, consumers are willing to buy Q,, but O,
at point C. This increase in demand occurs even though the
price remains unchanged at P,. A decrease in demand
means the consumers are willing and able to purchase less
at every price and is illustrated by a shift in demand from
D, to D,. A change in quantity demanded is illustrated by
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Figure 7.1 Changes in Demand Versus Changes in Quantity
Demanded

a move along the curve. In Figure 7.1, an increase in quan-
tity demanded is illustrated by a movement from point 4 to
B. 1t is important to note that the increase in consumption
from Q, to O, occurs because price has decreased from A
to B. A decrease in quantity demanded is illustrated by a
movement from point B to 4.

Determinants of Demand

Many factors change a buyer’s willingness or ability to
purchase goods and services. These factors are known as
determinants of demand. Consider the market for gasoline
and what factors might influence a buyer’s willingness or
ability to purchase gasoline. To determine the impact of
changes in each of the factors listed below, economists
usually invoke the ceteris paribus assumption. Ceteris
paribus is a Latin term usually interpreted to mean “all
other factors remaining unchanged.” This assumption is
made to isolate the effects of a change in the factor under
consideration.

Tastes

Tastes refer to whether buyers like or dislike a product. If
buyers’ tastes change in favor of a product, ceteris paribus,
demand increases. In the market for gasoline, when buyers’
tastes change in favor of a product, the buyer is willing and
able to purchase more gas at every price. Remember that
this is illustrated as a movement from D, to D, in Figure 7.1.
An increase in taste for gasoline would occur, for example,
when consumers’ tastes change toward larger vehicles
such as sport utility vehicles, minivans, trucks, and high-
performance sport cars. An increase in demand would also
occur as consumers move to houses or apartments that are
larger driving distances from their places of employment.
If consumers’ tastes change toward smaller, more fuel-
efficient cars, or consumers prefer to live closer to work, the
demand for gasoline will decrease. This is illustrated as a
shift of the demand curve from D, to D,.

Income

Income refers to the amount of money consumers have
available to spend on goods or services. This directly
affects consumers’ ability to purchase a good or service.
The relationship between consumers’ purchases and
income can be broken into two categories.

1. Normal goods: Normal goods are any good or
service for which consumers tend to purchase more as their
income increases, ceteris paribus. Gasoline is generally
considered to be a normal good. As consumers’ incomes
increase, they tend to purchase more gasoline for a variety
of reasons. For example, some people who cannot afford a
car at lower income levels may be able to purchase a car at
higher income levels, and thus their demand for gasoline
increases. Many other income-related reasons exist for
increases in the demand for gasoline. Two other examples
include more frequent and longer vacations and more cars
per household as income increases. Each of these examples
results in a shift from D1 to D2 in Figure 7.1.

2. Inferior goods: Inferior goods are any good or
service for which consumers tend to purchase less as their
income increases. The opposite is also true. That is, as
income decreases, consumption of inferior goods tends to
increase. For example, during recessions, economists
expect to see consumers buying more store-brand
groceries instead of name-brand products. Under this
scenario, the store-brand products would be considered
inferior goods. An increase in income will cause the
demand for an inferior good to change from D, to D,.

Prices of Related Goods

Changes in the prices and availability of related goods
will also affect the demand for a product. The relationship
to related goods is broken into two categories.

1. Substitutes: Substitutes are items consumed in place of
other goods. In the case of gasoline, several substitutes are
available. If, for example, gasoline is being used to fuel a car,
then consumers might purchase an electric car, thus making
electricity a substitute for gasoline. Another alternative to
gasoline is an ethanol blend. For example, E85 is 85% ethanol
and 15% gasoline. If the price of gasoline increases, ceteris
paribus, consumers will want to purchase less gasoline, and
thus the demand for its substitute will increase. Yet another
alternative to gasoline is diesel fuel. An increase in the price
of gasoline, ceteris paribus, would cause an increase in the
demand for diesel fuel as consumers switch to diesel-powered
cars and trucks to avoid the rising price of gasoline.

2. Complements: Complements are items consumed
together. In the case of gasoline, anything consumed with
gasoline is its complement. For example, automobiles and
trucks are complements to gasoline. Based on the law of
demand, if the price of gasoline were to increase, ceteris
paribus, economists would expect consumers to purchase



less gasoline. On the demand curve in Figure 7.1, this is
represented as a move along the curve from point B to A.
The decrease in purchases of gasoline would then result in
fewer miles driven. Driving fewer miles results in less wear
and tear on automobiles, resulting in a decrease in the
demand for cars and trucks. In the market for cars and
trucks, the decrease in demand resulting from an increase
in the price of gasoline is represented as a movement from
point C to 4 as the consumer moves from D, to D,.

Expectations

Consumer demand is often affected by what the con-
sumers anticipate will happen in the future. For example, in
the case of gasoline, if consumers expect the price of gaso-
line to continue to rise, then in the short run, consumers will
quickly go out and purchase more gasoline even thought the
price has not yet changed. Consequently, demand increases,
shifting demand from D, to D, or a movement from point 4
to C in Figure 7.1. In the long run, in anticipation of long-
term increases in the price of gasoline, consumers may
purchase more fuel-efficient cars and trucks. These expec-
tations result in a decrease in the demand even though the
price of gas has not yet changed. Graphically, this is repre-
sented as a movement from point C to 4 in Figure 7.1.

Number of Consumers

The number of people who are willing and able to pur-
chase a product directly affects the demand for a product.
In the market for gasoline, as the number of consumers
increases, ceteris paribus, the demand for gasoline increases.
As the number of consumers decreases, the demand for
gasoline decreases.

Government Regulations

Regulations can have a variety of effects on the demand
for a product. Regulations can either increase or decrease
the demand for a product depending on the nature of the
regulation. For example, if the government were to
increase the Corporate Average Fuel Efficiency standards
for automobiles, the demand for gasoline would go down
as the nation’s car fleet becomes more fuel efficient. This
change in standards would result in shifting the demand for
gasoline from D, to D, in Figure 7.1.

It is useful to remember that any change of the determi-
nants of demand would cause a shift of the entire demand
curve, not a movement along the curve. The demand curve
shifts to the right when demand increases and to the left
when demand decreases.

Supply

The other group of participants in markets is the sellers.
When discussing supply, there are again three concepts to
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define and discuss: supply, quantity supplied, and the law
of supply.

Supply is defined to be the amount of a product sell-
ers are both willing and able to provide to the market at
all prices. Key to this definition is that sellers have to be
both willing and able to provide the product to the mar-
ket. A seller who is willing to sell the product but unable
to do so is not considered to be part of supply because
he or she will not actually provide the product to the
market. Likewise, sellers who are able but unwilling are
also not considered to be part of market supply.
Quantity supplied is defined to be the amount of a prod-
uct that sellers are both willing and able to provide to
the market at a specific price. The difference in these
two concepts is similar to the difference between
demand and quantity demanded. That is, supply refers
to the entire supply relationship, while quantity supplied
refers to a single price and quantity combination. Once
these two concepts are understood, it becomes possible
to state the law of supply. According to the law of sup-
ply, as price increases, sellers increase the quantity that
they are willing and able to provide to the market. If
price decreases, sellers decrease the quantity that they
are willing and able to provide to the market. The lines
labeled S, and S, in Figure 7.2 are referred to as supply
curves. The lines are drawn here as linear functions to
enhance the simplicity of the graph, but these lines
could also be drawn as curved lines that are convex to
the origin.

A change in supply is illustrated by a shift in the loca-
tion of the entire curve. In Figure 7.2, supply is said to
increase if supply changes from S, to S,. An increase in
supply means that sellers are willing and able to sell more
at every price. For example, the movement from point £ to
G represents an increase in supply because at point E, sell-
ers are willing to sell Q;, but O, at point G. This increase
in willingness to sell occurs even though the price remains
unchanged at F,. A decrease in supply means the sellers are
willing and able to sell less at every price and is illustrated
by a shift in demand from S, to S,. A change in quantity
supplied is illustrated by a move along the curve. In Figure 7.2,
an increase in quantity supplied is illustrated by a move-
ment from point F to G. It is important to note that the
increase in the willingness to sell from Q, to O, occurs
because price has increased from P, to F. A decrease in
quantity supplied is illustrated by a movement from point
GtoF.

Determinants of Supply

As we saw with demand, a number of factors influence a
seller’s willingness and ability to provide a good or service
to the market. These factors are known as determinants of
supply. Consider again the market for gasoline. What
factors might influence a seller’s willingness or ability to
sell gasoline?
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Figure 7.2 Change in Supply Versus Change in Quantity
Supplied

Factor Costs

Factor costs refer to the amount of money paid for
inputs in the production process. If factor costs increase,
then supply will decrease, represented by a movement
from S, to S, in Figure 7.2. For example, one of the factors
of production used to produce gasoline is crude oil. If the
cost of crude oil increases, this raises the cost of producing
gasoline. As a result, the amount of gasoline available at
every price will decrease. Consider for a moment that sup-
pliers of gasoline are willing to sell O, gasoline at a price
of P,. If the cost of producing gasoline increases, due to an
increase in the cost of crude oil, then sellers would expect
a higher price, perhaps P, to be willing and able to sell the
same quantity. Because price must rise for suppliers to
keep the quantity supplied unchanged, supply must
decrease if price remains unchanged. This scenario
describes a decrease in supply and is illustrated by a shift
from S, to S, in Figure 7.2. If factor costs decrease, then
supply will increase, represented by a movement from S, to
S, in Figure 7.2.

Technology

The quantity and quality of technology available for use
in the production process affects the supply. In general,
improvements in technology lower the cost of producing
most goods and services. It then follows that new cost-
lowering technologies result in increasing supply. This is
represented by a movement from S, to S, in Figure 7.2.

Price of Related Goods in Production

Changes in the prices and availability of related goods
in production will affect supply. These relationships are
broken into two categories.

1. Substitutes: Substitutes in production are items that
can be produced or sold in place of other items. For example,
an oil refinery can switch its production between different

octane levels of gasoline depending on which octane level
has a higher demand and offers higher profits. Let us say a
refinery is selling 87 octane gasoline but the profits for
93 octane gasoline increase. The refiner would then want to
increase its refining of 93 octane gasoline. Because the
refinery has limited refining capacity, it must choose
between refining more 93 octane gasoline and maintaining
its current refining allocation between 87 and 93 octane
gasoline. If the refinery chooses to produce more 93 octane
gasoline, then the supply of 87 octane gasoline will decrease,
represented by a movement from S, to S, in Figure 7.2. Note
that the price of 87 octane gasoline is assumed to have
remained unchanged, yet the refinery decreases its
production of 87 octane gasoline. It did so because the
profitability of a substitute in production increased.

2. Complements: Complements in production are
products that are produced in conjunction with another
product. For example, when refining crude oil for gasoline,
a by-product of the refining process is liquefied petroleum
gas, also known as propane. If, for example, the price of
gasoline increases and the refinery wants to increase the
amount of gasoline it refines, this will necessarily result in
an increase in the supply of propane because gasoline and
propane are complements in production. To produce more
gasoline requires that more propane is also produced during
the refining process. In the gasoline market described here,
there has been an increase in quantity supplied, a movement
from point F to G, but in the propane market, there would
be a shift in the entire supply curve from S, to S,.

Expectations

A seller’s willingness and ability to provide products to
the market are affected by his or her forecasts for the
future. If, for example, managers of gasoline refineries
expect the price of gasoline to increase, they may withhold
gasoline from the market so they can sell their gasoline at
higher prices. As the refineries withhold their gas from the
market in anticipation of the future higher prices, the sup-
ply curve decreases, shown as a shift in supply from S, to
S, or a movement from point G to E in Figure 7.2. In the
long run, sellers of gasoline might anticipate that the pop-
ulation will increase and increase future sales of gasoline.
In response, they may build new refineries in anticipation
of the increased demand. This forecast, or expectation, of
future events results in an increase in supply of gasoline,
shown as a shift from S, to S, in Figure 7.2.

Number of Sellers

The number of sellers in the market directly affects the
amount of the product available for sale at every price. An
increase in the number of sellers increases supply from S|
to S, in Figure 7.2. A decrease in the number of sellers will
decrease supply from S, to S,.



Government Regulations

Regulations can have a variety of effects on the supply
of a product. Regulations can either increase or decrease
the supply of a product depending on the nature of the reg-
ulation. For example, in the market for gasoline, the gov-
ernment could impose stricter pollution standards for oil
refineries. As a result, controlling pollution from the
refineries would increase and the cost of refining gasoline
would also increase. As noted earlier, increases in costs
result in decreasing supply. In Figure 7.2, this is repre-
sented as a movement from point G to E or from S, to S,.

It is useful to remember that any change of the
determinants of supply would cause a shift of the entire
supply curve, not a movement along the curve. The supply
curve shifts to the right when supply increases and to the
left when supply decreases.

Equilibrium

All markets are characterized by market participants
making decisions to improve their own self-interest. As
noted earlier, buyers are assumed to be motivated primarily
by the desire to increase their personal satisfaction in life.
Sellers are assumed to be motivated by the desire to make
the largest profits possible. This interaction between
buyers and sellers results in equilibrium in the market.
Equilibrium is defined to be the point at which O, = O, at
a common price. If the market price is not at equilibrium,
market forces drive the market toward equilibrium. If the
market price is at equilibrium, there exists no market
pressure to move to some other level. To better understand
this concept, consider Figure 7.3.

The market represented in Figure 7.3 is in equilibrium
at point £ because O, = Q, at the common price of F. To
better understand the concept of equilibrium, it is useful to
examine the market at other prices. First, consider a mar-
ket price above the equilibrium value. At B, the quantity
supplied, Q,, is larger than the quantity demanded, Q,. At
this price, sellers are willing to provide more to the market
than consumers are willing to buy. This situation is defined
as a surplus. To combat their rising inventories, sellers
begin to lower their prices, attempting to entice consumers
to buy more. In addition, because of the lower price, sell-
ers decrease the amount they offer for sale. As this process
unfolds, there is an increase in O, and a decrease in Q, as
the market moves to the equilibrium at point E.

Now consider a market price below the equilibrium
value. At the price B, the quantity demanded, Q,, exceeds
the quantity supplied, Q,, resulting in a shortage in the mar-
ket. In response to the shortage, consumers begin to bid up
the price. To understand this process, consider the process of
an auction. An auction usually begins with the number of
willing and able buyers exceeding the amount of product
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Figure 7.3 Equilibrium

NOTES: Equilibrium occurs when O, = O, at a common price. If market
price is above the equilibrium price, a surplus forms. If the market price
is below the equilibrium price, a shortage forms.

available. The role of the auctioneer is to bid the price up
until O, = Q,. As the price increases, consumers begin to
drop out of the bidding process. In the market represented in
Figure 7.3, consumers begin bidding the price up and, as a
result, some consumers begin to drop out of the market and
0, begins to fall. As the price begins to increase, sellers who
are willing and able respond by increasing the amount they
provide to the market, and O, begins to increase. These
changes in O, and Q, continue until the market reaches equi-
librium at a price of £, and a quantity of Q.

Ultimately, markets tend to move toward equilibrium.
When market prices are too high, surpluses exist, and mar-
ket forces drive the prices down to the equilibrium level.
When market prices are too low, shortages exist, and mar-
ket forces drive up the prices to the equilibrium price. At
equilibrium, there exists no market pressure for change,
and thus the price tends to stay at the equilibrium until
something in the economy changes, resulting in a change
in either supply or demand.

The Algebra of Demand and Supply

The law of demand suggests that an inverse mathematical
relationship exists between price and quantity demanded.
The law of supply suggests that a similar but positive rela-
tionship exists between price and quantity supplied. An
example of these relationships is shown in Equations 1 and
2. Assume the following hypothetical functions represent the
relationship between price and quantity for gasoline:

Demand: P = 1,210 - .050,. (1)
Supply: P=10+.010,. (2)

Remember that at equilibrium, Q= Q, at a common
price. Thus, at equilibrium, these two equations are equal.
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As aresult, it is possible to solve for the equilibrium price
and quantity in this hypothetical model. Setting these two
equations equal results in

1,210 - .050,=10 + .010. . 3)

At equilibrium, O, = O, = O, and thus we can substitute
Q for Q. and Q,. Solving for QO gives us the equilibrium
quantity in this market.

1,200 = .060Q, thus O = 20,000. @)

Substituting O = 20,000 into either Equation 1 or 2 results
in the equilibrium price.

P=1210-.050,=1210—.05(20,000) = 210. (5)

Changing Equilibrium Prices and Quantity

Although markets tend to move toward equilibrium over
time, should any of the determinants of supply or demand
change, the result will be a tendency toward a different
equilibrium.

The Effects of a Change in Demand

The impact on equilibrium price and quantity of a
change in demand is illustrated in Figure 7.4.

Figure 7.4 represents the market for gasoline. Assume the
market is initially in equilibrium at point £,. Further assume
that national income statistics indicate an increase in house-
hold income, ceteris paribus. What impact would this increase
in income have on the equilibrium price and quantity in the

Price

P>

P

Q Q@ Q
1 2 Quantity of
Gasoline

Figure 7.4 Effects of a Change in Demand

NOTE: An increase in demand results in an increase in equilibrium price
and an increase in quantity supplied from Q, to Q,.

market for gasoline? At the original equilibrium price of
P, consumers are now willing and able to purchase more
gasoline even though the price of gasoline initially
remains unchanged. In Figure 7.4, this is represented by a
movement from point £, to 4 and an increase in quantity
from Q, to Q;. At the initial price of P, this increase in
demand causes a shortage of (Q; — O,). As shown earlier,
shortages result in increases in price. The increasing price
causes a decrease in quantity demanded along the new
demand curve, D, and an increase in quantity supplied
along the supply curve. When all of these factors are com-
bined, the market moves toward a higher equilibrium price
and quantity at P, and Q,.

The Algebra of a Change in Demand

Algebraically, a change in demand will change the
demand function. For example, an increase in demand
might be represented in our earlier hypothetical market for
gasoline as

D: P=1510-.050,. (6)

Given the original supply function of P = 10 + .01Q,,
solving the system of equations yields a new equilibrium
price and quantity combination of P = 260, O = 25,000.

This new equilibrium value verifies our graphical pre-
dictions. That is, an increase in demand should result in an
increase in equilibrium price and quantity. In this case, the
equilibrium price increased from 210 to 260, and the equi-
librium quantity increased from 20,000 to 25,000 during
the given time period.

The Effects of a Change in Supply

Assume the number of sellers increases, ceteris paribus
(see Figure 7.5).

The shift from S, to S, represents the increase in supply
resulting from an increase in the amount of sellers who are
willing and able to provide gasoline at every price. At the
original equilibrium price P, this increase in supply results
in a surplus equal to (Q, — O,). As noted earlier, surpluses
result in downward pressure on equilibrium price. As sell-
ers reduce price and production to reduce the surplus in the
market, buyers increase their quantity demanded in
response to the lower price. The combination of these
forces results in a decrease in equilibrium price from A to
P, and an increase in equilibrium quantity from Q, to O,.

The Algebra of a Change in Supply

Algebraically, a change in supply is demonstrated by a
change in the supply function. For example, an increase in
supply might be represented in our earlier hypothetical
market for gasoline as

Supply: P=4+ .010Q,. @)
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Figure 7.5 The Effects of a Change in Supply

NOTE: An increase in supply results in a decrease in equilibrium price
and an increase in quantity demanded from Q, to Q,.

Given the new supply function in Equation 7 and the
new demand function presented in Equation 6, solving the
system of equations yields a new equilibrium price and
quantity combination of P =255, O = 25,100. This change
in equilibrium price and quantity verifies the graphical
predictions that an increase in supply will result in a
decrease in equilibrium price and an increase in equilib-
rium quantity. In this case, the equilibrium price has
decreased from 260 to 255, and the equilibrium quantity
has increased from 25,000 to 25,100.

The Combined Effects of
Changing Supply and Demand

If both supply and demand change simultaneously, the
impacts on price and quantity may not be as certain as
described in the two previous examples. Remember that an
increase in supply results in a decrease in equilibrium price
and an increase in equilibrium quantity. An increase in
demand results in an increase in equilibrium price and an
increase in equilibrium quantity. What would be the impact
on equilibrium price and quantity if supply and demand
both increased simultaneously? In such cases, the individ-
ual effects are combined. Because the increases in both sup-
ply and demand result in increases in the equilibrium
quantities, the combined result will be an increase in equi-
librium quantity. However, the result on equilibrium price is
uncertain. When both supply and demand increase simulta-
neously, the downward pressure on price, due to increasing
supply, is opposite of the upward pressure on price due to
increasing demand. In such cases, it becomes impossible to
predict the direction of change without additional detail
about the magnitude of the changes in supply and demand.
As aresult, we can only conclude the direction of change is
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uncertain. In situations where both supply and demand
change simultaneously, the direction of change in either
equilibrium price or equilibrium quantity—but not both—
will be uncertain unless specific information is available
about the magnitude of the change. For example, when
comparing Equations 1 and 2 to Equations 6 and 7, we can
predict with certainty the changes in equilibrium price and
quantity because the estimates of demand and supply,
shown in the equations, provide the magnitude of change. If
statistical data are available that allow for an accurate esti-
mate of the supply and demand functions, the ambiguity in
the direction of change is eliminated. For more information
on how to develop these statistical estimates, read the
econometrics chapter of this handbook, Chapter 5.

Price Controls: Ceilings and Floors

The market process described above assumes that market
participants are each making decision based on their own
self-interest. Periodically, a market’s equilibrium price and
quantity are viewed by some market participants as undesir-
able. When this happens, participants on one side of the
market may lobby for government intervention. If, for exam-
ple, consumers believe the market equilibrium price is too
high, they may lobby for governments to impose a price ceil-
ing. A price ceiling is a legally established maximum price
intended to lower the price below the market equilibrium
price. If government agrees to establish an effective price
ceiling, the ceiling will be established below the equilibrium
price, as illustrated in Figure 7.6.

Recall that when market price is below the equilibrium
value, the resulting shortages cause prices to increase
toward the equilibrium. However, when a price ceiling is
established, the ceiling price is a maximum price, and sell-
ers cannot legally charge a higher price. As a result, the
shortages created by the price ceiling are persistent and an
expected long-term outcome resulting from the price ceil-
ing. Price ceilings thus have interesting policy implica-
tions. In choosing to protect some consumers from the
unwanted market price, the government is also choosing to
deny other consumers access to the product as a result of
the shortage. In general, economists do not recommend
implementation of price ceilings because of the resulting
persistent shortages. Perhaps the most famous example of
price ceilings is rent controls in New York City. Although
some pe