Andreas Freytag
Alexander Roy Thurik
Editors

Y yym

is @Y. mae

Entrepreneurship
and Culture

@ Springer



Entrepreneurship and Culture



Andreas Freytag « Roy Thurik
Editors

Entrepreneurship and Culture

@ Springer



Editors

Dr. Andreas Freytag

Friedrich Schiller Universitit Jena
Lehrstuhl fiir Wirtschaftspolitik
Carl-Zeiss Str. 3

07743 Jena

Germany
a.freytag@wiwi.uni-jena.de

ISBN 978-3-540-87909-1
DOI: 10.1007/978-3-540-87910-7

Dr. Roy Thurik

Centre for Advanced Small Business Economics
Erasmus University Rotterdam

Burgemeester Oudlaan 50

3062 PA Rotterdam

The Netherlands

thurik@ese.eur.nl

e-ISBN 978-3-540-87910-7

Springer Heidelberg Dordrecht London New York

Library of Congress Control Number: 2009931711

© Springer-Verlag Berlin Heidelberg 2010

This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation, broadcasting,
reproduction on microfilm or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9,
1965, in its current version, and permission for use must always be obtained from Springer. Violations are

liable to prosecution under the German Copyright Law.

The use of general descriptive names, registered names, trademarks, etc. in this publication does not imply,
even in the absence of a specific statement, that such names are exempt from the relevant protective laws

and regulations and therefore free for general use.

Cover design: WMXDesign GmbH, Heidelberg, Germany

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)



Contents

1 Introducing Entrepreneurship and Culture ..........cccceeeveeiiiiinnn, 1
Andreas Freytag and Roy Thurik

Part I Culture and the Individual Entrepreneur

2 Entrepreneurial Motivations, Culture, and the Law ..................... 11
Amir N. Licht

3 The Entrepreneurial Culture: Guiding Principles
of the Self-Employed ......cccvvuiiiiiiiiiiiiinnieiiiieiierennesssssosnseens 41
Florian Noseleit

4 Culture, Political Institutions and the Regulation of Entry ............. 55
Rui Baptista

S Prior Knowledge and Entrepreneurial Innovative Success .............. 79
Uwe Cantner, Maximilian Goethner, and Andreas Meder

Part I Regional Cultural Aspects and the Entrepreneur

6 Public Research in Regional Networks of Innovators:
A Comparative Study of Four East-German Regions ................... 97
Holger Graf and Tobias Henning

7 Entrepreneurial Culture, Regional Innovativeness
and Economic Growth .......cccceeeiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii.. 129
Sjoerd Beugelsdijk



vi

Part III Transnational Cultural Differences

8

10

11

12

Entrepreneurship and its Determinants in a Cross-Country

Setting .uvuviiiiiiiiiiiiiiiiiietiiieeuniesiesettessssessssosssssssnnens

Roy Thurik and Andreas Freytag

Scenario-Based Scales Measuring Cultural Orientations

Of BUSINESS OWINEI'S «.cvuiuiieieeerneeneeneeeeoeeoeeocsscaseacsncencnns

Christine Konig, Holger Steinmetz, Michael Frese, Andreas Rauch,
and Zhong-Ming Wang

Economic Freedom and Entrepreneurial Activity: Some

Cross-Country Evidence ........ccoieviiiiiiiiiiiniiiiiensienennenss

Christian Bjgrnskov and Nicolai Foss

Entrepreneurial Culture and its Effect on the Rate

of Nascent Entrepreneurship .........ccciviiiiiiiiiiiiiiiiinennnn.

Kashifa Suddle, Sjoerd Beugelsdijk, and Sander Wennekers

Explaining Cross-National Variations in Entrepreneurship:

The Role of Social Protection and Political Culture ...............

Martin Robson

Part IV Development Over Time

13

14

Uncertainty Avoidance and the Rate of Business Ownership

Across 21 OECD Countries, 1976-2004 ........cccceivieieenneennnn.

Sander Wennekers, Roy Thurik, André vanStel,
and Niels Noorderhaven

Postmaterialism Influencing Total Entrepreneurial Activity

ACTOSS NALIONS ..vuiiiiriieireieirereeeeeeeeeseaseeseecsoeseenennes

Lorraine Uhlaner and Roy Thurik

Contents



Contributors

Rui Baptista IN+, Instituto Superior Técnico, Technical University of Lisbon,
Max Planck Institute of Economics, Jena, Germany

Sjoerd Beugelsdijk Nijmegen School of Management, Thomas van Aquinostraat
5.0.065, P.O. Box 9108, 6500 HK Nijmegen, s.beugelsdijk@fm.ru.nl

Christian Bjgrnskov Department of Economics, Aarhus School of Business,
Prismet, Silkeborgvej 2, DK 8000 Aarhus C, Denmark, chbj@asb.dk

Uwe Cantner School of Economics and Business Administration, Friedrich
Schiller University Jena, Carl-Zeiss-Stralle 3, 07743 Jena, Germany, uwe.cantner@
uni-jena.de

Nicolai Foss Center for Strategic Management and Globalization, Copenhagen
Business School, Porcelainshaven 24, 2000 Frederiksberg, Denmark, njf.smg@cbs.
dk; Department of Strategy and Management, Norwegian, School of Economics
and Business Administration, Breiviksveien 40, 5045 Bergen, Norway

Michael Frese University of Giessen, Department of Work and Organizational
Psychology, Otto-Behaghel-Strasse 10F, 35394 Giessen, Germany, michael.
freese@psychol.uni-giessen.de

Andreas Freytag School of Economics and Business Administration, Friedrich
Schiller University of Jena, Carl-Zeiss-Stralle 3, 07743 Jena, Germany; ECIPE,
Brussels, a.freytag@wiwi.uni-jena.de

Maximilian Goethner School of Economics and Business Administration,

Friedrich Schiller University of Jena, Carl-Zeiss-Strale 3, 07743 Jena, Germany,
maximilian.goethner@uni-jena.de

vii



viii Contributors

Holger Graf Friedrich-Schiller-University Jena, School of Economics and
Business Administration, Friedrich Schiller University of Jena, Carl-Zeiss-Strafle 3,
07743 Jena, Germany, holger.graf@uni-jena.de

Tobias Henning Bibliographisches Institut GmbH, Querstrafie 18, 04103 Leipzig,
Germany, tobias.henning@bifab.de

Christine Konig University of Giessen, Department of Work and Organizational
Psychology, Otto-Behaghel-Strasse 10F, 35394 Giessen, Germany, christine.
koenig@psychol.uni-giessen.de

Amir N. Licht Interdisciplinary Center Herzliyah - Radzyner School of Law,
P.O. Box 167, Herzliya 46150, Israel, alicht@idc.ac.il

Andreas Meder Thiiringer Ministerium fiir Wirtschaft, Technologie und Arbeit,
Referat 21, Allgemeine Wirtschaftspolitik, Max-Regner-Str. 4-8, 99096 Erfurt,
Germany, andreas.meder@tmwta.thueringen.de

Niels Noorderhaven Tilburg University, CentER, PO Box 90153, 5000 LE
Tilburg. The Netherlands, n.g.noorderhaven@uvt.nl

Florian Noseleit School of Economics and Business Administration, Friedrich
Schiller University of Jena, Carl-Zeiss-Str. 3, 07743 Jena, Germany, florian.
noseleit@uni-jena.de

Andreas Rauch University of Giessen, Interdisciplinary Research Unit on
Evidence-based Management and Entrepreneurship, Otto-Behaghel-Str. 10F,
35394 Giessen, Andreas.Rauch@psychol.uni-giessen.de

Martin Robson Department of Economics and Finance, 23-26, Old Elvet,
Durham DH1 3HY, UK, m.t.robson@durham.ac.uk

Holger Steinmetz University of Giessen, Justus-Liebig-Universitdt Giessen,
Fachbereich Wirtschaftswissenschaften, Professur BWL VIII: Personalmanage-
ment, Licher Strae 66, 35394 Giellen, Germany, Holger.Steinmetz@psychol.
uni-giessen.de

Kashifa Suddle EIM Business and Policy Research, PO Box 7001, 2701 AA
Zoetermeer, The Netherlands

Roy Thurik Centre for Advanced Small Business Economics, Erasmus University
Rotterdam, P.O. Box 1738, 3000 DR Rotterdam, The Netherlands; EIM Business and
Policy Research, P.O. Box 7001, 2701 AA Zoetermeer, The Netherlands; Max
Planck Institute of Economics, Jena, Germany, thurik@few.eur.nl



Contributors ix

Lorraine Uhlaner MBA Programs, Nyenrode Business Universiteit, P.O.
Box 130, 3620 AC Breukelen, The Netherlands, l.uhlaner@nyenrode.nl

André van Stel EIM Business and Policy Research, Zoetermeer, The
Netherlands; Amsterdam Center for Entrepreneurship (ACE), University of
Amsterdam, ast@eim.nl

Zhong-Ming Wang School of Management, University of Zhejiang, Gudun
Road, 310028 Hangzhou, China

Sander Wennekers EIM Business and Policy Research, P.O. Box 7001, 2701
AA Zoetermeer, The Netherlands, awe@eim.nl



Part I
Culture and the Individual
Entrepreneur



Chapter 1
Introducing Entrepreneurship and Culture

Andreas Freytag and Roy Thurik

1 Introduction

The study of the role of entrepreneurship in the modern economy is rooted in
economics but has a distinctly eclectic flavor. See Thurik et al. (2002), Wennekers
et al. (2002), Audretsch and Thurik (2004) but above all Parker (2004), for many
references. It attempts to introduce the variable ‘entrepreneurship’ — whatever it
may be — in subfields of economics like labor economics, economics of growth and
economic development, industrial organization, enterprise policy, applied micro,
and business economics, among others. It has the vivid and pervasive interest of
policy makers because entrepreneurship is assumed to enhance economic growth
(Carree and Thurik 2003; Acs et al. 2004; Audretsch and Keilbach 2004; van Praag
and Versloot 2007). One is inclined to think that such interest — coupled with
enormous efforts of entrepreneurship policy making which are more and more
similar across countries — would lead to a convergence in entrepreneurship levels
across countries. This is not the case because, despite this interest, there remain
persistent differences of the level of entrepreneurship across countries (Audretsch
et al. 2007).

It is well-known that the level of entrepreneurship, for instance expressed as the
percentage of owner/managers of incorporated and unincorporated businesses
relative to the labor force, differs strongly across countries (Van Stel 2005). This
variation is associated with differences in the stage of economic development,
and also to diverging demographic, cultural and institutional characteristics
(Blanchflower 2000; Wennekers et al. 2002; Thurik et al. 2008). There is some
evidence of a U-shaped relationship between the level of business ownership (self-
employment) and per capita income (Acs et al. 1994; Wennekers et al. 2005).
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2 A. Freytag and R. Thurik

Earlier research points at a long and secular decline of self-employment rates over
time (Blau 1987). Recent research in the framework of the Global Entrepreneurship
Monitor (GEM) using the rate of nascent entrepreneurship or the prevalence of
young enterprises shows the same U-shaped phenomenon (Wennekers et al. 2005;
Van Stel et al. 2005). The meaning of this U-shape is not undisputed since it is
simply a stylized fact and no indication of any causal relationship. As shown using
Eurobarometer material, latent and nascent entrepreneurship also reveal a wide-
ranging diversity across nations (Grilo and Irigoyen 2006; Grilo and Thurik 2006;
Grilo and Thurik 2008). An explanation for this variation is much needed, as many
governments attach high hopes to a positive effect of entrepreneurship on economic
growth and, as a consequence, try to promote new business start-ups as well as
aspirations to start up.

Whereas a number of individually relevant determinants of entrepreneurship
have been widely explored (Parker 2004; Grilo and Irigoyen 2006; Grilo and Thurik
2008), differences across countries remain relatively unexplored. There is a general
feeling that, while intertemporal differences can be associated with economic
effects such as per capita income and to technological developments, contempora-
neous differences are of a mainly demographic, institutional or cultural nature. In
other words: the relative stability of differences in entrepreneurial activity across
countries suggests that factors other than economic ones are at play (Shane 1993;
Wennekers et al. 2002; Grilo and Thurik 2006). Demographic factors include age
distribution and ethnic factors (immigration). See Delmar and Davidsson (2000).
Institutional factors include regulation of entry, labour market regulation and fiscal
(dis)incentives for entrepreneurship. See Lundstrom and Stevenson (2005) and
Henrekson (2007). Cultural determinants of entrepreneurship include the preva-
lence of ’entrepreneurial values’ (Davidsson 1995), ’legitimation of entrepreneur-
ship’ (Etzioni 1987) and the ’push explanation for entrepreneurship’ (Baum et al.
1993; Noorderhaven et al. 2004).

In order to learn more about the relationship between culture and entrepreneur-
ship, a conference Entrepreneurship and Culture was organized at the Max Planck
Institute of Economics in Jena, February 7, 2005. The organization of this confe-
rence ‘got out of hand’ in that — predictably — it was shown that there are many more
views on the relation between entrepreneurship and culture than the one needed to
explain persistent differences in aggregate entrepreneurial activity between
countries. Some of the results of the conference are published in a special issue
of the Journal of Evolutionary Economics in 2007 (Vol. 17, no. 2). Almost at the
same time a special issue of Comparative Labor Law and Policy Journal appeared
based upon material presented at a conference Entrepreneurship: Law, Culture and
the Labor Market organized by the University of Illinois College of Law in
Chicago, March 23 and 24, 2007. The present volume consist of updated versions
of the five contributions of the special issue of Journal of Evolutionary Economics
in 2007 and of three of the contributions of the special issue of Comparative Labor
Law and Policy Journal in 2007 (Vol. 28, no. 4) together with four entirely
new papers and one paper of which an early version appeared in Regional Studies
in 2008. They give an overview of the breadth of the emerging field of
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entrepreneurship and culture. We are grateful to the publishers of Journal
of Evolutionary Economics, Comparative Labor Law and Policy Journal and
Regional Studies for allowing using (related versions of) their material.

The production of the present volume benefited very much from several visits of
Roy Thurik at the Friedrich-Schiller University. Besides the close personal cooper-
ation, the authors would gratefully like to mention their colleagues at Rotterdam
and Jena who have provided comments, questions and suggestions in formal and
informal manner. In particular, Sebastian Voll and Lutz Mérker at the Friedrich-
Schiller-University deserve much credit for editing this book. Finally, we have the
great pleasure to thank Martina Bihn of Springer whose competence and patience
with the editors is beyond imagination.

2 The Present Volume

This volume contains four sections: individual decision making; regional aspects;
cross-country differences and the influence of culture on entrepreneurship. The
first section deals with analysing individual decision making in a cultural context.
Four papers analyse the topic. Inspired by Schumpeter’s seminal depiction of
the entrepreneur, Amir Licht starts his paper “Entrepreneurial Motivations, Culture,
and the Law” by recasting this heroic portrait in a more rigorous theoretical
framework, leveraging a model of individual value preferences by Schwartz. The
entrepreneurial spirit, it is argued, consists of particular value preferences: most
importantly high openness-to-change and also high self-enhancement. These
hypotheses are consistent with extant empirical evidence. The upshot of this theory —
especially when the stability of cultural value orientations is taken into account —
is that individual propensities to engage in new venture creation may not be very
susceptible to policy measures. Looking specifically at legal measures, this chapter
considers instruments that could be narrowly targeted to promoting entrepreneur-
ship by making entrepreneurs even more highly motivated than what they appear to
be. Recent research indicates, however, that theoretical and empirical issues, which
must be resolved before such measures could be employed with confidence, are
intractable at this point. The analysis is followed by Florian Noseleit who in his
contribution “The entrepreneurial culture: guiding principles of the self-employed”
puts forward the question of what makes entrepreneurs different. Using a
cross-country dataset, this paper explores essential parts of the value system of
entrepreneurs in Western European countries by comparing value items of the self-
employed to that of the non-self-employed. The self-employed rate values higher
that aim toward openness to change and self-enhancement than those who are not
self-employed. In turn, values related to conservation are considered less important.
Self-regarding preferences, such as hedonism, that would be closest to a traditional
neo-classical argument, do not differ significantly for entrepreneurs in nearly all
countries. The higher importance of value items that are related to openness to
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change illustrate that there is a motivational background for the entrepreneur being
a “‘jack-of-all-trades.”

In the third article entitled “Culture, political institutions and the regulation of
entry”, Rui Baptista examines the cultural determinants of the different levels of
business entry regulation over nations especially towards uncertainty avoidance and
power inequality. The level of entry regulation is described by the minimum time
and the number of official procedures required in setting up a business. The author
finds, among others, that the acceptance of power inequality in favour of a strong
state influences the time to register a business. Furthermore, low uncertainty
avoidance is strongly associated with English Common Law, which in turn tends
to favour less business entry regulation. Finally, in their paper “Prior knowledge
and entrepreneurial innovative success”, Uwe Cantner, Maximilian Goethner and
Andreas Meder discuss the relationship between innovative success of entrepre-
neurs and their prior knowledge at the stage of firm formation. They distinguish
between different kinds of experience an entrepreneur can possess and find evi-
dence that the innovative success subsequent to firm formation is enhanced by an
entrepreneur’s prior technological knowledge but not by prior market and organi-
zational knowledge. Moreover, they find that prior technological knowledge gath-
ered by the embedment within a research community has an additionally positive
influence on post start-up innovative success. This is a first hint towards the
importance of collective innovation activities.

In the second section, regional aspects of entrepreneurship are considered.
Holger Graf and Tobias Henning in their article “Public research in regional net-
works of innovators: a comparative study of four East-German regions” take the
perspective of regional innovation systems and compare four East-German regional
networks of innovators. They show that universities and public research institutions
are more interconnected within innovator networks, than private actors, that there
are differences between regions with respect to the centrality of public research and
that public research organizations which are well-connected within the local net-
work of innovators are crucial for regional innovative performance. In his paper
entitled “Entrepreneurial culture, regional innovativeness and economic growth”
Sjoerd Beugelsdijk looks at 54 European regions. He develops a measure for
entrepreneurial attitude and uses this as exogenous variable for innovativeness
(patents per capita) and growth (GDP per capita) in the regions. A measure of
‘entrepreneurial culture’ is developed using individual value patterns of entrepre-
neurs and non-entrepreneurs. Extensive robustness analysis suggests that differ-
ences in economic growth in Europe can indeed be explained using this newly
developed variable, albeit in an indirect way. Differences in growth are partly due
to differences in regional innovativeness, which can be explained by differences in
entrepreneurial culture. Therefore, culture affects growth through the intermediat-
ing mechanism of innovativeness.

The authors of the third section look at cross-country differences In their
contribution entitled “Entrepreneurship and its determinants in a cross-country
setting” Andreas Freytag and Roy Thurik find that the relative stability of differ-
ences in entrepreneurial activity across countries suggests that something other than
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economic factors are at play. The authors offer some thoughts about the determi-
nants of entrepreneurial attitudes and activities by testing the relationship between
institutional variables and cross-country differences in the preferences for self-
employment as well as in actual self-employment. Data of the 25 member states of
the European Union as well as the US are used. The results show that country
specific (cultural) variables seem to explain the preference for entrepreneurship, but
cannot explain actual entrepreneurship. In the paper “Scenario-based scales
measuring cultural orientations of business owners”, Christine Konig, Holger
Steinmetz, Michael Frese, Andreas Rauch and Zhong-Ming Wang measure cultural
orientations of business owners using a methodological setup. They hold that,
whenever research is oriented towards the individual level, that is, whenever
individual business owners are studied, researchers should measure cultural orien-
tations at the individual level instead of culture at the aggregate level. They develop
scales measuring cultural orientations of business owners using dimensions such as
uncertainty avoidance, power distance, collectivism, assertiveness, future orienta-
tion, humane orientation and performance orientation. Scenario-based scales are
introduced measuring cultural orientations of business owners. These orientations
are manifested in the practices business owners apply in their businesses. Scenario-
based measurement (as opposed to common Likert item-based measurement) is
certainly new in the world of economic analyses. The scales have been validated on
some 450 Chinese and German business owners and proven to be invariant across
the two countries. Fully configurable, fully metric, and partial scalar invariance are
supported, as well as partial factor variance and partial error variance invariance.
This suggests that they hold cross-country validity and allow for meaningful cross-
cultural comparisons. Christian Bjprnskov and Nicolai Foss discuss in their article
“Economic freedom and entrepreneurial activity: some cross-country evidence” the
importance of institutions and sound economic policy for entrepreneurial activity as
captured by the concept of economic freedom. The authors use a sample of 29
countries from the Global Entrepreneurship Monitoring Consortium (GEM) 2001
as micro-level data source concerning individual firm start-ups and the Index of
Economic Freedom of the Fraser Institute for their analysis. The overall size of the
state, the quality of monetary policy and overall financial environment are strong
determinants of entrepreneurship. Interestingly, the size of government lowers not
only the number of necessity start-ups, i.e. entrepreneurs who engage in self-
employment because they want to hold a decent standard of living or to nourish
the family, but also the number of opportunity start-ups, that is entrepreneurs who
engage in an activity for the reason that it represents an economic opportunity to
them. This could contradict recent claims by Scandinavian politicians that the
welfare state increases economic dynamism. Kashifa Suddle, Sjoerd Beugelsdijk
and Sander Wennekers investigate in their paper entitled “Entrepreneurial culture
and its effects on the rate of nascent entrepreneurship” the relationship between
entrepreneurial culture and the rate of nascent entrepreneurship. Embedded in
trait research, they develop a new composite measure of entrepreneurial culture
using data from the World Values Survey. To corroborate the results obtained
when regressing this newly developed measure on 2002 levels of nascent
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entrepreneurship in a sample of 28 countries, they also employ existing indicators
of entrepreneurial culture. In contrast with the existing measures they find a
significant positive effect of their new measure of entrepreneurial culture. They
then (1) discuss the strengths and weaknesses of these existing measures, and (2)
interpret the wider implications of their findings for research into the role of
entrepreneurial culture in explaining international differences in entrepreneurship
rates. Finally, in his contribution “Explaining cross-national variations in entre-
preneurship: the role of social protection and political culture” Martin Robson
analyzes the influence of labour market settings on entrepreneurial activities in
56 countries, including OECD countries and countries in transition like Russia, the
East European nations and China. Basically, two ways of influence are
possible: While social protection systems reduce the risk of lacking success in
self-employment and therefore encourage entrepreneurial activities, high levels of
social protection also reduce the income risk of employees relative to the self-
employed. Beside the strong effect of former central planning in the economy, the
generosity of the unemployment insurance system is found to be a determinant for
the propensity to engage in entrepreneurship. This includes the overall level of
benefit payments relative to earnings, the strictness of the eligibility criteria for the
receipt of benefits and the length of the qualifying period before benefits can be
claimed.

In the fourth and last section, the influence of culture on entrepreneurial activity
is analyzed. First, in their article “Uncertainty avoidance and the rate of business
ownership across 21 OECD countries, 1976-2004”, Sander Wennekers, Roy
Thurik, André van Stel and Niels Noorderhaven discuss whether uncertainty avoid-
ance is a source of entrepreneurship. An occupational choice model is introduced to
support the macro-level regression analysis using pooled macro data for 1976, 1990
and 2004 and controlling for several economic variables. It yields evidence that
uncertainty avoidance is positively correlated with the prevalence of business
ownership. A restrictive climate of large organizations in countries with high
uncertainty avoidance seems to push individuals striving for autonomy towards
self-employment. For 2004 alone, this positive correlation is no longer found,
indicating that a compensating pull of entrepreneurship in countries with low
uncertainty avoidance may have gained momentum in recent years. Furthermore,
an interaction term between uncertainty avoidance and GDP per capita in the
pooled panel regressions shows that the historically negative relationship between
GDP per capita and the level of business ownership is substantially weaker for
countries with lower uncertainty avoidance. This suggests that rising opportunity
costs of self-employment play a less important role in this cultural environment,
or are being compensated by increasing entrepreneurial opportunities. Lorraine
Uhlaner and Roy Thurik focus in their contribution “Postmaterialism influencing
total entrepreneurial activity across nations” on post-materialism as a source for
entrepreneurship using Inglehart’s four item post-materialism index. A distinction
is made between nascent entrepreneurship, new business formation and a combina-
tion of the two, referred to as total entrepreneurial activity, as defined within the
GEM. Their set-up is also tested for the rate of established businesses. A set of
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economic, demographic and social factors is included to investigate the indepen-
dent role postmaterialism plays in predicting entrepreneurial activity levels. In
particular, per capita income is used to control for economic effects. Education
rates at both secondary and tertiary levels are used as demographic variables.
Finally, life satisfaction is included to control for social effects. Data from 27
countries are used to test the hypotheses. Findings confirm the significance of
postmaterialism in predicting total entrepreneurial activity and, more particularly,
new business formation rates. The two papers of this fourth section show that
entrepreneurship is definitely influenced by cultural aspects.

Acknowledgement The authors thank Sander Wennekers for his comments.
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Chapter 2
Entrepreneurial Motivations, Culture,
and the Law

Amir N. Licht

Based on the entrepreneurial spirit and what the law can do about it (first published in:
Comparative Labor Law & Policy Journal, Vol. 28 No. 4, 2007)

Abstract Inspired by Schumpeter’s seminal depiction of the entrepreneur, this
chapter recasts this heroic portrait in a more rigorous theoretical framework,
leveraging a model of individual value preferences by Schwartz. The entrepreneur-
ial spirit, it is argued, consists of particular value preferences: most importantly
high openness-to-change and also high self-enhancement. These hypotheses are
consistent with extant empirical evidence. The upshot of this theory — especially
when the stability of cultural value orientations is taken into account — is that
individual propensities to engage in new venture creation may not be very suscep-
tible to policy measures. Looking specifically at legal measures, this chapter
considers measures that could be narrowly targeted to promoting entrepreneurship
by making entrepreneurs even more highly motivated than what they appear to be.
Recent research indicates, however, that theoretical and empirical issues, which
must be resolved before such measures could be employed with confidence, are
intractable at this point.

1 Introduction

Fostering entrepreneurship has become a central policy goal for economic institu-
tions around the world, ranging from regional to national to international bodies.
Underlying this trend is the belief that entrepreneurship is key for a number of
desirable social outcomes, including economic growth, lower unemployment, and
technological modernization.' This chapter therefore asks a simple and at the same
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time crucial question: What makes some people more entrepreneurial than others?
A companion question follows almost immediately: Can policy makers do some-
thing to promote entrepreneurship?

To answer these questions, this chapter returns to Schumpeter’s (1912/1934)
Theory of Economic Development. 1 argue that Schumpeter was right when he
described entrepreneurs as special people. While there are several economic
accounts of the functions entrepreneurs fulfill in the economy, Schumpeter’s
account remains most insightful in capturing the essential qualities that distinguish
entrepreneurs from others in society. The central goal of this chapter is to recast
Schumpeter’s depiction of the entrepreneur in modern economic and psychological
terms. A sizable body of literature has examined some psychological traits of
entrepreneurs. The greatest amount of attention has been paid to entrepreneurs’
attitudes towards risk and to their need for achievement. Work has also been done
on entrepreneurial perception. In comparison, the motivational goals that guide
entrepreneurs as they choose an entrepreneurial course of action have been rela-
tively neglected. These motivational goals, or value preferences, constitute the
“entrepreneurial spirit.”

This chapter hypothesizes that beyond seeking material success the crucial
element in the entrepreneurial spirit is openness to change — an interest in the
different and in new experiences while deemphasizing the safe and the proven.
(I also briefly explore entrepreneurs’ cognitive style). What makes entrepreneurs
special is their attitude toward uncertainty more than toward simple risk. Thus
depicted, the Schumpeterian portrait of the entrepreneur is not entirely consistent
with the standard depiction of economic actors in neo-classical economics. Yet this
portrait is truer to reality. It can thus help up understand the cultural and legal
institutions that bear on entrepreneurship.

The chapter proceeds as follows. Section “Portraits of the Entrepreneur” surveys
the literature on the nature and characteristics of the entrepreneur from two per-
spectives: economic and psychological. In particular, this section tries to glean the
literature’s view on whether entrepreneurs are special individuals or rather ordinary
people channeled by circumstances to engage in new venture creation. Section
“Entrepreneurial Motivations” addresses the first part of this chapter’s title by
putting forward a small theory on entrepreneurial motivations and arguing that
these motivations constitute the entrepreneurial spirit. Entrepreneurial motivations
are claimed to stem from particular individual value preferences according to a
theoretical model developed by psychologist Shalom Schwartz. Based on this
model, this section then derives testable hypotheses, with which Schumpeter’s
seminal account of the entrepreneur is highly consistent. Section “The Cultural
Context” briefly discusses the cultural context of entrepreneurship, primarily
to underscore the stability of informal social institutions. Section “Can Legal
Measures Foster Entrepreneurship?” addresses the latter part of this chapter’s
title: Can law help in fostering entrepreneurship? After briefly discussing the
importance and (un)likelihood of improving the general legal infrastructure, I
address legal measures that regulate the birth of a new venture (i.e., entry) and its
death (i.e., bankruptcy). In both cases, it appears, there is disappointingly little room
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for effective intervention targeted at fostering entrepreneurship. The last section
concludes here.

2 Portraits of the Entrepreneur

2.1 Defining Entrepreneurship

A well-known problem in the study field of entrepreneurship is the lack of an agreed
definition for this concept. This has led to considerable disarray in the literature. In
particular, it is unclear whether innovation is a necessary element for entrepreneur-
ship, or does self-employment suffice, or whether self-employment and ownership
of a small business firm are equally entrepreneurial (see Ulijn and Brown 2003).
The etymology of “entrepreneurship” derives from French and German words for
“undertaking” (entreprendre, unternehmen, respectively). Yet the linguistic exer-
cise does not convey the full meaning of being an entrepreneur.

A good definition of entrepreneurship should consider the role of the entrepre-
neur in the economy. However, the question “what is entrepreneurship?” is usually
answered by stating “what entrepreneurs do,” which oftentimes transforms into
“what are entrepreneurs like.” The following describes three major roles for
entrepreneurs that the economic literature has recognized and the types of persons
who would perform these roles. I then briefly consider more recent discussions of
characteristic features of entrepreneurs. Next, I review some personal psychological
traits that have been associated with individuals’ tendency toward entrepreneurship.

2.2 The Entrepreneur in Economics

In the standard neo-classical economics of the late nineteenth century, things don’t
change in the general equilibrium. There is no room for entrepreneurship. Promi-
nent economists from the eighteenth and nineteenth centuries, including Cantillon,
Smith, and Say, have nonetheless recognized the pivotal role of entrepreneurship in
the economy as the source of change, development, and progress (see van Praag
(1999); Hébert and Link (1989); Gartner (1990); Kao (1993)).

Schumpeter continued the work of Cantillon by developing a theory of economic
development as a dynamic process of change. The entrepreneur in the Schumpeter-
ian scheme brings about the famous “creative destruction” by finding new combi-
nations for production. The entrepreneur differs from other providers of resources
such as land, financial capital, labor, and even from inventors who provide patents.
The entrepreneur’s main function is to overcome the difficulties engendered
by uncertainty (Schumpeter 1928). A central premise in Schumpeter’s theory
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(Schumpeter 1951, p. 248) — which is the focus of this chapter — is that entrepre-
neurs have special skills for innovation and for dealing with uncertainty.

Knight (1921) provided sound theoretical underpinnings to previous observa-
tions about the unique of role entrepreneurs have in addressing uncertainty. Relative
to the average person, the entrepreneur is particularly “venturesome,” self-confident,
and tends to act independently on her own opinion (Knight 1921, p. 269). Kirzner’s
(1973, 1997) entrepreneur resembles Schumpeter’s in that both are agents of
change in the economy. Kirzner’s entrepreneur operates primarily as a gaps-closing
arbitrageur, however, while Schumpeter’s archetypal entrepreneur innovates and
creates (Kirzner 1999). In Lazear’s (2004, 2005) theory too, the entrepreneur
differs from most other people in the population. Counter-intuitively, however,
what makes him special is that he doesn’t excel in anything in particular. He is
“Jack-of-all-trades.” Lazear and others have shown that entrepreneurs have a more
varied curriculum as students and tend to work in a greater number of jobs (Lazear
2005; Wagner 2003; Astebro 2006). Silva (2006) argues that while entrepreneurs
tend to have a broader experience, the choice to become an entrepreneur is driven
by unobservable factors. Astebro (2006) argues that entrepreneurs have a “taste for
variety.” Santarelli and Vivarelli (2006), in a discussion of this literature, conclude
that the reason may be ex-ante innate characteristics.

The economic literature has not delved specifically into such “taste for variety.”
However, two other personal traits of entrepreneurs have attracted some attention,
namely, a preference for non-pecuniary rewards and, more specifically, a prefer-
ence for autonomy (Hamilton 2000; Moskowitz and Vissing-Jgrgensen 2002;
Kerins et al. 2004; Amit et al. 2001). Benz (2007) and Benz and Frey (2008) thus
argue that in essence, entrepreneurship is a non-profit-seeking activity. According
to Benz, entrepreneurs derive non-monetary benefits from engaging in entre-
preneurship, primary among which is greater autonomy.” Benz’s theory there-
fore rationalizes behavioral patterns of entrepreneurs that otherwise could have
been dubbed — and likely dismissed — as irrational. In a similar vein, another
common observation about entrepreneurs concerns their seeming over-optimism
(Arabsheibani et al. 2000; Bernardo and Welch 2001; Cooper et al. 1988).

2.3 Psychological Analyses of Entrepreneurial Attributes

The notion, that entrepreneurs may have special personal attributes in comparison
to the general population, hasn’t gone unnoticed among psychologists. The litera-
ture on this subject is broad but quite unorganized, such that surveying it in full is
well beyond the scope of the present chapter (see Shook et al. 2003; Krueger 2003
for surveys). Gartner (1988) argued that entrepreneurship research should not focus

2See also Blanchflower and Oswald (1998); Blanchflower (2000); Kawaguchi (2004); Beugelsdijk
and Noorderhaven (2005); van Gelderen et al. (2003); van Gelderen et al. (2006).
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on entrepreneurs’ individual personality but rather on entrepreneurial action (i.e.,
venture creation), which is more socially contextual. Yet the quest for a psycholog-
ical profile of the entrepreneur continues. The little agreement that used to exist
until recently in this respect was that such personal attributes have not yet been
identified. Shook et al. (2003, p. 382) thus concluded that “[t]he search for an
entrepreneurial personality profile was largely unsuccessful.” In recent years,
however, psychologists have been revisiting the empirical literature with the tool
of meta-analysis such that clearer patterns are beginning to emerge.

In general, the attributes and themes studied by psychologists reflect the special
qualities and roles that economists have attributed to entrepreneurs. Early work
looked at three major psychological constructs that appear consistent with an
“entrepreneurial personality,” namely, high need for achievement, internal locus
of control, and a risk-taking propensity (Korunka et al. 2003).

Need for achievement was defined by McClelland (1961) as a motivation to
excel in attaining goals in competitive settings through hard work, self-challenging,
and persistence. Entrepreneurs may have an image of high-achievers, yet studies
show that entrepreneurs do not stand out significantly in terms of their need for
achievement. Non-entrepreneurs can be equally achievement-seekers at times and
entrepreneurs may not exhibit a stable high need for achievement (Rauch and Frese
2000). A recent meta-analysis of the relationship of achievement motivations to
entrepreneurial behavior nonetheless finds a positive correlation between the for-
mer and the choice of an entrepreneurial career and entrepreneurial performance
(Collins et al. 2004). Having an internal locus of control — a personality factor
reflecting a belief that one can influence the outcomes of one’s life (Rotter 1966) —
has also been related to an entrepreneurial personality. The extant evidence is
mixed, leading Rauch and Frese (2000) to conclude that there seems to be other
variables moderating the relationship between internal locus of control and becom-
ing a small business owner.

In line with the common depiction of entrepreneurs as risk-bearers, the corollary
has been that less risk averse individuals will become entrepreneurs, while the more
risk averse will prefer wage income (Kihlstrom and Laffont 1979; van Praag and
Cramer 2001). A pioneering empirical study by Brockhaus (1980) failed to find
support for a link between entrepreneurial action and risk-taking propensity, how-
ever. The received wisdom about such link subsequently thus was that it has not
been established empirically. Evidence about entrepreneurs’ higher risk propensity
continues to accumulate, however. For instance, interim results from large surveys
directed by economists in Russia and China, albeit without a psychological theo-
retical framework, indicate such high propensity (Djankov et al. 2005, 2006).

In a meta-analysis of risk propensity differences between entrepreneurs and
managers, Stewart and Roth (2001) conclude that the literature as a whole in fact
suggests that entrepreneurs do have a somewhat higher risk propensity than man-
agers. Moreover, when a distinction is made between income-oriented and growth-
oriented entrepreneurs — i.e., small business owners interested mostly in producing
family income versus firm owners interested in profit and growth, respectively —
the latter entrepreneurs exhibit a markedly higher risk propensity. While the
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clarification of the empirical results is commendable, it should be emphasized that
the theory of entrepreneurship revolves around Knightian uncertainty, not around
risk. More work is needed in order to empirically test this proposition, for which the
currently available evidence is only indirectly relevant.

There are numerous additional studies examining possible links between psy-
chological variables and entrepreneurial personal qualities. Of these, two factors in
particular may be mentioned: personality traits and cognitive factors. Traits are
dimensions of individual differences in tendencies to show consistent patterns of
thoughts, feelings and actions (McCrae and Costa 1990, 1997). Psychologists use
the five-factor model (FFM, or “Big Five model”) as the dominant approach for
representing the human trait structure (McCrae and John 1992). The model asserts
that five basic factors describe most personality traits: openness to experience,
extraversion, agreeableness, conscientiousness, and neuroticism.

Researchers have used the Big Five model to predict individual differences in
entrepreneurial attributes. Comparing entrepreneurs to managers, Zhao and Seibert
(2006) find that entrepreneurs score higher on conscientiousness and openness to
experience, and lower on neuroticism and agreeableness. These finding are in line
with the findings on entrepreneurs’ risk propensity.’ Although there is no known
direct link from personality traits to entrepreneurial action, the findings suggest that
individuals with this personality profile may be more attracted to engaging in
entrepreneurship and may find this more satisfying than others do and/or relative
to other occupations. Individuals with such personality traits may also be more
successful in mobilizing support for their entrepreneurial venture from capital
providers, employees, etc.

Kirzner’s theory of entrepreneurship postulates that alertness is the special
quality distinguishing entrepreneurs from most others. Stevenson and Jarillo
(1990), among others, define that entrepreneurship as an orientation toward oppor-
tunity recognition. These views point to the importance of entrepreneurs’ cognitive
faculties, including perception, memory, information processing, and decision
making. Entrepreneurs arguably excel in cross-linking and rearranging information
in ways that lead them to new projects. Research on these variables among
entrepreneurs — what may be called “entrepreneurial cognition” — is still develo-
ping.* Some researchers question the fruitfulness of this line of research (Alvarez
and Barney 2006). Work by others, however, suggests ways for progress. Baron
(2006) argues that entrepreneurial opportunity recognition may be analyzed as a
specific case of pattern recognition — of “connecting the dots.” Baron 2000; Baron
and Ensley 2006; see also Gaglio 2004) further argues that entrepreneurs are less
likely to engage in counterfactual thinking; when they see a pattern they stick to it.

3There is some controversy whether risk propensity is a specific combination of trait positions on
the FFM or an additional, sixth, dimension of personality traits. See Zhao and Seibert (2006).
“*For reviews, see Wadeson (2006); Krueger (2003); Mitchell et al. (2004; 2007); see also Gaglio
and Katz (2001).
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If true, this particular cognitive style may allow entrepreneurs to come up with new
ideas and at the same time to avoid procrastinating about them for too long.

To recap, research on the individual psychology of the entrepreneur after two
decades is beginning to yield a clear portrait, the features of which are well-
anchored in rigorous analysis. Entrepreneurs are indeed special individuals in that
they tend to exhibit a particular combination of psychological attributes compatible
with their role in the economy as new venture creators. Needless to say, this does
not mean that all entrepreneurs exhibit these attributes equally strongly during their
entire career.” Nor does this proposition deny the importance of the social context in
which potential entrepreneurs emerge and operate. Finally, the focus herewith has
been on individual psychological attributes. Proclivity toward entrepreneurship at
the firm level — known as “Entrepreneurial Orientation” — raises additional issues
not discussed here (see Lumpkin and Dess 1996, 2001).

3 Entrepreneurial Motivations

3.1 The Theoretical Challenge

A comparison of the economic and psychological accounts of entrepreneurial
attributes points to a peculiar discrepancy. Economists at a very early stage
recognized that entrepreneurs might be driven toward new venture creation by
more than a simple desire for wealth attainment. In economics, wealth attainment
is a standard proxy for self-utility maximization, which, in turn, is commonly used
as a first-cut approximation for rational preferences. One can therefore immediately
see that postulating “autonomy”, “independence”, or “variety” as goals that entre-
preneurs pursue in fact challenges basic precepts of neo-classical economics.
Absent a general theory of motivations, however, simply assuming that autonomy,
or other factors, operate as arguments in people’s utility functions would lead to
tautology.

The budding literature on non-pecuniary motivations indicates that economic
analysis of entrepreneurial motivations may lead to a more fundamental rethinking
of economic theory. As the following section shows, however, Schumpeter had
already foreseen both the need to account for non-pecuniary motivations and the
fundamental challenge they pose to economic theory. Against this backdrop, one
may note with surprise the paucity of psychological studies on entrepreneurial
motivations.

3Schumpeter (1934, p. 78) points out that “being an entrepreneur is not a profession and as a rule is
not a lasting condition;. . .everyone is an entrepreneur only when he actually ‘carries out new
combinations’ and loses that character as soon as he has built up his business, when he settles down
to running it as other people run their business.”
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While the survey in the preceding part cannot possibly be exhaustive, it covers
the major psychological factors discussed in the entrepreneurship literature. The
issue of entrepreneurs’ motivational goals has been virtually neglected.® One strand
of the literature — namely, the studies dealing with entrepreneurs’ need for achieve-
ment — comes close to addressing this subject. Other variables — such as personality
traits, risk propensity, etc. — may correlate partially with motivational goals but they
are conceptually different.

The upshot is that a central feature in the economic analysis of entrepreneurial
behavior lacks moorings in psychology. Economists thus find themselves making
behavioral propositions, which, notwithstanding their plausibility, are detached
from behavioral scientific analysis. In this situation, deriving normative prescrip-
tions — and in particular, recommending legal reform with a view to fostering
entrepreneurship — would be questionable at best. This part therefore presents a
small theory of entrepreneurial motivations that integrates current psychological
theory with Schumpeter’s classic economic insights.

3.2 Entrepreneurial Values

To generalize from the literature surveyed above, the debate over the nature of the
entrepreneur essentially asks whether entrepreneurs are special individuals or is
anyone, under certain conditions, equally likely to be an entrepreneur. In the
context of motivations, this debate thus suggests our first hypothesis: People who
become entrepreneurs have a particular set of motivational goals. Stated otherwise,
entrepreneurs stand out in term of the issues that they consider important and worth
pursuing in life. The null hypothesis therefore is that entrepreneurs’ goals are not
significantly different from the goals of the general population.

As already noted, there is evidence, gathered mostly by economists, that entre-
preneurs seek autonomy more than wealth attainment. Some preliminary evidence
suggests that they also seek variety. However, deriving a general hypothesis from
these sporadic observations requires first a general theory of motivational goals.
To this end, I use Schwartz’s (1992) theory on individual-level value preferences.
Values are defined as conceptions of the desirable that guide the way individuals
select actions, evaluate people and events, and explain or justify their actions and
evaluations. In this view, values are trans-situational criteria or goals (e.g., security,
wealth, justice), ordered by importance as guiding principles in life. Values are not
objective, cold ideas. Rather, when values are activated, they become infused
with feeling. The trans-situational nature of values means that values transcend
specific actions and contexts. Obedience, for example, is relevant at work or in

SFor the present study, T have conducted searches in both JSTOR and Econlit databases and
extensive, though obviously not comprehensive, searches of internet resources. A study that bears
directly on this subject and is discussed in more detail below is Fagenson (1993).
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school, in sports or in business, with family, friends or strangers (Rokeach 1973;
Schwartz 1992).

Milton Rokeach (1973) provided a clear definition of values as guiding princi-
ples in life and proposed a list of values that was meant to be universal and
comprehensive. Schwartz and Bilsky (1987) analyzed cross-national data based
on a survey instrument developed by Rokeach and confirmed the existence of
certain value types in each country. Schwartz (1992, 1994) advanced a comprehen-
sive model of individual-level values that represent universal requirements of
human existence (biological needs, coordination of social interaction, group func-
tioning) as motivational goals. Schwartz extended the Rokeach value inventory
with values drawn from other cultures, including Asian and African ones. Table 1
provides definitions of the ten values types distinguished by Schwartz and value
items that reflect them.

An interesting feature of the Schwartz model is the structural interrelations
among value types. These value types can be drawn as segments of a circle. Figure 1
depicts this spatial arrangement. Adjacent value types are conceptually close to
one another whereas opposing value types express conceptually diametrical goals
in life. Thus, individuals who put a high emphasis on values of universalism
(social justice, equality) would also tend to emphasize benevolence values (helpful,
honest, etc.). People who emphasize universalism and benevolence would tend to
de-emphasize values that belong to opposing value types (e.g., achievement versus
benevolence).

The ten value types distinguished by Schwartz are organized along two bipolar
orthogonal dimensions. These dimensions reflect a higher level of conceptual
commonality among value types. One dimension, entitled self-enhancement versus

Table 1 The Schwartz individual values and representative items

Self-Direction. Independent thought and action-choosing, creating, exploring (creativity, freedom,
independent, curious, choosing own goals)

Stimulation. Excitement, novelty and challenge in life (daring, a varied life, an exciting life)

Hedonism. Pleasure and sensuous gratification for oneself (pleasure, enjoying life)

Achievement. Personal success through demonstrating competence according to social standards
(successful, capable, ambitious, influential)

Power. Social status and prestige, control or dominance over people and resources (social power,
authority, wealth)

Security. Safety, harmony and stability of society, of relationships and of self (family security,
national security, social order, clean, reciprocation of favors)

Conformity. Restraint of actions, inclinations and impulses likely to upset or harm others and
violate social expectations or norms (self-discipline, obedient, politeness, honoring parents and
elders)

Tradition. Respect, commitment and acceptance of the customs and ideas that traditional culture or
religion provide (accepting my portion in life, humble, devout, respect for tradition, moderate)

Benevolence. Preservation and enhancement of the welfare of people whom one is in frequent
personal contact (helpful, honest, forgiving, loyal, responsible)

Universalism. Understanding, appreciation, tolerance and protection for the welfare of all people
and for nature (broadminded, wisdom, social justice, equality, a world at peace, a world of
beauty, unity with nature, protecting the environment)
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Fig. 1 The structure of relations among individual values according to Schwartz (1992)

self-transcendence, opposes power and achievement values to universalism and
benevolence values. The dimension of openness to change versus conservation
opposes self-direction and stimulation to security, conformity, and tradition values.
Hedonism values share elements of both openness to change and self-enhancement.
The Schwartz model thus provides a nearly universal description of the content and
structural relations of human values at the individual level (Rohan 2000; see also
Bilsky and Koch 2002). Values have been conceptualized as the core of one’s
personal identity (Hitlin 2003). Value priorities in this model relate systematically
with personality traits under the Big Five model (Roccas et al. 2002). Value
priorities furthermore have been linked to behavior in a number of studies (Bardi
and Schwartz 2003; Barnea and Schwartz 1998; Caprara et al. 2006). The path from
values to behavior is not direct and involves mediating factors, however (e.g.,
Verplanken and Holland 2002).

From an economic analysis perspective, the Schwartz theory provides a com-
prehensive model of human motivations. Representing the set of conceptions of the
desirable, the distinct ten values can be seen as ten distinct arguments in indivi-
duals’ utility functions. This theory thus may help in advancing the debate over
the meaning of rationality among law and economics scholars that took place at
the turn of the century. In particular, by providing a framework for generating
and testing falsifiable hypotheses, this theory may help in meaningfully integrating
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non-material, non-self-utility into economic analysis. It deserves emphasizing,
however, that between the two value dimensions, openness-to-change versus con-
servation and self-enhancement versus self-transcendence, the former is more
foreign to standard economic theory.

Consider self-enhancement versus self-transcendence. Not until too long ago, a
debate was raging whether “economic man” — i.e., the expected-self-utility maxi-
mizer — provides a satisfactory model for economic actors. This debate is largely
over (Camerer and Fehr 2006; Rabin 2002). A large body of evidence shows that
people may incur substantial costs systematically to promote other people’s inter-
ests or just “to make a point.” In such cases, the self-utility that may accrue to the
actor is affected by the utility accruing to others. Stated otherwise, people regularly
care about others in the society. Hence the terms “social preferences” and “other-
regarding preferences” to describe such motivations.” The current debate in eco-
nomics revolves around the precise content of such other-regarding preferences,
namely, the ways in which actors incorporate others’ utility into their own utility
function (e.g., Fehr and Schmidt 1999; Charness and Rabin 2002).

Within the Schwartz model, self-regarding and other-regarding preferences map
onto the self-enhancement versus self-transcendence dimension, respectively. Self-
regarding preferences comprise seeking pure pleasure to oneself, which corre-
sponds with hedonism values, as well as other forms of attaining utility, both
material and non-material, which is partially covered by achievement values. On
the opposite pole of this dimension, altruistic preferences directed to particular
others are conceptually compatible with benevolence values. More open-ended
other-regarding preferences, postulated mainly by Charness and Rabin, are con-
ceptually compatible with Schwartz’s universalism value.

The motivations covered by the openness-to-change versus conservation dimen-
sion are relatively less developed in economics. Theoretical work addressing the
Ellsberg Paradox (Ellsberg 1961) indicates that people have an ambiguity aversion,
or Knightian uncertainty aversion (distinguished from risk aversion) (Segal 1987;
Halevy 2007). That is, when asked to choose among risky outcomes, people ascribe
lower utilities to outcomes about which they don’t know the probability of risk
levels. Empirical studies strongly confirm the existence of ambiguity aversion
(Halevy 2007). This type of preference is conceptually compatible with high
priority on conservation values, while lower ambiguity aversion is compatible
with openness-to-change. Elsewhere I argued that from a cognitive point of view,
uncertainty, ambiguity, and complexity are linked because they entail a higher
cognitive load. Individual priorities on the conservation versus openness-to-change
dimension further relate to different psychological constructs of cognitive style
(Licht 2004).® Specifically, a higher need for cognitive closure is conceptually
related to greater emphasis on conservation and vice versa. The emphasis on

7“Other-regarding preferences” is a more accurate term than “social preferences” because the
latter might mistakenly connote group preferences.

80n motivated cognition, see Jost et al. (2003).
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preserving the status quo — whether real or an imaginary ideal thereof (consider
“family values”) — is especially clear in such value items as respect for tradition,
honoring parents and elders, and social order. The preference for certainty and
stability over ambiguity and change is also reflected in seemingly innocuous value
items like cleanliness that convey a sense of clarity.

Within this theoretical framework, several hypotheses can now be derived about
individuals’ value priorities as representations of their motivational goals and their
proclivity to engage in entrepreneurship.

First, at a high level of generality, entrepreneurs would score higher on open-
ness-to-change values than on conservation values. The role ascribed to entrepre-
neurs in economic theory is that of agents of change. Whether thanks to greater
uncertainty tolerance a la Knight, or to an urge for seeking new combinations a la
Schumpeter, or to their superior alertness to new information a la Kirzner, entre-
preneurs are expected to feel more comfortable with changing circumstances.
Relative to the general population, entrepreneurs are expected to ascribe lower
desirability to keeping with the “tried, tested and true,” to following what their
bosses or elders tell them to do, etc. (the latter reflecting higher priority for
conservation values). More specifically, one should expect to see entrepreneurs
giving especially high priority to self-direction (reflected, e.g., in being indepen-
dent, curious, creative, and able to choose one’s own goals) and also to stimulation
(reflected, e.g., in being daring and in having a varied life).

Second, entrepreneurs would score higher on self-enhancement values than on
self-transcendence values. This hypothesis might seem somewhat less novel than
the preceding hypothesis because a central value in self-enhancement is achieve-
ment. Schwartz (1992) defines the achievement value as “personal success through
demonstrating competence according to social standards.” This definition is close
to McClelland’s definition of the need for achievement motive. McClleland’s need
for achievement construct furthermore has been theoretically and empirically
linked to the Schwartz achievement value (Bilsky and Schwartz 2006). Thus, we
would expect entrepreneurs more than others to consider personal success as a
central goal in their life. The Schwartz model predicts that concomitantly with the
greater emphasis on personal success, entrepreneurs will ascribe lesser importance
to benevolence and universalism values, which constitute the self-transcendence
pole. Entrepreneurs will thus be relatively less inclined to endorse other-regarding
preferences.

To my knowledge, no study has investigated entrepreneurs’ value preferences in
the Schwartz framework.” Only a handful of researchers have drawn on Rokeach’s
theory to posit a link between individual value preferences and a proclivity to
entrepreneurship. Rokeach postulated a distinction between terminal and instru-
mental values, where the former represent preferred end-states of being or global
goals in life, while the latter represent preferred modes of conduct toward such

Several studies attempted linking values with entrepreneurship but they suffer from serious
methodological weaknesses. For a critical survey see Bird and Brush (2003).
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end-states. Surveying the literature as of 1989, Barbara Bird hypothesized, based on
the Rokeach theory, that entrepreneurs would have a preference for autonomy and
independence as instrumental values (cited in Bird and Candida 2003). Bird further
conjectured that entrepreneurs’ terminal value priorities would emphasize fame,
status and power, and that they may consider money primarily as a way of keeping
score in an achievement “game.”

Fagenson (1993) reported results from the only theory-driven study of differ-
ences in value priorities among US managers and entrepreneurs, using the Rokeach
framework. Entrepreneurs scored significantly higher on terminal values of self-
respect, freedom, a sense of accomplishment, and an exciting life, and also on
instrumental values of being honest, ambitious, capable, independent, courageous,
imaginative, and logical. Managers scored significantly higher than entrepreneurs
on terminal values of true friendship, wisdom, salvation, and pleasure, and
on instrumental values of loving, compassionate, forgiving, helpful, and self-
controlled. The Schwartz model does not support Rokeach’s instrumental/terminal
values distinction. However, the Schwartz Values Survey, which was used to
confirm the model, includes many value items from the Rokeach Values Survey.
Mapping the Rokeach items onto the Schwartz values and higher-level value
dimensions indicates that Fagenson’s findings are consistent with the hypothesis
advanced above. Specifically, entrepreneurs scores higher than managers on items
that reflect stimulation, self-direction, and achievement in the Schwartz model.

The evidence gathered by economists lends further support the above hypoth-
eses. Recall the studies mentioned above that demonstrate entrepreneurs’ prefer-
ence for autonomy. Although lacking in theoretical underpinning, the evidence,
showing that entrepreneurs prefer to be their own bosses, that they like to be
independent, and so forth, is consistent with higher priority on self-direction. The
evidence on a preference for variety, which Santarelli and Vivarelli (2006) take to
be an ex-ante innate characteristic, likewise is consistent with higher openness to
change. Similarly, with regard to Lazear’s (2005) model, the Schwartz model
provides a motivational theory on why some people happen to be “Jacks of all
trades,” happen to pursue studies in several fields as well as several careers, etc.,
and maybe more likely to succeed as entrepreneurs as a consequence. The
(hypothesized) reason is that they have a particular value preference profile.

3.3 Schumpeter Revisited

Although hardly neglected, Schumpeter’s theory of the entrepreneurial spirit
remains under-appreciated, or at least under-utilized, for informing current theore-
tical accounts. This section revisits Schumpeter’s account of the entrepreneur and
demonstrates that it is highly compatible with the theory of entrepreneurial motiva-
tions advanced above. The theory of entrepreneurial motivations thus recasts
Schumpeter’s theory in a rigorous analytical framework that renders the latter
susceptible to empirical investigation.
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Among the theories of the economic role of the entrepreneur, Schumpeter’s
theory stands out as the most comprehensive. As noted above, Knight’s theory
of the entrepreneur as a bearer of uncertainty may be subsumed into Schumpeter’s
theory. Kirzner himself, in recent writings, pointed to the consistency between his
theory and Schumpeter’s theory in regards with alertness to new combinations of
information. Lazear’s theory is devoid of reference to motivation but is nonetheless
premised on combinations of skills and experiences that lead one to pursue new
venture creation.

Writing nearly a century ago,'” Schumpeter’s account remains insightful, rich,
and vivid. It would be a mistake to take it as romantic. Schumpeter likely appre-
ciated the entrepreneurial type (“our type,” in his words). Yet the attributes he
ascribed to the entrepreneur were not merely romantic embellishments. These
attributes derive from his analysis of entrepreneurs’ role in the economy. Even
today, Schumpeter’s analysis is so sharp that to the extent possible, the following
section draws on his own words for the presentation of his arguments. I limit myself
to providing headlines and to suggesting some interpretation.

e [t’s the motivations,. . ..

Schumpeter had identified the weak points in the standard economic account of
economic agents. These lifeless agents could not bring about economic change and
development. Schumpeter (1934, p. 90) thus saw the crux of being an entrepreneur
as having an unusual set of motivations.

We shall finally try to round off our picture of the entrepreneur in the same manner in which
we always, in science as well as in practical life, try to understand human behavior, viz. by
analysing the characteristic motives of his conduct.

¢ Psychology can inform economic analysis.

In order to develop a decent account of entrepreneurial motivations economists
may draw on psychology. Schumpeter was thus reflecting an interdisciplinary mode
(and mood) of analysis, which had had more currency but later on went out of
fashion (see Lewin 1996). In an effort to preempt objections from advocates of the
strict “revealed preferences” approach, Schumpeter (1934, p. 90) nevertheless
emphasizes that his theory is testable even by the standards of revealed preferences.

Any attempt to [analyze the motives of entrepreneurs’ conduct] must of course meet with
all those objections against the economist’s intrusion into “psychology” which have been
made familiar by a long series of writers. .. [N]Jone of the results to which our analysis is
intended to lead stands or falls with our “psychology of the entrepreneur,” or could be
vitiated by any errors in it. Nowhere is there. . . any necessity for us to overstep the frontiers
of observable behavior. Those who do not object to all psychology but only to the kind of
psychology which we know from the traditional textbook, will see that we do not adopt any
part of the time-honored picture of the motivation of the “economic man.”

19Schumpeter wrote the first edition of The Theory of Economic Development in 1911 and rewrote
the text in 1926 for the second German edition, which appeared in English in 1934. Schumpeter
(1934, p. ix).
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¢ Entrepreneurs are rational agents, but their self-utility stems from other sources.

Practicing what he was preaching, Schumpeter’s account of the entrepreneur and
her motivational goals is a masterful demonstration of creative destruction.
Schumpeter (1934, p. 91) thus emphasizes that his theory belongs in the mainstream
of economic analysis as it is premised on a conventional definition of rationality as
self-utility maximization.

[O]ur type. . . he may indeed be called the most rational and the most egotistical of all... And
the typical entrepreneur is more self-centred than other types, because he relies less than
they do on tradition and connection and because his characteristic task - theoretically as
well as historically - consists precisely in breaking up old, and creating new tradition. ..

However, it is impossible to analyze entrepreneurship if self-utility is limited
to material consumption and sensuous gratification to oneself. Schumpeter (1934,
p- 92-93) thus foreshadowed the current debate in economics over interpreting
rationality.

But [the entrepreneur’s] conduct and his motive are “rational” in no other sense. And in no
sense is his characteristic motivation of the hedonist kind. If we define hedonist motive of
action as the wish to satisfy one’s wants, we may indeed make “wants” include any impulse
whatsoever, just as we may define egoism so as to include all altruistic values too, on the
strength of the fact that they also mean something in the way of self-gratification. But this
would reduce our definition to tautology.

Hedonistically, therefore, the conduct which we usually observe in individuals of our
type would be irrational. This would not, of course, prove the absence of hedonistic motive.
Yet it points to another psychology of non-hedonist character, especially if we take into
account the indifference to hedonist enjoyment which is often conspicuous in outstanding
specimens of the type and which is not difficult to understand.

¢ Beyond Hedonism: Achievement and Power

Having clarified that a conventional, hedonistic self-utility cannot explain entre-
preneurship, Schumpeter moves on to make his famous argument on entrepreneur-
ial motivations. The motivations posited by Schumpeter (1934, p. 93) read like
textbook descriptions of Schwartz’s self-enhancement values — achievement and
power.

First of all, there is the dream and the will to found a private kingdom, usually, though not
necessarily, also a dynasty. .. Its fascination is specially strong for people who have no
other chance of achieving social distinction. The sensation of power and independence
loses nothing by the fact that both are largely illusions. .. Then there is the will to conquer:
the impulse to fight, to prove oneself superior to others, to succeed for the sake, not of the
fruits of success, but of success itself... And again we are faced with a motivation
characteristically different from that of ‘“satisfaction of wants” in the sense defined
above, or from, to put the same thing into other words, “hedonistic adaptation.”

¢ Beyond Hedonism: Self-Direction and Stimulation

The desire to demonstrate achievement and power (but mostly achievement)
does not exhaust entrepreneurial motivations. Next, Schumpeter (1934, p. 93-94)
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turns to the more elusive motivations, those of openness-to-change in the Schwartz
model - self-direction and stimulation.

Finally, there is the joy or creating, of getting things done, or simply of exercising one’s
energy and ingenuity. This is akin to a ubiquitous motive, but nowhere else does it stand out
as an independent factor of behavior with anything like the clearness with which it obtrudes
itself in our case. Our type seeks out difficulties, changes in order to change, delights in
ventures. This group of motives is the most distinctly anti-hedonist of the three.

4 The Cultural Context

This chapter focuses on entrepreneurial motivations as representations of the
“entrepreneurial spirit.” The analysis therefore takes place at the individual level.
The literature, however, has noted the importance of the social context in which
individuals engage in entrepreneurial action. Schumpeter (1934, p. 91) put forward
this insight long ago in his discussion of the sources of economic motivations in
general, again foreshadowing insights from modern economic sociology:

[We should] recognise that economic motive so defined varies in intensity very much in
time; that it is society that shapes the particular desires we observe; that wants must be
taken with reference to the group which the individual thinks of when deciding his course of
action — the family or any other group, smaller or larger than the family;. . . that the field of
individual choice is always, though in very different ways and to very different degrees,
fenced in by social habits or conventions and the like.

Ample research indeed documents the importance of family background, prior
education, social connections and networks, and so forth for effectuating entrepre-
neurial potential."' In particular, social norms in individuals’ environment have
been shown to affect their choice to become entrepreneurs even for a lower income
(Giannetti and Simonov 2004).

At the highest level of social context, there is virtual consensus in the entre-
preneurship literature that culture bears a profound impact on all facets of entre-
preneurship in societies (see Hayton et al. 2002; Licht and Siegel 2006 for surveys).
This literature almost invariably draws on a theory of cultural value dimensions
advanced by Hofstede (1980, 2001)." These culture-level dimensions are concep-
tually different from individual-level value dimensions such as those from
Schwartz discussed above. Without elaboration, extant literature seems to suggest
that cultures exhibiting high individualism, high masculinity, low uncertainty
avoidance, and low power distance in Hofstede’s model are more conducive to
entrepreneurship. Much of this literature exhibits considerable methodological
disarray, however (Licht and Siegel 2006). According to Hofstede (2001, p. 164),
low uncertainty avoidance “implies a greater willingness to enter into unknown

gee, e.g., Shane (2000); Saxenian (2002); Guiso and Schivardi (2005); Djankov et al. (2005,
2006); Gompers et al. (2005).
12 HOFSTEDE (1980, 2001).



2 Entrepreneurial Motivations, Culture, and the Law 27

ventures.” Other studies are consistent with the idea that a climate of high uncer-
tainty avoidance in large organizations pushes enterprising individuals to go out
and create their own businesses (Hofstede et al. 2004; Wennekers et al. 2007). In a
joint study with Siegel and Schwartz, using a culture-level value dimension model
from Schwartz (1999, 2006), we link higher entrepreneurship levels with lower
scores on harmony, a cultural orientation related to societal disapproval of assertive
change and of venturing (Siegel et al. 2007a). This relation is observed using data
from the Global Entrepreneurship Monitor (GEM) as well as data on firm-age-
skewness or firm-employment-size-skewness (Alfaro and Charlton 2006).

The literature on the link between culture and entrepreneurship at the national
level is still making its first steps. Because culture is a fundamental, deep-seated
social institution, its influence on entrepreneurship flows through numerous causal
channels. A central channel is individual value priorities. The cultural theories from
Hofstede and Schwartz postulate that cultural orientations may significantly affect
individual value priorities in the nation.'* These value priorities include the ones
described above as defining the entrepreneurial spirit — namely, high achievement,
self-direction, and stimulation. The propensity to engage in entrepreneurship — in
other words, the intensity of entrepreneurial spirit — consequently may be affected
by the surrounding culture. It is therefore possible to speak not only about entrepre-
neurial individuals but also about entrepreneurial nations. These are nations whose
cultural profile reflects a lower emphasis on uncertainty avoidance or on harmony.

Against this backdrop, policy makers might wonder whether entrepreneurship
can be taught? Some optimistic commentators believe that it can. According to
Kuratko (2005), “the question of whether entrepreneurship can be taught is obso-
lete.” More level-headed economists point out that the contributions of Schumpeter,
Knight, and Kirzner notwithstanding, economics’ “limited concept of uncertainty
(mere probabilistic risk) sheds little light on how entrepreneurs make decisions in
situations characterized by ambiguity regarding key decision variables” (Klein and
Bullock 2006).

Granted, numerous technical aspects of engaging in entrepreneurial action can
be taught. For instance, the government can provide information — in training
centers, through educational programs, in internet websites, etc.- on such issues
as different corporate forms and their relative advantages, regulatory requirements
for doing business in various industries, etc. This kind of training may be valuable
for entrepreneurs in that it would lower their learning costs (and transaction costs
more generally). Such training, however, has nothing to do with acquiring entrepre-
neurial inclinations, which, it is argued, stem from value priorities.

The mechanisms leading to value acquisition are believed to be effective mostly
at pre-adolescence age. These mechanisms are influenced by an individual’s par-
enting and other life circumstance (Goodnow 1997). Studies thus have found inter-
relations between parenting style, personality traits, entrepreneurial orientation, and

131 assume for convenience, yet in line with the general literature, that each nation represents a
single culture.
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entrepreneurial career prospects among German subjects (Schmitt-Rodermund and
Vondracek 2002; Schmitt-Rodermund 2004). Cultural value orientations are socie-
ties’ most basic equilibria on normative issues. Cultural change in terms of signifi-
cant shifts in value orientations likely takes place very slowly, because of the nature
of these orientations as equilibria, or in response to major exogenous shocks. For this
and for other reasons, culture is widely believed to be relatively stable over long time
periods (e.g., Roland 2004). The causal link from cultural orientations to individual
entrepreneurial value priorities consequently would be stable as well and difficult to
change. The upshot is that cultural values may induce path dependence in entrepre-
neurial activity (Woodruff 1999). Many studies indeed find continuity in a country’s
proclivity for entrepreneurial activity (Minniti et al. 2005). In one case, when the
British government under Margaret Thacher attempted to establish an “enterprise
culture” in the United Kingdom, the result was failure (Della Guista and King 2006).

5 Can Legal Measures Foster Entrepreneurship?

5.1 Law in Context

Legal measures are the primary tool in the hands of policy makers to engender
social change. Other than legal reform, the government can intervene with a view to
changing an existing equilibrium in the economy either through fiscal measures or
through engaging directly in business activities. (The latter practice has lost its
luster in most Western economies, however). In light of the theory — and recently,
also evidence — that entrepreneurship is pivotal in processes of economic growth,
the question arises whether legal measures could be used by policy makers to
promote entrepreneurship. This part explores this subject, first, on a general level
and, later, with regard to specific legislation that considers entrepreneurship from
the womb to the tomb — i.e., from setting up a business firm to bankruptcy.

A strict construction of the preceding analysis on the role of culture might
suggest that culture fully determines entrepreneurship in a society such that any
effort targeted to foster entrepreneurship would be doomed. Acs and Laszlo (2007),
in a recent special journal issue on entrepreneurship policy, thus conclude that
“government policy aimed at promoting entrepreneurship or influencing relevant
factors cannot be effective in the short run, primarily because of cultural embed-
dings.” The present theory on entrepreneurial values elucidates why this may
indeed be the case. The lesson for policy makers should be that measures aimed
to fostering entrepreneurship probably should take the surrounding culture into
account. At the current state of our knowledge, this is more easily said than done.

Entrepreneurship-promotion programs, centers, and documents, prepared by
academics and other commentators alike, are aplenty nonetheless. Policy recom-
mendations that are being proposed in connection with promoting entrepreneurship
are not significantly different than the standard reform packages that are intended
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to promote market economies in general. Acs and Laszlo’s (2007) account exem-
plifies the sweeping character that such policy recommendations could take. Their
list includes trade policy, immigration policy, access to foreign technology, educa-
tion, science and technology policy, and, finally, litigation and regulation.
Baumol et al. (2007) offer a similarly broad program (see also Boadway, R and
Jean-Francois, J.F. 2005; Dixon et al. 2006). While there is no denying that all of
the abovementioned issues may bear on entrepreneurship, for the most part they are
not limited to entrepreneurship. These issues define economic policy in general —
and sometimes much broader policies than economic alone (consider immigration
policy) — such that “entrepreneurship” is merely a rallying cry for economic reform,
warranted as it may be. Absent a preexisting political conviction, a general analysis
of the different public policy measures that could be taken in connection with
entrepreneurship is bound to yield ambiguous conclusions.

5.2 Improving Legality

Still on a general level of analysis, a broad consensus among economists holds that
social institutions — in particular, “well-defined property rights” and the “rule of
law” — are key for economic growth (e.g., Rodrik et al. 2004; Acemoglu and
Johnson 2005).'* The former institution derives from basic welfare theory in
economics. In order to enable welfare-enhancing transactions the subject matter
of each transaction — who owns what — must be agreed between the parties in privy
and also with all third parties.'” The latter institution, also called “legality”, refers
to a set of norms and organizations that together lead to general compliance with
formal legal rules. Extending this insight to entrepreneurship is straightforward.
Boettke and Coyne (2003, p. 67) argue that “[t]he two most important ‘core’
institutions for encouraging entrepreneurship are well-defined property rights and
the rule of law.” What is good for the economy in general is good for entrepreneurs.
Improving legality, runs the argument, will foster entrepreneurship (Baumol 1990;
Harper 1998; Smith and Ueda 2006).

Extant evidence largely supports the above proposition. Examining the emer-
gence of new firms in five former soviet countries, Johnson et al. (1999, 2000, 2002)
find that insecure property rights — defined as frequent need to make extralegal
payments (bribes), protection, or inefficient courts — were more inhibiting to
entrepreneurship than inadequate finance. Desai et al. (2003), using a measure
that intertwines both formal delineation and actual protection of property rights,
find that in the emerging markets of Europe, greater fairness and more property
rights protection increase entry rates, reduce exit rates, and lower skewness in firm-
size distribution. Theory and evidence are not limited to transition economies,

“This section draws on Licht and Siegel (2006).

3Tt is therefore clear that the scope of “property rights” in this context is broader than the usual
legal meaning and includes entitlements to obligatory rights such as debt.
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however. Laeven and Woodruff (2007) find that in Mexico, states with more
effective legal systems have larger firms, suggesting that a rule-of-law state enables
entrepreneurial firms to grow by reducing idiosyncratic risk. Finally, Perotti and
Volpin (2007) advance a political economy model and evidence suggesting that
lack of political (democratic) accountability and economic inequality hinder entry
through decreased investor protection.

The problem with policies intended to improve legality and other related social
institutions such as absence of corruption, is that these institutions prove to be very
stable. In particular, while these institutions exert a strong influence on a host of
social outcomes, including economic development and infant mortality, recent
contributions suggest that economic development feeds back to these institutions
only weakly or not at all (Acemoglu et al. 2005; Kaufmann and Kraay 2002;
Rigobon and Rodrik 2005). In collaborative studies with Schwartz, Siegel, and
Goldschmidt, we show that these fundamental institutions, dubbed social norms of
governance, are strongly affected by cultural orientations — a finding that helps
explain the stability of these institutions (Licht et al. 2007; Siegel et al. 2007b). The
upshot is that significant improvements in entrepreneurship levels through improve-
ment in legality are unlikely to take place in the short run.

5.3 Targeted Legislation: Entry

An efficient way to promote entrepreneurship through legislation could be to
eliminate unnecessary transaction costs. Suppose that in a particular country —
say, Italy — an entrepreneur needs to follow 16 different procedures, pay nearly
US$4,000 in fees, and wait some 62 business days for the necessary permits, while
in another country, Canada, the same process on average takes two business days,
requires only two procedures, and costs about US$280 in fees (Djankov et al. 2002).
Few legal reforms look more straightforward than cutting down such superfluous
red tape in Italy.

The link between entrepreneurship and regulatory costs of entry, measured by
indicators of necessary steps, time, and money required for setting up a simple
business firm, turns out to be more elusive, however. Ho and Wong (2007), using
GEM data, distinguish three types of entrepreneurship: opportunity-driven (i.e., when
entrepreneurs pursue a perceived business opportunity), necessity-driven (when other
options for economic activity are lacking), and high-growth potential (when there are
expectations for employment growth, market impact, globalization, and use of new
technology). In very simple specifications, regulatory costs were found to be nega-
tively linked only to opportunity entrepreneurship, especially in high-income
countries. However, no significant link was found either to necessity-driven entre-
preneurship and, more surprisingly, to high-growth potential entrepreneurship. Using
amore nuanced empirical specification, van Stel et al. (2007) find that these regulatory
costs are unrelated to the formation rate of either nascent or young (opportunity-driven
or necessity-driven) business firms. An exception is minimum capital requirements,
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which indeed have been criticized in the legal literature as redundant and overly
burdensome in general (Enriques and Macey 2001).

More research is warranted beyond these preliminary findings. Van Stél et al.
conjecture that their surprising result may be due to creative entrepreneurs who
somehow find their way around the number of procedures or the amount of time that
is required to start up a business. One may note that according to Djankov et al.
countries with heavier regulation of entry have higher corruption, while countries
with more democratic and limited governments have lighter regulation of entry.
Klapper et al. (2006) document a correlation between more intensive entry regula-
tion and lower firm growth as well as lower entry regulation in less corrupt
countries. Regulatory entry barriers have no adverse effect on entry in corrupt
countries, however. It may be the case that highly motivated entrepreneurs avoid
the bureaucratic burden by paying bribes or simply by operating in the unofficial
economy (black market). At the same time, in corrupt countries, entry into the
official economy is already strongly deterred by systemic institutional weaknesses,
including tax rates, corruption, greater incidence of mafia protection, and less faith
in the court system (Johnson et al. 2000). The latter conjecture points again to the
predominant role of culture in influencing social norms on corruption.

5.4 Targeted Legislation: Exit

Facilitating entrepreneurial activity directly through lower transaction costs of
entry does not appear to be a promising strategy in light of currently available
evidence. Perhaps, then, policy makers could encourage entry indirectly, by ame-
liorating entrepreneurs’ fear of economic loss — e.g., by making business failure less
costly in bankruptcy proceedings. Recall, however, that entrepreneurs are already
over-optimistic, above and beyond the level of over-optimism documented in the
general population. In particular, financial loss does not deter determined entrepre-
neurs, who are not “in it for the money,” from engaging in new venture creation.
Mitigating the financial adversities of business failure therefore may or may not
have the intended effect of increasing entrepreneurial activity.'®

Much of the law and economics theory on bankruptcy has dealt with corporate
bankruptcy. For the entrepreneur, however, the relevant bankruptcy in terms of her
economic incentives is personal bankruptcy, in which she is called to satisfy her
debts from her personal assets. The typical scenario of personal bankruptcy deals
with consumers, such as those defaulting on their credit card debt or mortgage
payments. Entrepreneurs may face personal bankruptcy proceedings if they operated
through an unincorporated firm. In theory, establishing a firm — in most cases, a
corporation of one sort or another — should entitle the entrepreneur gua shareholder

1% Another potential adversity of bankruptcy is acquiring a social stigma of failure. I abstract from
this aspect here. For a short discussion and further references, see Hahn (2006).
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to shield her personal assets from the firm’s creditors thanks to the corporation’s
separate legal personality and to her limited liability. In practice, proprietors of small
businesses operating through a corporation are frequently required by their lender to
provide collateral and/or personally guarantee the firm’s debts. Small entrepreneurs
consequently face potential unlimited exposure to their firm’s liabilities.

By declaring bankruptcy the debtor may be able to get a “fresh start” if the
bankruptcy court does not subject her future earnings to her past liabilities. This
type of release is possible under Chap.7 of the US Federal Bankruptcy Code
(11 U.S.C. §701 et seq. 2007), which provides for “liquidation,” namely, the sale
of a debtor’s nonexempt property and the distribution of the proceeds to creditors.
Although personal bankruptcy procedures in the United States are primarily tar-
geted for consumers such as those defaulting on their credit card debt or mortgage
payments, entrepreneurs may take advantage of them as well. The Federal Code
leaves room for state legislatures to exempt certain past assets from future liabil-
ities, the most important of which is the homestead exemption."”

The homestead exemption essentially creates a “wealth insurance” scheme for
the debtor (Fan and White 2003). Even if the business failed, and even if the
entrepreneur had to expose her personal wealth to such failure, the exemptions
provide a sort of cushion to soften the fall. This insight has led academics recently
to advocate a more entrepreneur-friendly bankruptcy law to encourage more vibrant
entrepreneurship activity (Lee et al. 2007; Baumol et al. 2007). Hahn (2006)
tellingly dubbed his proposal for a swifter, more forgiving discharge in bankruptcy
“velvet bankruptcy.”

Such exemptions — and leniency in bankruptcy in general — is a double-edged
sword, however. On the one hand, the wealth insurance may promote entrepreneur-
ial initiatives as it ameliorates the entrepreneur’s fear of losing her home. On the
other hand, like any other insurance, this exemption may create a moral hazard
problem vis-a-vis the entrepreneur’s lenders, thus exacerbating the entrepreneur’s
credit constraints. In a theoretical model and numerical simulation, White (2005;
see also Akyol and Athreya 2005) argues that

the fresh start is economically efficient except when debtors behave strongly oppor-
tunistically. . . If opportunistic behavior is non-existent or weak, then the optimal policy
is the fresh start combined with the highest wealth exemption... However if some or all
debtors are strongly opportunistic, then the fresh start policy sometimes becomes ineffi-
cient.

" There exists an alternative procedure to Chap.7 liquidation in Chap. 13 of the Code. According
to Berkowitz and White (2004, p. 71), “exemption levels are likely to have similar effects on credit
markets regardless of the chapter that business owners would choose if they filed for bankruptcy.”
Another alternative procedure exists when a debtor files for bankruptcy under Chap.11, which
provides for reorganization. The debtor usually proposes a plan of reorganization to keep the
business alive and pay creditors over time. Baird and Morrison (2005) have found that the vast
majority of Chap.11 cases deal with small business entrepreneurs trying to extend the life of their
business through these proceedings. Bankruptcy judges are aware of and guard against such
efforts.
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Empirical studies by White and colleagues find support for both facets of the
dilemma. Fan and White (2003) find that families are more likely to own and start
businesses if they live in states with higher bankruptcy exemption levels (see also
Armour and Cumming 2005). In tandem, Berkowitz and White (2004) show that
lenders are more likely to turn down small firms in states that have higher exemp-
tions. The question which effect dominates thus becomes an empirical one — that is:
are potential entrepreneurs highly opportunistic or not? From a policy perspective,
the dilemma becomes more complicated because the same set of exemptions is
currently available both to consumers and to entrepreneurs. The issues become
complex further yet when the entrepreneur can choose to conduct business in a
neighboring jurisdiction with more favorable exemptions. Mathur (2005) indeed
finds that higher bankruptcy exemptions in neighboring states lower the probability
of starting a business in the state of residence. This, in turn, may engender a race
among states to attract entrepreneurs to conduct business in and perhaps even
migrate to their jurisdiction.

Lest the reader thought that the problem becomes intractable, two recent studies
by Hall and colleagues cast a shadow over the entire discussion. These researchers
investigated how the bankruptcy homestead exemptions influence rates of entre-
preneurship over time in eight US states, with entrepreneurship being represented
as the share of business proprietors (regardless if that business is incorporated) in
the working-age population. These researchers find an S-shaped relationship be-
tween the homestead exemption and entrepreneurship. Specifically, an increase in
the homestead exemption from very low or very high levels acts to reduce the
number of entrepreneurs, while an increase in the middle range acts to increase the
number of entrepreneurs.

The results are striking. Garrett and Wall (2006) unequivocally indicate that the
best policy for promoting entrepreneurship is zero exemption. Georgellis and Wall
(2006) at first blush suggests that there may be some room for promoting entre-
preneurship through a homestead exemption in approximately the 50-70% range.
In a personal exchange with the present author, however, Wall advised that the
differences between the two studies may stem from a small difference in year
coverage of the data and, more importantly, that the positive section of the curve
from Georgellis and Wall (2006) may not be significantly different from zero.
Stated otherwise, these econometric analyses, which appear the most sophisticated
thus far, suggest that the best entrepreneurship-promoting policy would advocate
abolishing the homestead altogether. Perhaps entrepreneurs are too highly opportu-
nistic, as White has cautioned; perhaps lenders cannot distinguish entrepreneurship-
debtors from consumption-debtors; perhaps the reason remains to be discovered.

6 Conclusion

Inspired by Schumpeter’s seminal depiction of the entrepreneur, this chapter sought
to recast this heroic portrait in a more rigorous theoretical framework. To this end, I
leverage a model of value preferences developed by Schwartz. The entrepreneurial
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spirit, it is argued, consists of particular value preferences: high self-enhancement
and high openness-to-change. These hypotheses are consistent with extant empiri-
cal evidence. The upshot of this theory — especially when the stability of cultural
value orientations is taken into account — is that individual propensities to engage in
new venture creation may not be very amenable to policy measures. Looking
specifically at legal rules, this chapter attempted to identify measures that could
be narrowly targeted at promoting entrepreneurship by making entrepreneurs even
more highly motivated than what they appear to be. Recent research indicates,
however, that theoretical and empirical issues, which must be resolved before such
measures could be employed with confidence, are intractable at this point.
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Chapter 3
The Entrepreneurial Culture: Guiding
Principles of the Self-Employed

Florian Noseleit

The entrepreneurial culture: guiding principles of self-employment (not published)

1 Introduction

Many scholars claim that culture, understood as general values, is important for the
level of entrepreneurial activities in a society. Further, the claim that growth
differences may be related to differences in entrepreneurial culture was stressed
very early (Baumol 1968). This paper aims to analyze the differences in the values
of the self-employed in Western European countries. In order to do so, we use a
model of values developed by Shalom Schwartz. We try to find values that are
important for the entrepreneurial culture. From a traditional perspective, values can
be understood as basic criteria that people use to evaluate other people, their
actions, and what should happen in a society (Rokeach 1973). Since values can
be considered a motivational construct that refers to goals people want to attain,
they are of special importance with respect to general economic decisions. Given
that values are abstract in nature and that they are distinguishable from other
concepts like attitudes or norms that “refer to specific actions, objects, or situations”
(Schwartz 1997, p. 71), the concept of values is useful in analyzing whether
entrepreneurs share a common value system that distinguishes them from others.
In reference to the values concept developed by Schwartz, Licht (2007) noted, “The
distinct ten values can be seen as ten distinct arguments in individuals’ utility
functions” (p.838). Because values serve as guiding principles for people, they
are of special interest in determining whether entrepreneurs are different with
respect to their guiding principles.

Often, economists describe the Schumpeterian type of ideal as a Superman-like
person. However, this is the result of narrowing the concept of entrepreneurship to a
very small group of self-employed people with outstanding achievements — thus,
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we find our Superman. But what about the average self-employed person — does he
or she differ from non-self-employed people with respect to value systems? In the
second section, this paper briefly reviews the literature linking different concepts
like values, attitudes, and norms to the self-employed and entrepreneurial activities.
The third second section discusses data and methodology issues. The differences
found in the value systems of the self-employed are documented in section four.
Section five forms the conclusion.

2 Entrepreneurial Culture: Attitudes, Norms, and Values

In general, the idea of cultural aspects that are based on values and influence
entrepreneurial behavior goes back to Max Weber. Weber (1920) argued that
entrepreneurial activities are influenced by cultural and religious factors — espe-
cially relating his concept to the Protestant work ethic. In 1961, McCelland found
that the personality of entrepreneurs could be associated with achievement,
preference for novel activity, responsibility for failure and success, and a moder-
ate risk-taking propensity. In the past, attempts to measure national culture have
been linked in example to growth (Lynn 1991) or inventiveness (Shane 1992).
Studies that linked cultural differences and entrepreneurship more directly found
that personality measures were able to explain some part of observed growth in a
sample of small Swedish firms (Davidsson 1991). In a later study, Davidsson and
Wiklund showed that for a small sample of Swedish regions, cultural variation is
small and relatively less important for new firm formations (Davidsson and
Wiklund 1997). Steensma et al. (2000) discovered that cultural differences impact
the attitudes of entrepreneurs with regard to cooperative strategies. In a study
focusing on differences in managers and entrepreneurs’ value priorities in the
United States, Fagenson (1993) learned that an exciting life, sense of accomplish-
ment, freedom, and self-respect are more important to entrepreneurs. In turn
managers rated true friendship, wisdom, salvation, and pleasure as more impor-
tant than entrepreneurs did. Beugelsdijk and Noorderhaven (2005) analyzed
differences of the self-employed using attitudes toward social issues, qualities
to teach children, and explanations of why people are living in need. They found
differences regarding individual orientation, responsibility and effort, and impor-
tant qualities to teach children. However, the link between a well-developed,
theoretical concept of value orientation to entrepreneurship is missing since most
other studies aim toward other aspects of the psychology of entrepreneurs. In an
elaborate overview, Licht (2007) linked the Schwartz value items to economists’
concept of entrepreneurs. Table 1 gives the definitions of the ten value items of
the Schwartz model.

Licht theoretically analyzed the concept of value items in the economic frame-
work of entrepreneurial activities. He suggested that entrepreneurs rated benevo-
lence and universalism values lower than non-entrepreneurs while achievement,
self-direction, and stimulation were rated higher. Furthermore, Licht argued that
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Table 1 Definitions of the Schwartz value items (value items in parentheses)

Self-Direction Independent thought and action-choosing, creating, exploring (creativity,
freedom, independent, curious, choosing own goals)

Stimulation Excitement, novelty, and challenge in life (daring, a varied life, an exciting life)

Hedonism Pleasure and sensuous gratification for oneself (pleasure, enjoying life)

Achievement Personal success through demonstrating competence according to social standards
(successful, capable, ambitious, influential)

Power Social status and prestige, control or dominance over people and resources (social
power, authority, wealth)
Security Safety, harmony, and stability of society, of relationships and of self (family

security, national security, social order, clean, reciprocation of favors)

Conformity Restraint of actions, inclinations, and impulses likely to upset or harm others and
violate social expectations or norms (self-discipline, obedient, politeness,
honoring parents and elders)

Tradition Respect, commitment, and acceptance of the customs and ideas that traditional
culture or religion provide (accepting my portion in life, humble, devout,
respect for tradition, moderate)

Benevolence  Preservation and enhancement of the welfare of people whom one is in frequent
personal contact (helpful, honest, forgiving, loyal, responsible)

Universalism  Understanding, appreciation, tolerance, and protection for the welfare of all
people and for nature (broadminded, wisdom, social justice, equality, a world
at peace, a world of beauty, unity with nature, protecting the environment)

Source: Schwartz (2003), pp. 267-268

value items related to openness to change (like self-direction and stimulation) might
indicate a greater preference for variety. Openness to change can also provide
economists with a motivational theory to answer the question of why some people
tend to be “Jacks-of-all-trades” (Licht 2007). Now it is time to translate the
economic image of entrepreneurship into a well-developed concept of human
value orientation.

3 Data and Methodology

The data is taken from the European Social Survey 2006/2007 (ESS Round 3). We
limit this analysis to a group of nine Western European countries, excluding former
socialist East European countries as well as South European countries. Although
the Schwartz value concept is nearly universal and applies to all kinds of countries,
many facets of the economic concept of entrepreneurship apply especially to
Western industrialized countries." The underlying behavioral concept of entre-
preneurship includes assumptions about capitalism and the Protestant work ethic,

"The main results of this analysis do not change when other (non-West European) countries are
included. Nevertheless, the results are not that clear cut, which suggests that the limitations of the
concept of entrepreneurship are actually important. In fact, analyzing the boundaries of the
entrepreneurship concept from the perspective of entrepreneurial values would be an interesting
but different topic.
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which are not easily transferable to non-Western industrialized countries (compare
Thomas and Mueller 2000 for a discussion of the boundaries of the concept of
entrepreneurship). The countries included are Belgium, Switzerland, Germany,
Denmark, Finland, France, the United Kingdom, Norway, and Sweden. All ana-
lyses are limited to individuals between 18 and 68 years old. In order to compute the
scores for the ten human values, a set of 21 questions is used. The following values are
derived: security, conformity, tradition, benevolence, universalism, self-direction,
stimulation, hedonism, achievement, and power. For a detailed overview of how
value orientation is measured, see Schwartz (2003). In order to correct for differ-
ences in individual response behavior, centered value scores are computed
(compare Schwartz 2003, p. 275). The final data set contains 12,220 observations
with 9.82% self-employed people and 90.18% non-self-employed people.

Using European Social Survey data, Schwartz and Rubel (2005) found that men
and women construed the value items in the same way. We carried out multidimen-
sional scaling analysis (MDS) that revealed nearly identical spatial representations
for entrepreneurs and non-entrepreneurs. This indicates that entrepreneurs also
construe the value items as non-entrepreneurs did.

First, the value items are ranked by their mean values for the total sample, the
non-self-employed, and the self-employed. Next, the ten human values are used as
dependent variables, and a dummy for self-employment is included in a regression.
Additional control variables are gender, age, years of full-time education, and total
net household income. The results should not be interpreted as a causal relationship
and are only used to analyze differences between the self-employed and the non-
self-employed. Standard regression models underestimate standard errors and,
therefore, overestimate test statistics because of the nested structure of the data.
Thus, we estimate a mixed model, allowing for country- and region-specific
random intercepts. For a detailed discussion, see Baltagi et al. (2001). Finally, we
analyze changes of group means for the self-employed and the non-self-employed
for different characteristics of age, education, income, and sex.

4 Results

The left side of Table 2 presents the mean rating and ranking of ten value items for
the representative sample of 18—68 year-olds of nine Western European countries.
The values are measured on a Likert-scale where 6 means “very much like me” and
one means “not like me at all”’. The centering of value scores to correct for
individual differences in use of the response scale results in negative and positive
values. Larger numerical values indicate higher ratings of the respective guiding
principle. The observed order of value ratings shows similarities to observed value
hierarchies by Schwartz and Bardi (2001). The middle and right sections of Table 2
present the mean importance and ranking for the non-self-employed and the self-
employed. Both groups have nearly the same value hierarchy with respect to their
importance. The only difference is that the group of self-employed people ranked
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Table 2 Cross-national importance of individual value items

Representative Non-self-employed Self-employed

Value type Mean rating Mean  Mean rating Mean  Mean rating Mean  Difference
rank rank rank

Benevolence 0.811 (0.622) 1 0.817 (0.621) 1 0.761 (0.629) 1 0.056%#%*
Universalism 0.698 (0.661) 2 0.701 (0.660) 2 0.674 (0.671) 3 0.028*
Self-Direction 0.480 (0.769) 3 0.453 (0.765) 3 0.724 (0.764) 2 —0.271 %%
Security 0.139 (0.897) 4 0.156 (0.892) 4 —0.025 (0.933) 4 0.181%##%*
Hedonism 0.002 (0.912) 5 0.012 (0.914) 5 —0.085 (0.889) 5 0.097##*
Tradition —0.114 (0.899) 6 —0.112 (0.899) 6 —0.135 (0.896) 6 0.024
Conformity -0.275 (0.971) 7 —0.267 (0.969) 7 —0.345 (0.985) 7 0.077%##%*
Achievement  —0.506 (0.921) 8 —0.515(0.921) 8 —0.428 (0.912) 8 —0.087##*
Stimulation —0.575 (0.961) 9 —0.584 (0.956) 9 —0.488 (0.996) 9 —0.097%#%%*
Power —1.011 (0.833) 10 —1.013 (0.831) 10 —0.997 (0.849) 10 —0.016

Note: Standard deviations in parentheses. T-test significance at: *** p<0.01, ** p<0.05, * p<0.1

self-direction second and universalism third, while non-self-employed people
ranked universalism second and self-direction third. Although the average value
priorities of non-self-employed and self-employed people are quite similar, eight
out of ten value items show significant differences in the mean rating between non-
self-employed and self-employed people.

Table 3 reports the results of the multilevel regression analyses for ten human
values. A significant positive coefficient indicates that the respective guiding
principle is rated higher when the independent variable becomes larger. We find
that the self-employed rated achievement, self-direction, and stimulation higher. In
turn, they rated security, conformity, and tradition consistently lower. Benevolence,
universalism, hedonism, and power show no signs of clear cut differences. Table 4
lists those countries with significant differences for self-employed people based on
regressions for each single country. The country-wise regressions reveal that
security is rated as less important for self-employed people in almost all countries
and that self-direction is rated as more important for self-employed people in all
countries. For all other value items, we do not observe clear cut differences for the
country-wise regressions. Figure 1 2 displays the estimated differences of Western
European self-employed people using an adjusted figure by Schwartz and Rubel
(2005) that structures the relations among motivationally distinct values. The
respective values show the estimated coefficients for the self-employed dummy in
Table 3. Darker shaded areas indicate that the self-employed rate these values as
more important than the non-self-employed. On the other hand, darker non-shaded
areas indicate that the self-employed rate these values as less important than the
non-self-employed.

Note that the value items with the largest mean differences between the self-
employed and the non-self-employed (self-direction and security) belong to the
values that are ranked in the top 4 of value priorities. These relatively large

The shaded areas indicate higher ratings of the respective value item, non-shaded areas indicate
lower ratings of the respective value item, and white areas indicate no significant difference. The
estimates represent the coefficients for self-employed = 1.
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Table 4 Country differences for the self-employed (allowing for random intercepts at the regional
level) #

Country Direction
Security BE*, DE***, DK*, FI**, FR*, GB*#* K NO**, SE#** -
Conformity CH*, DE***, FI** -
Tradition BE**, CH**, DE*, NO** —
Benevolence GB#*#(—), NO*#(—) (-)
Universalism SE*¥(—) (=)
Self-Direction BE###, CH*#%, DE##* DK#*##¥, F*## FR** GB#*¥* NO#*#* SE#*#* +
Stimulation BE#*, FI*##% FR*#% GB**, SE*## +
Hedonism CH***(—) (=)
Achievement BE*, CH*#* DE*#* +
Power GB* (—) (-=)

“Results are based on country-wise regressions controlling for gender, age, education, and income.
##% p<0.01, ** p<0.05, * p<0.1 reports the significance level of the self-employment dummy.
The arithmetic operator in parentheses indicates the sign of the coefficient. Parentheses indicate
that the difference was only significant for the respective country but not on average over all
countries in the sample (compare Table 3)
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Fig. 1 Differences in the guiding principles of the self-employed
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differences can be observed in Table 2 as well as in the multivariate regression in
Table 3. This is interesting because self-direction (ranked second for the self-
employed and third for the non-self-employed) is rated as more important by the
self-employed, while security, which is ranked fourth by both groups, is rated as
less important in comparison to the non-self-employed. This means that we observe
the largest mean group differences, which have an opposite deviation, for value
items that are ranked as relatively important in the value hierarchy of the self-
employed and the non-self-employed.

Next, we analyze how mean values for the non-self-employed and the self-
employed differ across age and income groups. Exemplarily, this analysis is limited
to self-direction and security since these value items showed the most distinct
differences for the self-employed. Figure 2 plots the mean values for the self-
employed and the non-self-employed over five different age groups. In all age
groups, the self-employed rated security as less important in comparison to the self-
employed group. Nevertheless, both groups (the non-self-employed and the self-
employed) rate security as more important with increasing age. As a result, young
non-self-employed people rate security as less important than older self-employed
people. For example, the group of young non-self-employed people (1830 years
old) rate security as less important than the group of self-employed people in the
three age groups 31-40 years, 41-50 years, and 51-60 years.

Figure 3 plots the mean values of self-direction for different age groups. As the
multivariate regression reveals (Table 3), the impact of age is much smaller on self-
direction than on security. The average importance of self-direction is always higher
for the self-employed. The difference in the mean value is less pronounced for the
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Fig. 3 Mean self-direction values by age for the self-employed and the non-self-employed

group of people 60—68 years-old (but still significant). Due to the relatively small
differences between age groups for the value item self-direction, self-employed
people of all age groups rate this value item as significantly more important.

The mean values for different levels of education are presented in Figs. 4 and 5.
Self-employed people rate security as less important for nearly all levels of educa-
tion (there are no significant group mean differences for self-employed and non-
self-employed people having completed post-secondary and the second stage of
tertiary education). At the second stage of tertiary, the group means for security are
about the same as those for non-self-employed and self-employed people.’ In
addition, both groups rate security as less important at higher educational
levels. The educational group differences seem to be dominant in the sense that
non-self-employed people with higher levels of education rate security as less
important than self-employed people with lower levels of education.

For self-direction, a similar pattern can be observed. Again, the self-employed
rate self-direction as more important over nearly all levels of education (there is
no significant difference for the self-employed and the non-self-employed
having completed the second stage of tertiary), and a higher degree of education
results in a higher mean rating of self-direction for both groups. Additionally,
self-employment does not dominate the importance rating of self-direction, since

*Note that the group of self-employed people having completed the second stage of tertiary
education in the sample is rather small and contains only 35 observations.
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non-self-employed people with higher levels of education rate self-direction as

more important than self-employed people with lower levels of education.
Comparing the group means of self-employed and non-self-employed people for

different categories of household income, security is rated as less important with
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increasing income in both groups. For most income levels, self-employed
people rate security as less important in direct comparison to the same income
level of non-self-employed people (no significant difference for income groups
60,000-90,000 and 90,000-120,000 € can be observed). But for high income
groups of non-self-employed people, the group mean for security shifts above the
group mean for low income groups of self-employed people (Fig. 6).

The value item self-direction is not only rated as more important by self-
employed people over all income levels but also dominates such that even non-
self-employed people at higher income levels rate self-direction as less important
than self-employed people with low levels of household income (Fig. 7). This result
is mainly due to small intra-group mean differences for different income classes of
self-employed and non-self-employed people.

Mean group differences for gender are important for the value item security but
not for self-direction (compare Table 3). Self-employed women rate security as
more important than self-employed men. The same is true for non-self-employed
women in comparison to non-self-employed men. When comparing the group of
self-employed women to non-self-employed men, security is similarly important
(Fig. 8). Furthermore, self-employed women are more similar to self-employed
men than they are to the same sex in the other group. This finding is in line with the
results of Fagenson (1993).

The major implication of Figs. 2-5 is that other important group differences (like
age and educational groups) have a similar effect with respect to value differences
for the group of self-employed and for non-self-employed people (for example,
at higher levels of education, self-direction becomes more important for the
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self-employed as well as for the non-self-employed). Furthermore, self-employment
does not dominate other important group differences in value ratings (for example,
the group of highly educated non-self-employed people rates self-direction as more
important than the group of self-employed people with low education).
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5 Discussion

Exploring differences in the value system of self-employed and non-self-employed
people for Western European countries, we observe that self-employed people
differ significantly. Self-direction, stimulation, and achievement are rated as more
important, while security, conformity, and tradition are rated as less important.
These differences indicate that observed differences in the value system of the
self-employed are in line with values that are generally attributed to entrepreneurs.
Self-regarding preferences, such as hedonism, that would be closest to a traditional
neo-classical argument, do not differ significantly for entrepreneurs in nearly all
countries. The higher importance of value items that are related to openness
to change illustrate that there is a motivational background for the entrepreneur
being a “jack-of-all-trades.” In addition, for those value items that distinguish the
self-employed people from the non-self-employed, relatively stable differences
of group means can be observed for different characteristics of age, education,
household income, and gender. Nevertheless, group mean value differences for
self-employment are not dominating intra-group differences. For example, the self-
employed always rate security as less important than the non-self-employed
when directly compared at the same educational level, but the less educated
self-employed rate security as more important than the highly educated non-
self-employed.

Acknowledgement I am grateful to Armir Licht for his comments and numerous helpful
suggestions.
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Chapter 4
Culture, Political Institutions
and the Regulation of Entry

Rui Baptista

Culture, Institutions and the Regulation of Entry (first published as “Culture, Political
Institutions and the Regulation of Entry” in Comparative Labor Law & Policy Journal,
Vol.28, No.4, 2007)

1 Introduction

The purpose of the present work is to examine the relationship between socio-
cultural attitudes toward uncertainty and power inequality versus public policy,
particularly with regard to entry regulation. Countries differ significantly in the way
in which they regulate new businesses entry through various administrative and
screening processes. Such differences are not just associated with different levels of
wealth and economic development; indeed, they can be observed among countries
with similar levels of per capita GDP (GDPpc). For instance, around the year 2000,
in order to meet requirements to operate a business in Italy, entrepreneurs had to
follow 16 different procedures, pay US$3946 in fees, and spend at least 62 business
days acquiring the necessary permits. To do the same in Canada, at around the same
time, an entrepreneur had to follow two procedures, pay US$280 and could
complete the process in as little as 2 days (Djankov et al. 2002).

Economic theory recognizes entry regulation — and, indeed, all kinds of market
regulation — as a product of two different kinds of influences and motivations
regarding the behavior of governments. In the first view, government regulation
is pursued solely toward social welfare; the second current of thought views
regulation as an activity pursued for the benefit of specific interest groups, such
as industry incumbents, politicians and bureaucrats.

First, the “public interest” theory of regulation (Pigou 1938) holds that unregu-
lated markets exhibit frequent failures, ranging from monopoly power to external-
ities. A government that pursues social efficiency counters these failures and
protects the public through regulation. As applied to new firm entry, this view
holds that the government screens new ventures to make sure that consumers buy
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safe, high quality products from “desirable” sellers (Djankov et al. 2002). Hence,
stricter regulation, as measured by a higher number of screening procedures, should
be associated with socially superior outcomes.

Second, the “public choice” theory sees the government as less benign and
regulation as socially inefficient. In the form suggested by Stigler (1971) and
later by Peltzman (1976), industry incumbents are able to acquire regulations that
create rents for themselves since they typically face lower information costs than do
consumers. In this view, stricter entry regulation raises incumbents’ profits by
keeping out potential competitors, thus leading to greater market power.

Another strand of the “public choice” theory holds that politicians and bureaucrats
are the main beneficiaries of government regulation as they use it to extract rents from
incumbents and potential entrants in the form of campaign contributions, votes and
bribes (see De Soto 1989). This view, also called the “tollbooth” theory of regulation
(De Soto 1989; Djankov et al. 2002) sees the requirement of multiple permits and
other screening procedures from new ventures mostly as a way to provide politicians
and bureaucrats with the power to extract rents from incumbents and/or entrepreneurs,
regardless of the overall effects of entry on efficiency and welfare.

The present work does not debate the significance of these theories as motivators
for different levels of entry regulation. In fact, it is acknowledged that, over a wide
variety of regulatory modes and practices, economic regulation theories provide a
solid foundation sustaining the explanation of the economic incentives to regulate
the emergence of new ventures. Nevertheless, it is argued that the intensity with
which governments regulate entry reflects the attitudes of legislators, public admin-
istration officials and the general public in different societies or countries toward
public governance, private individual initiative and the uncertainty associated with
market competition and industrial restructuring.

The present paper follows Licht (2001), and Licht et al. (2005), in sustaining that
regulatory and governance systems are, to a certain extent, path dependent because
society’s cultural values are embedded in its laws and institutions. Hence, the
intensity of government regulation should be positively associated with society’s
attitude toward uncertainty, as well as with the degree of power inequality. Both
factors should influence the chain of policy and legislative decisions that shape a
country’s entry regulation system over time. Such attitudes are based on socially
realized intrinsic cultural values that are individually instilled long before the
behavior of individuals is affected by the economic incentives and motivations
inherent to their positions as politicians, government officials, public bureaucrats,
industry incumbents or entrepreneurs. Hence, such cultural values should mediate
the intensity with which economic incentives affect regulatory outcomes.

The present work aims to test whether there is a significant correlation between
cultural attitudes toward uncertainty and power inequality, and the administrative
regulations governing new firm creation. To do this, it uses data for 53 countries
collected from a variety of sources. Once constructed, the data set was used to for-
mulate and test a series of hypotheses regarding the correlations between the regula-
tion of entry and a series of economic, political, and institutional variables, as well
as the way such correlations may be affected, or mediated, by variables that measure
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a society’s intrinsic cultural attitudes toward uncertainty and power inequality. Such
hypotheses are tested using regression analysis that allows for interaction, or contin-
gency, effects (see Ayken and West 1991; Jaccard and Turrisi 2003).

The results of the analysis suggest that variation in administrative and screening
procedures toward new firms reflect different levels of wealth, legal traditions and
standards of public governance among countries, lending general support to public
choice theories of regulation, as found by Djankov et al. (2002). However, entry
regulation also reflects the way people in different countries deal with uncertainty
and accept inequality of power in their dealings with government. Moreover, these
intrinsic values act as mediators for the correlation between economic and political
variables, and the regulatory intensity, suggesting that economic regulation theories
have different impacts on regulatory practices depending on culture.

The following section discusses recent studies of the impact of legal traditions
and political institutions on governance, public policy and economic growth; it also
introduces the relevant research on cultural values and cross-cultural psychology —
in particular with regard to societies’ attitudes toward uncertainty and power
inequality. Such discussion provides background for section “Hypotheses Formu-
lation”, which formulates hypotheses for empirical testing with regard to the
correlation between regulatory practices toward new firm entry and political,
economic, legal and cultural variables. Section “Data Used in the Study” gives a
detailed description of the data set assembled for testing the hypotheses. Section
“Estimation Methodology and Results” addresses methodology issues and presents
the results of the empirical analysis. The last section concludes.

2 Background

2.1 Recent Research on Comparative Political Economy

Recently empirical work in comparative economics has started looking specifically
at the significance of differences in ethno-linguistic groups, legal traditions (British
common law, French, German or Scandinavian civil law, and socialist law),
political institutions and inclinations, religious beliefs and practices as determinant
factors of heterogeneity between countries with regard to a variety of issues in
governance and economic performance. Djankov et al. (2002) provide an important
precedent to the present paper by offering a first examination of the data on entry
administrative procedures used here, finding evidence that greater regulatory inten-
sity is associated with lower per capita income, higher levels of corruption, less
democracy and more government intervention, and not with better quality of public
and private goods.

Botero et al. (2004) examined the labor market regulation finding that regulatory
intensity is negatively correlated with wealth and employment rates. Labor regula-
tion is positively correlated with political power of the left and, particularly, with
civil and socialist legal traditions.



58 R. Baptista

The analysis of regulatory intensity and economic performance, based primarily
on factors such as legal tradition (see, for instance Glaeser and Shleifer 2002) and
political institutions (see, for instance Beck et al. 2001), has offered new perspec-
tives for comparing modern economies by suggesting significant factors determin-
ing heterogeneity between countries. Work in this vein explores the relationship
between legal systems and corporate governance (La Porta et al. 1998), and
between legal and political traditions and the “quality of government” with regards
to its “goodness” for economic development (La Porta et al. 1999). Djankov et al.
(2003) examine the efficiency of legal systems and institutions in facilitating
economic activity. Other related work examines the determinants of corruption
(Shleifer and Vishny 1993; Mocan 2004). Barro and McCleary (2003) explore the
relationship between religious traditions, practices and diversity, and economic
growth, while Kaufmann and Kraay (2003) examine the relationship between
governance and growth.

It can be argued that variables influencing heterogeneity between countries such
as legal traditions, political institutions and ethno-linguistic and religious differ-
ences are closely associated with cultural differences between countries. Hence,
cultural values, once defined and measured, may provide additional insight of the
issues included within the scope of this literature stream, particularly since law,
religion and ethnicity do not necessarily translate directly into specific cultural
characteristics such as attitudes toward uncertainty and power inequality (even
though they may be strongly correlated with them).

2.2 Cultural Values and the Field of Cross-Cultural Psychology

An extensive stream of literature considers the impact of differences in cultural
values in the management field. For instance, significant work on the effect of
culture on work motivation and job attitudes emerged (recent examples include
Steers and Sanchez-Runde 2001; and Steers et al. 2004). Work on the influence of
culture on leadership behavior was also undertaken, an important and recent
example being the GLOBE study (House et al. 2004). Cross-cultural research has
questioned the universality of key concepts in management theory with varied
results (see, for instance Schneider and de Meyer 1991; Triandis 1994; Earley and
Singh 1995; Gelektanycz 1997; Trompenaars 1993; Trompenaars and Hampden-
Turner 1998; and Schneider and Barsoux 2002).

An effective way to facilitate the discussion of international differences
between cultural characteristics, is to treat culture within the framework offered
by the concept of “cultural values”. Theoretical work in cross-cultural psychology
reflects the idea that different people and societies face similar issues, goals and
challenges. Cultural values express socially shared, subjective beliefs that refer to
desirable goals and conveys to society or other culturally bounded groups “what is
important, good and desirable” (House et al. 2004). Values transcend specific
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actions and situations, serving as standards to evaluate behavior, people and
events.

In his pioneering work in this field, Hofstede (1980) uses values to represent
dimensions of cultural variation that can be appraised and measured, thus providing
a basis for comparison and hypotheses generation. For each central issue faced by
societies, he defines a cultural value “dimension” that reflects different possibilities
for how members of a society can cope with a problem. Each value dimension
represents a range of possible stances between two opposing limits, illustrated by
four basic issues: individualism; feminism; power distance; and uncertainty avoid-
ance. Of these, the last two are of particular importance for the analysis in the
present work.

Power distance, or inequality refers to the extent to which a society accepts an
unequal distribution of power in social organizations and institutions (such as
government, business, universities, and family) as legitimate or illegitimate.
Uncertainty avoidance refers to the extent to which a society feels uncomfortable
or at ease in risky, unstructured, uncertain or ambiguous situations, particularly
regarding the future, and hence valuing or devaluing beliefs (religion) and institu-
tions (government) that provide certainty and conformity.

Several international studies have introduced a variety of theories and meth-
odologies with regard to cultural value concepts (see, in particular: Trompenaars
1993; Schwartz 1994; Inglehart 1990, 1997; Trompenaars and Hampden-Turner
1998; and House et al. 2004). While displaying significant differences in their
objectives and approaches, in general these studies show that cultural values differ
significantly across countries and across different groups within societies.

2.2.1 Power Distance

A society’s institutional structure can be perceived as reflecting the trade-off
between controlling public disorder, which pushes toward greater government
intervention, and controlling abuse of state discretion, which pushes against gov-
ernmental intervention. Djankov et al. (2004) propose a simple model of institu-
tional structure based on the four most common strategies of institutional control:
private orderings (self-regulation); private litigation; government regulation; and
state ownership. These four strategies can be viewed as points on an institutional
possibility frontier, ranked in terms of levels of government intervention. As
government intervention increases, we can observe progressively diminishing
social costs of disorder and progressively rising social costs of government
intervention.

Different societies display different preferences toward institutional structure
and control. The power inequality intrinsic in a society is probably embedded in its
institutional control practices. The present work proposes that societies with greater
acceptance of power inequality are more likely to rely on stronger forms of
governmental control, and therefore will develop and implement more intense
and demanding regulatory rules and procedures.
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2.2.2 Uncertainty Avoidance

Ever since Knight’s (1921) work, it is common to distinguish between uncertainty
and risk in the social sciences. The term uncertainty is defined in several ways. It is
the lack of information about cause-effect relationships (Lawrence and Lorsch
1967); the inability to assign probabilities as to the likelihood of future events
(Duncan 1972); the inability to accurately predict what the outcome of a decision
might be (Downey and Slocum 1975); or, as Milliken (1987) summarizes, it is the
individual’s perceived inability to predict something accurately.

Uncertainty is a basic fact of life, related to the occurrence of unexpected, unique
events. Individuals experience uncertainty because they believe they lack enough
information or because they feel unable to discriminate between relevant data and
irrelevant data (Gifford et al. 1979). Researchers examined the influence of uncer-
tainty in organizational behavior (March and Simon 1958) and organizational
decision-making (Cyert and March, 1963).

Risk can be seen as a special case of uncertainty, related with specific, unpleas-
ant events (Wennekers et al. 2003). Unlike the wider concept of uncertainty, risk is
often expressed as a percentage or probability, based on past observations of
specific phenomena. Measures of risk can then be weighed against measures of
opportunity and reward. It can be argued that societal uncertainty avoidance is
strongly associated with personal attitudes toward risk. Even though the individual
degree of risk aversion might vary widely within a society, all individuals in
that society should respond to some collective level of “mental programming”
(Hofstede 1980) that manifests itself attitudes toward uncertain situations.
Individuals in societies displaying greater uncertainty avoidance look for structure
in their institutions in order to make events clearly interpretable and predictable.
This structure is often provided by more intense regulation. DeLLuque and Javidan
(2004) define uncertainty avoidance as “the extent to which members of collectives
seek orderliness, consistency, structure, formalized procedures, and laws to cover
situations in their daily lives.” Law, as a way to cope with uncertainty, is perhaps
the mechanism receiving the most attention in the cross-cultural literature.

3 Hypotheses Formulation

To a large degree, regulatory legislation and public administration systems are the
result of historical determinism associated with cultural, legal and political tradi-
tions. Different institutional and legal arrangements represent alternative modes of
dealing with market failure (Glaeser and Shleifer 2002, 2003). In order to shed
light on these relationships, a series of hypotheses are formulated, seeking to
encompass the main findings of the research streams reviewed in this paper as
they apply to entry regulation. Testing these hypotheses should bring out correla-
tions between the intensity of entry regulation and variables associated with a
country’s wealth, legal tradition, political institutions and governance, as well as
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the general cultural attitudes toward risk and uncertainty and power distance, or
inequality.

Djankov et al. (2002) and Botero et al. (2004) found negative correlations
between GDPpc and the regulation of both entry and labor. This is consistent
with the notion that public choice theories of regulation provide a better explanation
of entry regulation than public interest theories. Countries with different levels of
economic development should adopt different regulatory structures. If more regu-
lation is not associated with greater efficiency, then:

Hypothesis 1. There should be a significantly negative correlation between mea-
sures of entry regulation and countries’ wealth.

Countries with different legal traditions use different “institutional technolo-
gies” for social control of business (Djankov et al. 2004). Common law countries,
such as the UK, Canada, the USA and Australia, tend to rely more on markets and
contracts, while civil law countries, such as France, Germany, and Japan, as well as
the Scandinavian and Latin countries, tend to rely on regulation and governmental
intervention. In countries previously under the influence of the Soviet Union., such
as Bulgaria, Poland and the Czech Republic, traces of socialist law, where regula-
tion and government intervention were manifest are still present. One can therefore
predict that:

Hypothesis II. Countries with a common law tradition should display significantly
less entry regulation than other countries.

Public choice theories of regulation suggest that politicians and bureaucrats are
likely to use regulation to obtain benefits in the form of, among others, corruption
payments and campaign contributions, while incumbents may use entry regulation
to protect above normal (monopolistic or oligopolistic) rents. These views suggest
that one should expect greater regulatory intensity from countries where the
checks and balances controlling political power are weaker and the perceptions
regarding government quality and the control of corruption are lower. Moreover,
countries with more regulations usually display a greater weight of unofficial,
unregulated economic activities. This leads to the formulation of the following
hypotheses:

Hypothesis III. There should be a significantly negative correlation between
measures of entry regulation and measures of the separation of powers between
different political institutions (divided government).

Hypothesis IV. There should be a significantly negative correlation between
measures of entry regulation and perceptions of government effectiveness, regu-
latory quality and control of corruption.

Hypothesis V. There should be a significantly positive correlation between
measures of entry regulation and estimates of the weight of the unofficial economy
on countries’” GDP.
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The amount of power inequality a society is willing to accept should affect the
way its political institutions structure and implement regulations. If there is a
greater degree of power inequality inherent in a society’s institutions, laws, rules
and traditions, the greater should be the incentive and the ability of public autho-
rities to discourage change and preserve the current socio-economic structure;
hence, the regulatory burden on new firms should be greater:

Hypothesis V1. There should be a significantly positive correlation between
measures of entry regulation and a society’s acceptance of power inequality, or
power distance.

Different attitudes toward risk and uncertainty affect the way societies perceive
the changes associated with greater degrees of innovation and firm turnover usually
brought about by higher levels of new firm entry (see Caves 1998 for a review on
the issue of firm entry and mobility). Societies that are more inclined to avoid
uncertain outcomes should regulate entry more, hence:

Hypothesis VII. There should be a significantly positive correlation between
measures of entry regulation and a society’s uncertainty avoidance.

Furthermore, being intrinsic to each society, cultural variables may act as
mediators of the correlations observed between measures of entry regulation and
other variables, i.e. one should expect a significant interaction between cultural and
economic, legal and political variables, making the relationship between entry
regulation and the latter variables dependent on the values of the cultural variables.
This leads to a final hypothesis:

Hypothesis VIII. The correlation between measures of entry regulation and
economic, legal and political variables should depend significantly on the values
assumed by the measures of uncertainty avoidance and power inequality/distance.

4 Data Used in the Study

In order to test the hypotheses formulated above, the present study put together a
data set originating from a variety of sources. 1999 data on entry regulation was
assembled and reported by Djankov et al. (2002)." It records the number of
administrative procedures required of new entrants, as well as the amount of time
and the cost of following these procedures, for a standardized type of new business
in a cross section of 85 countries. The data describe legal requirements that need to

'A comprehensive version of the data set, including detailed information on the nature of
entry regulation procedures for each country and on how specific data collection and assembly
problems were dealt with can be found in: http://post.economics.harvard.edu/faculty/laporta/
papers/data.pdf.
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be met before a business can officially open its doors, the official cost of meeting
these requirements, and the minimum time it takes to meet all requirements.

Specifically, the present study considers two variables: the number of official
procedures required (NPROC) and minimum time required (TIME). The data
collected by Djankov et al. (2002) include no measures for extra delays due to
corruption and administrative inefficiencies that would further raise the entry costs.

TIME increases at a rate greater than NPROC. This suggests that increasing the
number of entry procedures increases the time taken to complete all the procedures
exponentially, even though these delays are not associated with corruption and are
just a result of more demands on the entrepreneurs and public officials. This
motivates examining the relationship between entry procedures and public percep-
tions of governance and regulatory quality, and the way it may be affected by
cultural variables (in particular, the acceptance of power inequality). Histograms
depicting frequency distributions” show that both variables are normally distributed
for the present data set.

The data on entry regulation procedures is coupled with data on national cultural
value scores based on Hofstede (2001). Using Hofstede’s terminology, data on
cultural value scores focus on power distance (PDI), the acceptance of power
inequality in society, versus uncertainty avoidance (UAI). Cross-cultural psycholo-
gy studies use questionnaires to elicit the participant’s evaluation of the various
values hypothesized by theory. Questionnaires must cover a large sample covering
a number of different cultures/countries in order to verify that the value types are
actually universal. Substantial samples are needed in each country to yield reliable
estimates of national cultural orientations. Hence, representative surveys of cultural
values covering a significant amount of countries are costly, and consequently rare.

The cultural value scores reported by Hofstede (1980, 2001) result from a project
designed audit morale among IBM employees, incorporating responses from over
117,000 respondents in 50 countries in the period from 1967 to 1973. This research
has since gone through several updates, increasing the number of nations covered
and considering additional cultural value dimensions such as the need/propensity to
plan for the future. However, as more cultural value dimensions are considered
the probability of significant collinearity between the scores for different dimen-
sions is likely to increase, thus making empirical analysis based on the scores less
reliable. Even though the cultural variables reflecting uncertainty avoidance and
power inequality correspond to indices based on data originally collected some
three decades ago, it should be pointed out that these indices have gone through
considerable updates since then, which are reflected in the results published in
Hofstede (2001).

Hofstede’s work has endured criticism (see, for instance, Gernon and Wallace
1995; Jackson 1997; and, more recently, House et al. 2004). In particular, the
concept of uncertainty avoidance has been criticized on two counts: neutrality
and interpretation (D’Irbarne 1997). Neutrality refers to the fact that while two

2Histograms are not presented here, but are available from the author upon request.
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cultures may have the same level of uncertainty avoidance they may have different
ways to cope depending upon their culture (Schneider and de Meyer 1991).
Interpretation refers to the fact that other cultural variables make the picture more
complex. For example, in Italian culture the letter of the law is taken less seriously
than in American culture, which causes Italians to take for granted the qualifiers in
the question “rules should not be broken, even when the person thinks it is in
society’s best interest” while the Americans would not (D’Irbarne 1997). In addi-
tion, as Hofstede (1980, 2001) himself recognizes, the scope of his measures was
restricted by the available data, which was originally collected for a different pur-
pose. However, works such as those of Franke (1987), Bond (1988) and Hofstede
(2006) show significant correlations between the cultural factors or measures
found by subsequent studies and Hofstede’s original cultural value dimensions. In
particular, (2001), argues that Hofstede’s cultural value concepts have remained
relevant and operational when explaining cross-country variations in matters asso-
ciated with corporate governance.

Assembling data from the two aforementioned sources — Djankov et al. (2002)
and Hofstede (2001) — leads to a data set comprising 53 observations (countries).
This data set does not include any African or Middle Eastern countries, but still
provides a reasonable cross-section of cultural variables and approaches to entry
regulation. Table 1 presents variable definitions and descriptive statistics. Mean
centering has been performed whenever the reported mean equals zero.

In order to control for the relationship between economic development and entry
regulation levels, data for each country/geographical area per capita GDP (GDPpc)
was obtained from the World Bank’s World Development Indicators® from 1999 —
the same year as the entry regulation data.

The correlation between regulatory intensity and legal tradition is tested using
data concerning legal origin, which identifies the legal origin of the Company Law
or Commercial Code of each country. There are five possible origins: English
common law; French Commercial Code (French civil law); German Commercial
Code (German civil law); Scandinavian Commercial Code (Scandinavian civil
law); and socialist/communist laws. Data was obtained from La Porta et al.
(1998). Two dummy variables were constructed: the first, LOUK, assumes the
value one for English common law countries, and zero for all other countries; the
second, LOSOC, assumes the value one for socialist/communist law countries and
zero for all others. Hence, regression coefficients for these variables estimate
the variation in regulatory intensity that results from a country having either
common law or socialist law, when compared to civil law countries.

In order to test the hypotheses regarding the relationship between the extent of
entry regulation and the limits to executive political discretion, a measure of the
level of checks and balances in each country is required. Data concerning this
variable was obtained from the World Bank Database of Political Institutions (DPI).
This database is analyzed at length in Beck et al. (2001) and covers 177 countries

3 www.worldbank.wdionline.com.
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Table 1 Variable definitions and descriptive statistics
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Variable Definition Descriptive Data source
statistics®
NPROC Number of procedures that a start-up 0 Djankov et al. (2002)
has to comply with in order to 4,417
obtain legal status (mean centered) 53
TIME The time it takes to obtain legal status 0 Djankov et al. (2002)
to operate a firm, in business days 30,555
(mean centered) 53
PDI Power inequality/distance index (mean 0 Hofstede (2001)
centered) 22,817
53
UAI Risk aversion/uncertainty avoidance 0 Hofstede (2001)
index (mean centered) 24,700
53
LNGDPPC Natural logarithm of per capita gross 9,078 Computed from World Bank
domestic product for 1999 1,380 World Development
53 Indicators Database
LOUK Dummy variable assuming the value 1 0.264 La Porta et al. (1998)
for countries with English common 0.445
law origin and O otherwise 53
LOSOC Dummy variable assuming the value 1 0.170 La Porta et al. (1998)
for countries with socialist/ 0.379
communist law origin and 53
0 otherwise
DIVGOV  Probability that two randomly chosen  0.564 World Bank Database of
deputies will belong to a different  0.230 Political Institutions
party in a given year (1975-1995) 53
REGQLT  Public perceptions of the incidence of 0.747 World Bank Database of
market-unfriendly policies, 0.672 Governance Indicators
inadequate supervision and burdens 53
imposed by
Excessive regulation — increases as
these perceptions decrease (mean
centered).
UNOFEC Estimates of the size of the shadow 26,255 Djankov et al. (2002)
economy as a percentage of GDP 12,971
(varying time periods) 53

“The values presented are the mean, standard deviation and number of observations, in this order

over 21 years, 1975-1995. Among the variables introduced in the DPI data set are
several measures of checks and balances, political tenure, and stability; identifica-
tion of party affiliation with government or opposition; and fragmentation of
opposition and government parties in legislatures.

The variable selected to represent the pervasiveness of checks and balances
throughout the political system measures the level of “divided government” (DIV-
GOV), i.e. the probability that two randomly chosen deputies will belong to a
different party in a given year. Hence, it takes the value of zero if there are no
opposition party seats.
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In order to examine the relationship between regulatory intensity and public
perceptions of the quality of public governance, in regard to political stability,
regulatory effectiveness and control of corruption, the present paper turns to a
different World Bank data set, that of Worldwide Governance Indicators.* The
creation of this data set is described extensively in Kaufmann et al. (2003, 2007).
These authors present estimates of six dimensions of governance covering 199
countries and territories for four time periods: 1996, 1998, 2000, and 2002. These
indicators are based on several hundred individual variables measuring perceptions
of governance which are assigned to categories capturing key dimensions of
governance. An unobserved components model is then used to construct six
aggregate governance indicators: voice and accountability; political stability; gov-
ernment effectiveness; regulatory quality; rule of law; and control of corruption.
Point estimates of the dimensions of governance as well as the margins of errors are
presented for each country for the four periods.

Even though the Worldwide Governance Indicators reflect different realities
of public governance, point estimates (and their averages over the four time
periods) tend to be highly correlated with each other.” Accordingly, using more
than one measure to account for perceptions of the quality of public governance
would cause multicollinearity problems. For the purposes of the present study,
the regulatory quality indicator (REGQLT) is used as the measure of good
governance. Its high correlation with corruption control indices® means that
conclusions can also be drawn with regard to the association between regulatory
intensity and corruption.

Finally, in order to examine the correlation between entry regulation and the
extent of the unofficial economy, estimates of the size of the shadow economy as a
percentage of GDP (varying time periods) were obtained from Djankov et al.
(2002).”

The variables concerning the levels of risk aversion/uncertainty avoidance
and the acceptance of power inequality/distance assume that cultural values are
homogeneous across entire countries. Homogeneity might be conditioned by the
diversity in ethnic origin and social upbringing within the same country. Hence, it
was deemed relevant to include in the regressions a control variable that would
reflect “ethnolinguistic fractionalization”. This variable was obtained from La
Porta et al. (2004) and represents the average value of different indices of

*www.worldbank.org/wbi/governance/govdata2002/.

SFor instance, the correlation between the values of the regulatory quality and the control of
corruption indices (averaged over the four observations) for the sample of 53 countries used in the
present work is 92,4%. The correlation between the regulatory quality and government effective-
ness indices is 92.1%.

5The high correlation levels between regulatory quality and control of corruption reported above
remain if corruption perceptions measures obtained from other sources — such as the corruption
perceptions index from Transparency International (http://www.transparency.org) — are used.
"These authors’ estimates were computed mainly from data in Schneider and Enste (2000).
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ethnolinguistic variety.® The more significant of these indices are: the probability
that two randomly selected people from a given country will not belong to the
same ethnolinguistic group; probability of two randomly selected individuals
speaking different languages; percent of the population not speaking the official
language; and percentage of the population not speaking the most widely used
language.

However estimation results were not significantly changed by the inclusion of
this last variable. In fact, not only did the ethnolinguistic fractionalization variable
have an insignificant effect on entry regulation, but its inclusion in the regressions
did not affect the significance and signs of the two cultural variables (UAI and PDI).
Hence, it was decided to omit this variable from the reported results.

5 Estimation Methodology and Results

5.1 Methodological Issues

The nature of the data and the methodology adopted in the present study — testing a
set of hypotheses encompassing the main findings of the more relevant literature —
lends itself to the use of multiple regression analysis. Simple multiple regression
(OLS) procedures are appropriate for testing the hypotheses formulated in the
previous section, including that regarding interaction effects between cultural
scores and other variables.

For estimation of the correlation between the intensity of entry regulation and
the different variables hypothesized, NPROC and TIME are used as dependent
variables. In order to maintain focus on the hypotheses being tested, particularly
with regard to the interaction between cultural values and other variables, the
dependent variables, as well as the cultural value variables, were transformed
through mean centering. This transformation (making the mean of each trans-
formed variable equal to zero) facilitates the interpretation of interaction effects.
Whenever heteroskedascity was detected, the estimation of covariance matrix was
corrected using White’s (1980) procedure.

Two methodological issues need to be addressed beforehand. First, one should
expect a strong positive correlation between some of explanatory variables, particu-
larly with regard to the relationship between country wealth, as measured by LNG-
DPPC, and variables representing governance quality, political checks and balances,
law origin and cultural attitudes toward power inequality and risk/uncertainty. Table 2
displays the correlations between all the explanatory variables used the study.

In general, correlation coefficients between explanatory variables are not very
high, so collinearity should not significantly affect the results. Acceptance of power

8The methodology for the construction of the data reported by these authors can be found in
Easterly and Levine (1997).
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Table 2 Variable correlation matrix
PDI UAI LNGDPPC LOUK LOSOC DIVGOV REGQLT UNOFEC

PDI 1.000  0.194  —-0.507 —0.253 0.343 —-0.229  —-0.580  0.508
UAI 0.194 1.000 —0.102 —0.509 0.085 0.280 —-0.112  0.384
LNGDPPC -0.507 —0.102 1.000 0.072  —0.483 0367 0.512 —0.532
LOUK —0.253 —-0.509 0.072 1.000 -0.271 -0.135  0.158 —0.142
LOSOC 0343 0.085 —0.483 —0.271 1.000 —-0.442 0333  0.002
DIVGOV  —-0.229 0.280 0.367 —0.135 —0.442 1.000 0.168 0.050
REGQLT -0.580 —0.112 0.512 0.158  —0.333 0.168 1.000 —0.459
UNOFEC 0.508 0.384  —0.532 —0.142 0.002  0.050 —0.459  1.000

inequality is negatively correlated with perceptions of regulatory quality, suggesting
that when individuals accept greater distance from political decision-making, such
distance leads to a predisposition to judge government quality negatively. However,
since greater power inequality is also correlated with lower levels of income, such
judgment may be generally correct. It is also worth mentioning the existence of a
negative correlation between uncertainty avoidance in society and the existence of an
English common law tradition (—51%), suggesting that greater reliance on market
mechanisms and courts is associated with a culture of less risk aversion.

A second issue which requires addressing is that of causality. Even though
causality cannot be extracted from what is in essence cross-section data, it is
reasonable to assume that the main features of a regulatory system are to a
significant extent a result of a cumulative process, associated with historical
determinism and legal and political tradition as much as with economic interests.
Cultural values should therefore influence regulation regardless of specific
moments in time. It is submitted that this contributes to the validity of the present
study, although the data only allow for simple correlation analysis, and any
conclusion about causality is seriously limited.

6 Results

Table 3 presents the results of estimation for both NPROC and TIME using all
explanatory variables selected to test the hypotheses postulated in section “Hypoth-
eses Formulation” (Complete Model).

The significant negative coefficients displayed by LNGDPPC, LOUK and
REGQLT for both measures of regulatory intensity lend support to hypotheses I,
I and IV. However, the results do not support hypothesis III, suggesting that the
pervasiveness of checks and balances in the political system is not significantly
associated with the intensity of entry regulation.” Hypothesis V, regarding a

°Similar results were achieved when using other variables to account for checks and balances,
such as the number of political agents with veto power and the longest tenure of a veto player (also
from the DPI).
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Table 3 Regression results: complete model®
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NPROC (OLS) TIME (OLS)
Number of Observations 53 53
R? 76.36% 63.69%
F 17.61 10.37
Constant 15.138 (0.001) 8.240 (0.028)
LNGDPPC —0.851 (0.031) —3.508 (0.036)
LOUK —3.814 (0.000) —19.730 (0.001)
LOSOC —2.060 (0.149) —2.301 (0.826)
DIVGOV —1.217 (0.509) —11.133 (0.398)
REGQLT —2.433 (0.001) —22.570 (0.000)
UNOFEC 0.113 (0.007) 0.462 (0.263)
PDI 0.065 (0.003) 0.384 (0.016)
UAI 0.057 (0.003) 0.013 (0.929)

“Values between parentheses are p-values. Coefficients in bold are significant at the 95% confi-
dence level

positive relationship between regulatory intensity and the weight of the shadow
economy is supported when the dependent variable is NPROC; however, the
UNOFEC variable has no significant effect on TIME.

Results show that the degrees of a country’s uncertainty avoidance and power
distance both have a significant positive correlation with NPROC, thus confirming
Hypotheses VI and VII. However, only Hypothesis VI is supported for the variable
TIME: acceptance of power inequality is associated with longer times to fulfill the
required entry regulation procedures — likely due to a lower efficiency of public
institutions, which may be associated with power distance.'”

6.1 [Interaction Effects

In order to examine interaction effects between the cultural variables — risk aversion
and acceptance of power inequality — and other relevant variables within the
framework of linear regression, the present study conceptualizes interaction effects
in terms of moderated relationships (Jaccard and Turrisi 2003). Given a dependent
variable Y, an explanatory variable X and a interaction variable Z, an interaction
effect is said to exist when the effect of the explanatory variable on the dependent
variable (regression coefficient) differs depending on the value of the interaction
variable Z.

19As previously pointed out, the correlation coefficient between regulatory quality and power
distance is high and negative (—58%). Since other governance quality indicators such as govern-
ment effectiveness, voice and accountability and control of corruption are all positively and very
significantly correlated with regulatory quality, there will also exist a negative relationship
between such indices and power distance/inequality.
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Assuming a simple linear model for the relationship between the dependent
variable Y and variables X and Z:

Y = a +b,X +bZ +e. (1)

Equation (1) displays the simple “main effects” regression model where e is the
normally distributed residual. If one assumes that the relationship between Y and X
is moderated by Z through a linear relationship'', this means that:

b = by + byZ )

According to this formulation, for every unit change in Z, the value of the
regression coefficient b; is assumed to change by bs units. Substituting (2) in (1)
we have:

Y = a + (b() +b3Z)X +b2Z +e (3)
which finally yields:
Y = a +bpX +bZ +b3XZ +e 4)

Equation (1) shows the interaction regression model in which the effect of an
explanatory variable X on the dependent variable Y is said to be a linear function
of a interaction variable Z. Of course, the model in (4) can be generalized in order
to include multiple interactions in which the effects of several explanatory
variables (country wealth, governance quality, legal origin, etc.) on a dependent
variable (regulatory intensity) are moderated by another variable (power distance/
inequality or risk aversion/uncertainty avoidance). In order to analyze the signifi-
cance of interaction effects, one can simply estimate the main effects model
(without the product terms) and the interaction model (with the product terms)
through ordinary least squares and compare their respective performances
through a simple F test (Ayken and West 1991; Jaccard and Turrisi 2003). In
order to simplify the analysis, only the variables found to be significant in the
complete model are now included in the main effects models. This means that, for
the dependent variable TIME, only interaction effects for PDI are examined,
since UAI was found not to be significantly correlated with that dependent
variable.

Table 4 displays the results of main effects and interaction effects models for the
dependent variable NPROC. Interaction effects are examined separately for PDI
and UAL Results do not change considerably when considering product terms for
both variables together. Hence, the analysis of the interaction effects which follows
focuses on the results for the models considering interaction effects for the two

"'Evidently, the interaction or moderating effect does not have to assume a linear form. However,
this assumption means that the new model with interaction effects will remain linear.
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Table 4 Regression results: main effects and interaction models®
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NPROC (OLS)

R? 66.98% 82.94% 66.77% 81.62%

F 19.07 32.54 18.89 32.05

Models Main effects with  Interaction with ~ Main effects with  Interaction with
PDI PDI UAI UAI

Constant 7.312 (0.045) 14.23 (0.002) 10.77 (0.000) 8.528 (0.022)

LNGDPPC —0.378 (0.017) —1.131 (0.008) —0.665 (0.012) —0.408 (0.038)

LOUK —4,572 (0.000) —4,799 (0.000) —3,716 (0.000) —5.245 (0.000)

REGQLT —2,171 (0.004) —1,531 (0.006) —3,071 (0.000) —3,613 (0.000)

UNOFEC 0.036 (0.027) 0.047 (0.063) 0.053 (0.049) 0.042 (0.069)

PDI 0.059 (0.010) 0.405 (0.122)

UAI 0.050 (0.008) 0.023 (0.863)

PDIXLNGDPPC 0.055 (0.025)

PDIXLOUK 0.001 (0.979)

PDIXREGQLT —0.072 (0.013)

PDIXUNOFEC 0.008 (0.971)

UAIXLNGDPPC 0.016 (0.318)

UAIXLOUK 0.093 (0.035)

UAIXREGQLT —0.032 (0.219)

UAIXUNOFEC —0.001 (0.355)

“The number of observations is 53 for all models. Values between parentheses are p-values.
Coefficients in bold are significant at the 95% confidence level

variables separately; Table 5 reports the results of the main effects and interaction
models for NPROC considering interaction effects for both PDI and UAI simulta-
neously. Results of main effects and interaction effects models for the dependent
variable TIME, considering PDI as the interaction variable, are also reported in
Table 5.

In all the cases under analysis, the F test comparing the main effects model with
the corresponding interaction model including product terms rejects the null
hypothesis.'? Hence, Hypothesis VIII formulated in Sect. 3 of this paper is sup-
ported by the analysis.

Interpretation of the coefficients estimated for the interaction models is fairly
straightforward. Keeping (4) in mind, the total effect of the explanatory variable X
on the dependent variable Y is given by:

boX +b3XZ = (by + b3Z)X (5)

Hence, the predicted variation in the dependent variable Y when X increases by
one unit is given by by+bsZ, i.e. the effect of X on Y will depend not just on the two
regression coefficients, but also on some parameterized value of Z. If Z=0, the
effect of X on Y will be given by by. This result is particularly interesting since

I2F tests results are not reported here. The values for the R and the F statistic are presented for
each model in Tables 4 and 5.



72 R. Baptista
Table 5 Regression results: main effects and interaction models®
NPROC (OLS) TIME (OLS)
R? 78.35% 91.29% 57.63% 69.32%
F 25.06 41.79 12.79 26.97
Models Main Effects with PDI Interaction with PDI Main Effects Interaction
and UAI and UAI with PDI with PDI
Constant 8,957 (0.001) 10.40 (0.029) 17.61 (0.485) 18.94 (0.016)
LNGDPPC —0.466 (0.044) —0.700 (0.002) —4,081 (0.034) —4,490
(0.029)
LOUK —3,171 (0.000) —4,186 (0.000) —18,979 —17,599
(0.020) (0.028)
REGQLT —2,333 (0.002) —2,537 (0.000) —17,902 —18,084
(0.001) (0.044)
UNOFEC 0.079 (0.041) 0.057 (0.158)
PDI 0.062 (0.021) 0.181 (0.308) 0.252 (0.035)  0.033 (0.953)
UAI 0.053 (0.000) 0.044 (0.701)
PDIXLNGDPPC 0.033 (0.050) —0.059
(0.041)
PDIXLOUK 0.022 (0.469) 0.351 (0.386)
PDIXREGQLT —0.094 (0.000) —0.186
(0.029)
PDIXUNOFEC 0.001 (0.594)
UAIXLNGDPPC 0.019 (0.140)
UAIXLOUK —0.074 (0.039)
UAIXREGQLT —0.039 (0.218)
UAIXUNOFEC —0.001 (0.400)

“The number of observations is 53 for all models. Values between parentheses are p-values.
Coefficients in bold are significant at the 95% confidence level

the sample average for the two interaction variables, PDI and UAI, is zero, since the
cultural value scores on power inequality/distance and risk aversion/uncertainty
avoidance were mean centered. It is therefore quite easy to calculate the value for
the total interaction effect of the significant explanatory variables on NPROC and
TIME. Table 6 presents the effects calculated for the relevant (significant) cases
considering three possible values for PDI and UAI: the mean (zero) and plus or
minus one standard deviation.

Departing from the value of the interaction effect when PDI equals its mean
(zero), it is possible to verify that the acceptance of power inequality has a negative
interaction effect on country income: the negative correlation between LNGDPPC
and both measures of the intensity of entry regulation, NPROC and TIME, becomes
weaker when PDI increases and stronger when PDI decreases. The PDI variable has
the opposite interaction effect on perceptions of governance quality: the negative
correlation between REGQLT and both NPROC and TIME becomes stronger when
the acceptance of power inequality/distance in society increases. The interaction
effect of uncertainty avoidance on the legal origin variable corresponding to
English common law is negative: the negative correlation between LOUK and
NPROC is weakened when UAI increases.
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Table 6 Total interaction effects of PDI and UAI on NPROC and TIME
Explanatory Dependent  Value for the interaction Value for the interaction Total

variable variable variable PDI variable UAI interaction
effect
LNGDPPC NPROC +One Std. Dev. 0.127
Mean —1,131
—One Std. Dev —2,389
LNGDPPC TIME +One Std. Dev. —3,144
Mean —4,490
—One Std. Dev —5,836
REGQLT NPROC +One Std. Dev. —3,166
Mean —1,531
—One Std. Dev 0.104
REGQLT TIME +One Std. Dev. —22,329
Mean —18,084
—One Std. Dev —13,839
LOUK NPROC +One Std. Dev. —2,938
Mean —5,245
—One Std. Dev —7,551

7 Concluding Remarks

The present paper tests a series of hypotheses regarding the correlation between
entry regulation in different countries and economic, political and cultural vari-
ables. The hypotheses tested were derived from the growing literature on compara-
tive political economy and from views on how a society’s risk aversion and
acceptance of power inequality in its political processes and institutions, variables
intimately associated with fundamental cultural values, may contribute to shape a
country’s regulatory system.
Evidence supports the following hypotheses:

1. There should be a significantly negative correlation between measures of entry
regulation and countries’ wealth

2. Countries with a common law tradition should display significantly less entry
regulation than other countries

3. There should be a significantly negative correlation between measures of entry
regulation and perceptions of government effectiveness, regulatory quality and
control of corruption

4. There should be a significantly positive correlation between measures of
entry regulation and estimates of the weight of the unofficial economy on
countries” GDP

5. There should be a significantly positive correlation between measures of
entry regulation and a society’s acceptance of power inequality, or power
distance
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6. There should be a positive correlation between measures of entry regulation and
a society’s uncertainty avoidance

7. The correlation between measures of entry regulation and economic, legal and
political variables should depend significantly on the values assumed by the
measures of uncertainty avoidance and power inequality/distance.

This last hypothesis was tested using regression models including linear interac-
tion effects taking the two culture-based variables, risk aversion and acceptance of
power inequality, as interaction variables. According to the results, increasing
power inequality in societies tends to reinforce the negative correlation between
regulatory intensity and perceptions of good public governance, probably because
individuals feel greater distance from decision making processes. However, in-
creasing power inequality in societies reduces the negative correlation between a
country’s per capita income and the intensity with which entry is regulated. This
means that a country with greater levels of power inequality should have stricter
regulations for new entrants than a country with similar wealth but less power
inequality.

The paper also finds that low uncertainty avoidance is strongly associated with
the prevalence of English common law. While countries with this legal tradition
tend to have less entry regulation, this effect is reinforced because the society’s
propensity to avoid risk is lower.

The empirical work found that, regardless of economic development level, there
is a significant correlation between cultural heterogeneity amongst countries and
entry regulation practices as regards both the number of procedures required and the
minimum time required to complete those procedures. One can then argue that the
embedded cultural values play a role in determining how politicians, bureaucrats
and private interests (incumbents and entrepreneurs) interact to mold entry regula-
tion. Such influence is likely to occur, at least in part, through the gradual shaping of
legal political and governance systems.

Greater acceptance of inequality of power within society, and therefore greater
reliance on government institutions, is connected with higher levels of regulation.
In addition, reduced propensity to risk-taking — leading to the need to avoid
uncertain outcomes such as the ones that may result from high levels of entry and
market re-structuring — also leads individuals to rely more on government. Higher
levels of entry regulation thus appear to emerge as a response from government
institutions (whether the power is exerted mostly by politicians or bureaucrats) to
societies’ needs deriving from basic cultural values.
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Chapter 5
Prior Knowledge and Entrepreneurial
Innovative Success

Uwe Cantner, Maximilian Goethner, and Andreas Meder

Prior knowledge and innovative success (not published)

1 Introduction

Cohen and Levinthal (1990) argue that there is a knowledge-based barrier to enter
new markets where a certain level of knowledge is a prerequisite to being able to
recognize and interpret new external information. This is particularly true for
technologically dynamic industries and emerging markets. Accordingly, new busi-
ness formation — and the setting up of a new, innovative firm in particular — is not
widespread and ubiquitous phenomenon, but of rather rare occurrence. It only
emerges when specific opportunities for entrepreneurial profits such as market
inefficiencies or newly discovered scientific insights meet prior knowledge of
potential entrepreneurs, thus, triggering opportunity exploitation by means of new
venture creation. Given that an opportunity for entrepreneurial profits exists, an
individual can earn this profit only if he recognizes that the opportunity exists
and is of any value (Shane and Venkataraman 2000). According to Austrian eco-
nomists, no two actors share all the same knowledge or information about, e.g., a
particular scarcity, a new producer or a new method of production (Hayek 1945;
Venkataraman 1997). Hence, different people will discover different opportunities
because they possess different prior knowledge. The entrepreneur’s prior knowl-
edge further influences the relative success of the entrepreneurial outcome. Recent
contributions in the literature argue that survival and performance of new firms are
fundamentally shaped by prior experience of the entrepreneurial person (Carroll
et al. 1996; Klepper and Sleeper 2005; Helfat and Lieberman 2002). They bring
their knowledge and experience gathered through previous occupational episodes to
the new firm. The technological expertise the entrepreneur alienates to the new firm
may, in addition, determine the new firm’s innovative success.
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By using patent data statistics and information gathered from the German
“Handelsregister” this paper analyzes the influence of prior knowledge on innova-
tive success, measured as the probability that the entrepreneur files a patent
subsequent to firm formation. In order to do so, the next section reflects upon the
literature on entrepreneurial prior knowledge to derive a set of testable hypotheses.
The third section introduces the data sources and variables as well as a description
of the data used in the analysis. Empirical results are presented and discussed in
the fourth section. The paper concludes with remarks on future work that remains to
be done.

2 Entrepreneurial Opportunity and Prior Knowledge

Following the trail of issues raised by Austrian scholars, entrepreneurship is both
alertness to new entrepreneurial opportunities and the sequence of innovative
actions following the discovery of an opportunity. To put it another way, innovative
action is based on opportunity discovery, which cannot occur without alertness.
Hence, if the entrepreneur is truly alert, he discovers profit opportunities and acts
upon them (Koppl and Minniti 2003). By contrast, if a discovered opportunity is not
followed by any action, the entrepreneur probably was not able to act, either due to a
lack of knowledge, lack of will or lack of vision. Possibly, it was not a profit
opportunity worth pursuing, at least not for the particular entrepreneur (Koppl and
Minniti 2003). Not surprisingly, Shane and Venkataraman (2000) posit that a unique
aspect of entrepreneurship research pertains to the questions of how, why and when
individuals recognize opportunities for business creation while others do not.

The modern theory of entrepreneurship holds that opportunities are real and
independent of the entrepreneurs that perceive them (Acs et al. 2005). Entrepre-
neurial opportunities may appear as imprecisely defined market needs or as un- or
underemployed resources or capabilities (Kirzner 1997). Underutilized or unem-
ployed resources as well as new capabilities may offer possibilities to successfully
introduce new goods, services and raw materials that can be sold at a profit (Casson
1982; Shane and Venkataraman 2000). But, “opportunities rarely present them-
selves in neat packages. They almost always have to be discovered and packaged.”
(Venkataraman 1997). In this respect, Shane (2000) argues that people possess
different information and beliefs, and as a result some actors recognize opportu-
nities that others cannot yet see. Therefore, for entrepreneurship to occur, resource
owners must not share the particular entrepreneur’s beliefs and information, as they
would try to capture the entrepreneurial profit by adjusting the price of resources
to the point where the entrepreneurial profit would be eliminated (Shane and
Venkataraman 2000). Likewise, if other entrepreneurs possessed the same beliefs
and information, competition would eliminate the entrepreneurial opportunity
(Schumpeter 1934).

However, simply being in possession of valuable information is insufficient
for entrepreneurship (Venkataraman 1997). Thus, another central question most
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notably for our concern is what triggers the search for and exploitation of oppor-
tunities in some actors, but not in others. To give answers, Venkataraman (1997)
centers the actors’ distinctive stocks of information acquired through each indivi-
dual’s own circumstances including occupation, on-the-job routines, social rela-
tionships and daily life. Accordingly, no two actors share all the same knowledge or
information about e.g. a particular scarcity, an invention or a new method of
production (Hayek 1945; Venkataraman 1997). This prior related knowledge con-
fers to the recipient an ability to recognize the value of new knowledge and
information, assimilate it and apply it to commercial ends (Cohen and Levinthal
1990; Venkataraman 1997). Shane (2000) as well as Shane and Venkataraman
(2000) elucidate that each actor’s idiosyncratic prior knowledge creates mental
schemata. These provide a frame of reference, the “knowledge corridor” (Ronstadt
1988), which influences the entrepreneur’s ability to comprehend, extrapolate,
interpret and apply new information in ways that those lacking that prior informa-
tion cannot replicate. Accordingly, even if information about newly discovered
scientific insights and techniques is open to public, only a subset of actors will
possess prior knowledge that is complementary with this new information and,
thus, triggers the discovery of a particular entrepreneurial opportunity (Shane and
Venkataraman 2000).

3 Prior Knowledge and Experience as Pivots of Success

All prospective entrepreneurs possess specific knowledge and skills acquired by
their past occupational activities and their educational background. As mentioned,
this can be of value in searching for new business opportunities as well as in the
day-to-day running a firm (Shane 2000). Thus, the primary assets of new businesses
are the capabilities and routines embodied in their founders (Hannan and Freeman
1986). The central argument of recent contributions in the literature is that survival
and success of these new ventures are fundamentally shaped by the prior experience
of the entrepreneur (Carroll et al. 1996; Klepper 2001; Helfat and Lieberman 2002).
Moreover, it is argued that not resources and capabilities alone affect the likelihood
of new venture success, but rather it is the match between the market entered and
the start-up’s pre-entry experience and capabilities that matter. Empirical findings
suggest that the greater the similarity between pre-entry firm resources and required
resources in an industry, the more likely a firm will enter that particular industry,
and the greater the likelihood of firm survival and prosperity (Helfat and Lieberman
2002; Dahl and Reichstein 2005).

Reviewing the findings on the farm tractor industries Buenstorf (2006) suggests
that the performance of diversifying entrants may not primarily have been caused
by technological capabilities. Diversifiers’ decisive competitive advantage may
have been a close knowledge of customer needs and potential demand for products
as they could draw from almost the same customer base in the new industry. Hence,
their pre-entry experience enabled the new competitors to introduce commercially
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successful product innovations. This is in line with conclusions Shepherd and
DeTienne (2005) draw from a study that relates the entrepreneur’s prior knowledge
to entrepreneurial opportunity identification. They assert that those entrepreneurs
with more in-depth prior knowledge of customer problems identified more oppor-
tunities and opportunities with a higher degree of innovativeness. Having prior
knowledge of customer needs, thus, relates to a concerted awareness of market
inadequacies and to a superior creative tension (Shepherd and DeTienne 2005).
Kakati (2003) observed that the development of a new technology or product
does not necessarily lead to commercial success for firms operating in emerging
markets. Rather, the presence of diversified skills and capabilities in which techno-
logical expertise is balanced with organizational skills in areas such as manage-
ment, marketing, personnel, and accounting, are likely to positively affect the new
venture’s performance. Technological experience is certainly important to obtain
innovation, but the innovative success also depends on the entrepreneur’s capacity
to assemble, coordinate, manage and execute resources and processes within and
between firms (Briiderl and Preisendorfer 1998). As learning is an important source
of human capital, such organizational knowledge and skills are best acquired by
being an entrepreneur (Westhead and Wright 1998). Comparing the performance of
habitual and novice entrepreneurs, Westhead and Wright (1998) spot entrepreneur-
ial pre-entry experience to be a crucial determinant for higher chances for firm
survival and success. The trial-and-error process which took place during prior self-
employment may be the best preparation for the current entrepreneurial role
(Briiderl and Preisendorfer 1998). Enterprising individuals who have previously
been involved in entrepreneurship can rely on already existing business contacts
and profit from an established legitimacy with financiers, customers and suppliers
(Shane and Khurana 2003; Metzger 2007). Furthermore, the experience of bank-
ruptcy or voluntary firm exit can be deemed to be a special type of business
ownership experience, which might have a specific effect on the current innovative
success of an entrepreneur. As indicated by these arguments, we hypothesize that:

Hypothesis 1. The entrepreneur’s prior market and organizational prior know-
ledge enhances the probability of being successfully innovative subsequent to firm
formation.

Before technological change leads to entrepreneurial innovative success in
terms of marketable products and services or more efficient processes, entrepre-
neurs have to discover opportunities in which to exploit the invention (Shane 2000).
However, new scientific insights that may pave the way for successful innovations
can be complex, tacit and embodied within the entrepreneurial person (Pavitt 1991;
Dasgupta and David 1994). Therefore, some familiarity with the inventor’s techno-
logical knowledge is a prerequisite to recognize a certain entrepreneurial opportu-
nity inherent in the new technology. Logically, the inventor holding tacit
knowledge about his invention should be best suited to conduct the entrepreneurial
role (Shane 2004). In the same line, Shane (2000) emphasizes the importance of
technological prior knowledge for subsequent entrepreneurial innovative success.
Applying an experimental approach, he shows that individuals with technological
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knowledge from different backgrounds tend to recognize different business oppor-
tunities when faced with the same technological invention.

The significance of technological capabilities in determining competitive advan-
tage of a new firm has been well documented in the literature (Teece 1986; Cohen
and Levinthal 1990). A historical example is the U.S. television receiver industry,
which was dominated by diversifying radio producers although they were only a
minority among the entrants (Klepper and Simons 2000). Klepper and Simons
(2000), thus, show how technological prior knowledge affects new venture perfor-
mance. In their examination, entrants from the closely related, matured radio
industry possessed technological expertise as well as resources and capabilities
that matched with what was needed in the emerging television receiver industry.
Therefore, these diversifying entrants benefited due to their ability to leverage their
technological skills in the new industry and to gather advantages pertaining to
production and product quality. Diversifying entrants survived longer, had higher
rates of innovation and finally outperformed other entrants that lacked their techno-
logical prior knowledge. Similar evidence was found for the U.S. shipbuilding
industries (Thompson 2005) as well as for U.S. census data spanning a broad
range of industries (Dunne et al. 1988). Based on this evidence, we propose the
following testable hypothesis:

Hypothesis 2. The entrepreneur’s prior technological knowledge enhances the
probability of being successfully innovative subsequent to firm formation.

According to a sociological perspective of entrepreneurship, social capital is
considered as a main factor of success for the establishment and growth of young
firms (Aldrich and Martinez 2001). Especially the formation of a new innovative
firm is to a great extent “peoples’ business,” as it draws from the entrepreneur’s
social context that shapes and forms the entrepreneurial outcome (Briiderl and
Preisendorfer 1998; Sorensen 2003; Elfring and Hulsink 2003; Taylor and Morone
2005). Thus, the entrepreneur is not to be seen as an isolated and autonomous actor,
but is rather embedded in a network of pre-established social relationships which
play a crucial role for venture creation and development. Thus, the entrepreneur’s
embeddedness in a network of pre-established social ties to other actors plays a
crucial role for venture creation and development (Briiderl and Preisenddrfer 1998;
Sorensen 2003).

The network literature, further, suggests that economic actors gain access to
information through interaction with other actors, who in turn are linked to know-
ledgeable others. Availability, timing and quality of information accessed depends
on network characteristics. Pertinent argumentations are based on Granovetter’s
(1973) notion of the “strength of weak ties.” According to that, weak ties, including
casual acquaintance, are more likely to provide unique information than the indivi-
dual’s strong-tie relationships to close friends and family members. Consequently,
less cohesive networks may be vital to obtain exclusive knowledge (Burt 1992),
which is complementary with the entrepreneur’s prior knowledge and, thus, triggers
the recognition of a business opportunity in a particular segment or market niche of
the economy (Hills et al. 1997). Since new entrants to the entrepreneurial profession
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often suffer from a lack of financial capital, skilled labor and capabilities to exploit
the opportunity, they can leverage their social relationships to gain access to scarce
resources (Sorensen 2003).

Beyond the sociological literature (Granovetter 1973), only recently an eco-
nomic literature dealing with knowledge networks and its impact on the rate of
knowledge diffusion (e.g., Cowan and Jonard 1999; Cowan 2004; Morone and
Taylor 2004; Cantner and Graf, 2006) has emerged. Empirical and simulation
analysis of network structures and its influence on knowledge diffusion show that
the rate of diffusion is maximized in networks that exhibit small world properties,
i.e., networks with short average path length and high degree of clustering (Watts and
Strogatz 1998). The main body of network literature remains at a network level,
describing network structure and development. Cantner and Graf (2006) test for
the relationship between network embeddedness and individual innovative perfor-
mance. They find evidence pertaining to a relationship between network position
and innovative performance in terms of persistence in an inventor network. Addi-
tionally, they find hints for the importance of short term interpersonal linkages
in shaping networks of cooperations and even entire local innovation systems
(Cantner and Graf 20006).

The entrepreneur’s social network might, therefore, function as a channel for
knowledge transfer while enabling connections to, e.g., a research community
(Burt 1992). Today’s inventive and innovative activities more often than not
show the systemic character of “collective invention” (Allen 1983). More commonly,
it is the formal and informal collaboration of the entrepreneur with different actors
which makes successful innovation more likely (e.g., Cantner and Graf 2004). In this
respect, dense social networks often prove useful because they foster the flow of
information between individuals as they imply reciprocal obligations, mutual under-
standing and trust (Coleman 1990). Coleman (1990) further points out that close
interactions with other actors are valuable in terms of information quality provided.
Hence, we expect that:

Hypothesis 3. Entrepreneurs with prior knowledge gathered through formal and
informal exchange are more likely to be successfully innovative after firm formation
than others.

4 Data Sources and Variables

We resort to two data sources. First, the database of the “Handelsregister”' provides
information about German firm formations of the years 1990 till 2004. The name of
the firm, information about firm founders, their residence and age as well as data
concerning firm status and development are available. The second data source used

"The “Handelsregister” is a public register that contains information about all entrepreneurs and
founded firms in a register court district. All data about ownership and legal status are included.
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is the “Deutsches Patentblatt,” a database containing all patents applied for at the
German Patent Office or at the European Patent Office for Germany. These data
provide information about the names and addresses of the inventors who applied for
a certain patent. Following Balconi et al. (2004), we assume that multiple inventors
that are listed on a patent application are known to each other and have had contact
during the process of developing patentable knowledge. We use patents applied for
between 1997 and 2004. As we are interested in the inventors’ technological prior
knowledge and their collective innovation experience, the subsequent decision
whether the patent is granted or not is not of interest for our purpose.

Additionally, we are interested in determinants of the innovative success of
recently founded firms. We, therefore, use patents as an indicator of innovative
success. One of the major drawbacks of using simple patent counts as a measure of
innovative output is that not all patents are of similar quality and importance. Patents,
like publications, can vary greatly in their commercial impact and technological
influence. Nevertheless, and even more important for our concern, Griliches (1990)
as well as Acs and Varga (2002) have shown that patents provide a fairly reliable
measure of innovative success. This reliability may, however, be restricted to techno-
logical innovations and has some shortcomings in regression fitness (e.g., Encaoua
etal. 2006). In the present study, an entrepreneur is deemed as innovatively successful
if either he or his newly founded firm file a patent in the period after firm formation.

The hypotheses are tested on a sample of entrepreneurs who founded a firm in
the region of Jena in 2000 or 2001. During this period a total of 80 firms are
established by 85 founders. In the following analysis, data of these 85 firm founders
are used in the analyses. A description of the variables used is provided in Table 1.
In order to clarify the relationship between depend and independent variables
according to time, we have included a time bar graphic in Fig. 1.

As shown in Fig. 1, the innovative success (INNO-SUC) of firms founded in the
years 2000 and 2001 is measured by patents applied for in 2002-2004. Table 2
shows that within this time, 16 of the 85 founders examined filed for a patent as
inventor or applicant or their firms were labeled as an applicant. So nearly 19% of
the new firms can be considered as successfully innovative.

The information provided by patent data is further used to indicate the prior
technological knowledge (TECH-EXP) the firm founder possesses at the stage of
formation, between the years 1997 and 1999.% As Table 2 shows, 21 of the sampled

1997-1999 2000-2001 2002-2004
| | | |
I 1 1 >
Prior market and Firm formation Innovative success
technological knowledge

and collective innovation
experience

Fig. 1 Phase model

Zpatents applied for in the years 2000 and 2001 are excluded here because the invention cannot be
categorized into the pre- or post-formation phase.
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Table 1 Description of the variables used

Variable Description

INNO-SUC Indicates whether the new firm is names as applicant or the entrepreneur is
named as inventor of a patent. This variable takes the value of 1 if a patent
was applied for in the period 2002-2004, 0 otherwise.

MARKET-EXP Indicates the entrepreneur’s experience with “how-to-found-a-firm” at the
stage of firm formation. This variable takes the value of 1 if the
entrepreneur has already founded a firm before 2000, O otherwise.

PATENT-INT Indicates whether the firm has been founded in a patent intensive sector. This
variable takes the value of 1 if the sum of all patents applied for in the
respective sector is above the value of the median sector, O otherwise.

TECH-EXP Indicates the entrepreneur’s technological knowledge at the stage of firm
formation. This variable takes the value of 1 if the entrepreneur is named as
inventor on a patent application in the period 1997-1999, 0 otherwise.

PRE-NET Indicates the embeddedness of the entrepreneur within a research community.
Only entrepreneurs with prior technological knowledge are considered.
Here, we used the normalized Freeman degree to account on the one hand
for the possibility of repeated cooperation between two partners and, on the
other hand, for the size of the whole network.

Table 2 Descriptive statistics

Obs. Cases Mean Median Max Min SD
INNO-SUC 85 16 0.188 0.000 1 0 0.393
MARKET-EXP 85 12 0.141 0.000 1 0 0.350
PATENT-INT 85 40 0.471 0.000 1 0 0.502
TECH-EXP 85 21 0.247 0.000 1 0 0.434
PRE-NET 21 20 0.749 0.589 3.028 0 0.731

firm founders are identified either as an inventor or as an applicant on a patent in
1997-1999. Another kind of knowledge which may be beneficial to a newly
founded firm comprises founders’ market and organizational experience.
We assume that all observed entrepreneurs who founded a firm before 2000
have already gathered this experience. The binary variable MARKET-EXP takes
a value of 1 in that instance and O otherwise. In our sample, 12 entrepreneurs do
possess prior market experience (Table 2).

While TECH-EXP indicates whether the firm founder possesses technological
prior knowledge, a further assumption is made on inventor’s embeddedness in a
research community as the source of this kind of knowledge. Embeddedness in a
research community is measured on the basis of an innovator and inventor network
developed from the information provided by patent data. To test the impact of
connections to other inventors in the pre-founding phase on innovative success
after firm founding, we include the normalized degree centrality’ to indicate
the embeddedness of each inventor (one vertex) within the innovator-inventor

3The number of vertices adjacent to a given vertex in a symmetric graph is the degree of that
vertex. The normalized degree centrality is the degree divided by the maximum possible degree as
a percentage (Borgatti et al. 2002).
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Table 3 Covariance matrix
INNO-SUC MARKET-EXP PATENT-INT TECH-EXP PRE-NET

INNO-SUC 0.153

MARKET-EXP  —0.003 0.121

PATENT-INT 0.064 0.028 0.249

TECH-EXP 0.083 0.024 0.025 0.186

PRE-NET 0.200 —0.030 0.013 0.000 0.509

network. Naturally, the influence of embeddedness can only be measured for
those inventors who have been active within a network, meaning those who gathered
technological experience prior firm formation. As a result, only 21 inventors
with prior technological knowledge can be considered. Table 2 shows that among
these only one inventor applied for a patent as a single inventor (PRE-NET value
of 0), while all other inventors applied for a patent together with at least one
co-inventor.

To control for the sector the firm is founded in and the respective intensity
of patenting, we use the binary variable PATENT-INT which takes the value of 1 if
the firm belongs to a sector with patent intensity above the median sector and
0 otherwise.

In a first descriptive analysis, the bilateral relationships between each of these
variables are provided. Table 3 shows the respective covariance matrix. This
measure is used because of the binary nature of four of the variables. It simply
indicates whether both variables are independent of each other (value close to zero).
The value of the covariance itself, however, cannot be interpreted. In general, we
find rather low values except the relation between INNO-SUC and PRE-NET. The
covariance between MARKET-EXP and INNO-SUC is most closely to zero. The
covariance between TECH-EXP and PRE-NET is zero by definition.

Beside these descriptions of our data, we make use of Social Network Analysis
(SNA) to investigate the issue of embeddedness in cooperative research and to find
differences among firm founders who possess technological experience at the stage
of formation. For these entrepreneurs, we distinguish between two groups: firm
founders who are successfully innovative (INNO-SUC =1; n=16) and firm foun-
ders who show no further innovative success /NNO-SUC =0; n=69).

The ego net* for each actor of the latter group is depicted in Fig. 2 Except for
one, inventors of this group are embedded within so called cliques prior to firm
formation. A clique is defined as a set of actors who are all connected to each other.
This finding can be explained by the fact that inventors in a particular clique are
stated as multiple inventors of one and the same patent. Only one actor filed a patent
as single inventor.

Figure 3 shows the ego nets of the former group, inventors who applied for
patents prior to as well as after founding a firm.

“The egocentric network (or “ego net”) of vertex v in graph G is defined as G(v(N(v))) (i.e., the
subgraph of G induced by v and its neighborhood) (Butts 2008).
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Fig. 2 Group of technologically experienced entrepreneurs without innovative success after firm
formation

Fig. 3 Group of technologically experienced entrepreneurs with innovative success after firm
formation

It is obvious that almost each member of this group has more connections to
other inventors than the members of the first group. Additionally, we found no
cliques structure as we did for the first group in Fig. 1. This outcome may be
attributable to two facts. First, inventors with innovation success after firm forma-
tion hold more patent applications in the pre-entry-phase (on average 3.5 patents for
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group 2 compared to 1.4 patents for group 1). Second, these patents show a higher
number of co-applications and co-inventions than the patents of the group 1
inventors.

After this descriptive analysis of the determinants influencing the innovative
behavior of newly founded firms, we apply regression models to test the hypothe-
sized relations in the following.

S Models and Regression Results

To test the hypotheses related to the innovative success of newly founded firms, we
apply a binary Logit model. This is due to the binary dependent variable INNO-
SUC, taking a value of 1 if the newly founded firm has applied for a patent in the
period after firm formation or if the entrepreneur is named as an inventor in this
period. The hypotheses to be tested refer to the influence of entrepreneurial knowl-
edge assets of new venture at the stage of firm formation on further innovative
success.

In order to test for hypothesis 1 we start with Model 1 analyzing the impact of
market experience (MARKET-EXP) on the innovative success:

Puwvo-suc—1) = Bo + By * MARKET — EXP + B,  PATENT — INT (1)

In a second step, we included the variable TECH-EXP which indicates whether
firm founders possess technological experience in terms of patent applications in
the period before firm formation:

Punvo-suc—1) = Bo + By * TECH — EXP + Py * MARKET — EXP

+ p4 * PATENT — INT @
As mentioned above, the embeddedness within a research community is repre-
sented by a connectivity indicator based on the ties each firm founder shows in a
patent network. Taking this connectivity indicator for the whole database would
explain roughly the same as the TECH-EXP variable introduced above. To get
additional insights we reduce our data base to the 21 cases where entrepreneurs
possess prior technological knowledge. On the basis of this smaller sample, we
then test for the impact of collaborative research experience additionally to the
technological experience in general:

Punno-suc=1/tec—exp=1) = Bo + B2 * PRE — NET + 3 x MARKET — EXP
+ B, * PATENT — INT 3)



90

Table 4 Regression results

U. Cantner et al.

Model 1 Model 2 Model 3
Dependent variable INNO-SUC INNO-SUC INNO-SUC
Method Binary Logit Binary Logit Binary Logit
Variables
(INTERCEPT) —2.598(0.000) —4.072(0.000) —8.874(0.108)
TECH-EXP 3.212(0.002)
PRE-NET 8.282(0.082)
MARKET-EXP —0.583(0.501) —1.890(0.105) —3.818(0.176)
PATENT-INT 1.973(0.005) 2.553(0.005) 6.784(0.118)
McFadden R* 0.124 0.367 0.625
Total obs. 85 85 21
No. of correct forecasts 69 71 18

p-value in parenthesis

Our estimation results are reported in Table 4. Each column represents the
results for one of our models: model 1 only contains the control variables, model
2 provides an estimation on the impact of prior technological knowledge and
finally, model 3 testing for the collaborative research experience with the reduced
data base.

The results for model 1 indicate that experience of ‘“how-to-do-a-business,”
labeled as MARKET-EXP, does not have an effect on the start-up’s innovative
success. Accordingly, our data do not support hypothesis 1. Moreover, the variable
indicating a firm formation in a patent intensive sector (PATENT-INT) has a
significantly positive influence on the probability to become successfully innova-
tive. This is a first hint towards the influence sectoral conditions have on start-up’s
innovation performance. The fitness of the estimation result is expressed by the
McFadden pseudo-R? value and the number of correct forecasts. The McFadden
pseudO-R2 of model 1 is 0.124, which means that 12.4% of the real observations are
explained by the independent variables included in this model. The number of
correct forecasts is a post-estimation classification under the minimum mean
squared discrete prediction error criterion. In our first model 69 of 85 observed
values are correct forecasts.”

The variable capturing prior technological knowledge (TECH-EXP) is included
in model 2. The coefficient for this independent variable has a significantly positive
value. Therefore, for our sample we can not reject hypothesis 2. If a firm founder
possesses technological knowledge at the stage of firm formation, the likelihood to
become successfully innovative in the following period increases. This effect is
independent from the average propensity to patent in the new firm’s industry sector.
Again market knowledge as another dimension of prior knowledge does not
determine the probability of further innovations.

STerza (2006) has shown that for binary regression models the threshold parameter is not arbitrary
and that other values than 0.5 are not optimal. Following from this, an estimated result is correct if
the estimation error is below 0.5 in the case of binary regressions.
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Having showed how different kinds of prior knowledge affect a start-up’s
innovative performance, we now test the influence of collaborative research expe-
rience. We, therefore, use the sub-sample of cases in which firm founders possess
prior technological knowledge. Hence, the third model in Table 4 captures entre-
preneurs’ prior established embeddedness in a research community. The metric
variable PRE-NET shows a positive influence on further innovative success, al-
though on a significance level of 10%. However, given the small number of cases
considered, we argue this effect to be quite sufficient. Accordingly, contacts to
other inventors in terms of being co-inventor on a patent application in the period
before firm formation foster the innovative success in the pre-founding phase. Our
data provide support for hypothesis 3. The predictive ability of this model is quite
sufficient with McFadden pseudo-R? of 0.625 and correct predictions for 18 of the
21 observations.

6 Interpretation and Conclusions

This paper is concerned with the influence of different kinds of an entrepreneur’s
prior knowledge on start-up’s innovative success. We, therefore, combine patent
statistics with official data on firm formations. We distinguish between two types of
prior knowledge, namely market and technological knowledge. Measuring start-
up’s innovative performance in terms of the probability to file a patent, our
empirical results suggest that prior market or organizational knowledge has no
effect. Contrary to comparable studies (e.g., Buenstorf 2006; Dunne et al. 1988),
this finding is probably due to the dependent variable capturing innovative success
instead of economic performance.

Concerning the technological experience and knowledge of entrepreneurs, our
finding is in line with comparable empirical studies (e.g., Agarwal and Bayus 2005;
Klepper and Simons 2000; Shane 2000). We show that start-ups by technologically
experienced founders are more likely to be successfully innovative than firms set
up without such prior knowledge. Furthermore, the technological knowledge an
entrepreneur possesses prior to start-up may have evolved from research projects
either conducted by the single entrepreneur or within a research community. We
found evidence that the entrepreneur’s involvement in a team of inventors positively
predicts the likelihood for being innovatively active subsequent to venture creation.
This is a first hint towards the importance of collective activities for further
innovative success. In general, this finding is congruent with previous studies
showing a positive influence of networking activities on the individual (e.g.,
Combs and Ketchen 1999; Belderbos et al. 2004) as well as systemic innovative
success (e.g., Fritsch and Franke 2004; Asheim and Coenen 2005).

In further steps, we want to enlarge this study both quantitatively and qualita-
tively. The current data base contains only a small sample of firm formations in
the area of the city of Jena. Therefore, in future analyses we will rely on data from
the “Thuringian Founder Study,” providing information about growth and
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development of all firm formations between 1994 and 2006 in the entire eastern
German state of Thuringia. With this additional data, we will be able to gain deeper
insights into the relation between prior knowledge and firm performance.
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Chapter 6

Public Research in Regional Networks
of Innovators: A Comparative Study
of Four East-German Regions

Holger Graf and Tobias Henning

Public research in regional networks of innovators: a comparative study of four east-
german regions (first published in: Regional Studies, 2008, iFirst Article, 99999:1)

1 Introduction

We analyze regional networks of patenting innovators in four East German regions
with special attention to the role of public research within these networks. The work
is exploratory in nature and is led by the general assumption that a region’s
innovative output is influenced by the quality and intensity of regional innovative
networking. This in turn is somehow influenced by the presence of public research
in the region. As a first step, we describe the structural differences berween the four
regional networks. We then demonstrate the constitutive role of public research
within each of the local networks. Across our sample, we find correspondence
between the connectedness of the network, the importance of public research
organizations within the network, and regional innovative output.

Adopting the system of innovation approach as a conceptual framework (Edquist
1997), we view innovative activity as a collective process, characterized by a
transfer of knowledge between networked actors. Knowledge, especially if it is
partly tacit, can only be transferred via personal relationships. Geographical proxi-
mity facilitates these face-to-face contacts, even though it is certainly not a suffi-
cient condition (Breschi and Lissoni 2003; Boschma 2005). Therefore, regions are a
reasonable level of analysis (Cooke 1998). Innovative activity can then be modelled
as a social network “boxed” in a region.

Following Cantner and Graf (2006), we use relational patent data to construct
these networks. More precisely, we link patent innovators both by joint application
and the mobility of inventors switching between them, and we interpret these links
as knowledge flows. According to a distinction put forth by Breschi and Lissoni
(2004), we analyze relationships based on co-patenting as well as on co-invention.

H. Graf (X))
Friedrich Schiller University of Jena, Carl-Zeiss-Stralle 3, 07743 Jena, Germany
e-mail: holger.graf@uni-jena.de

A. Freytag and R. Thurik (eds.), Entrepreneurship and Culture, 97
DOI 10.1007/978-3-540-87910-7_6, © Springer-Verlag Berlin Heidelberg 2010



98 H. Graf and T. Henning

However, patents are also used in the traditional way as an indicator of innovative
output both to weight the network actors and to assess the innovative performance
of the regions as a whole.

Among the network actors, we are explicitly interested in public research orga-
nizations, i.e., universities and non-university publicly funded research institutes,
since geographical proximity seems to be especially important for their interactions
with industry (Fritsch 2001). One function public research is usually expected to
serve within local innovation systems is the provision of innovative input to the
region by (1) generating and accumulating basic scientific knowledge, (2) collecting
knowledge external to the region and integrating it into the regional knowledge
stock, and (3) educating a highly skilled workforce to keep the region’s private
economy capable of performing high-level industrial R&D (Fritsch and Schwirten
1999). Furthermore, since public actors have different motives and incentives than
private actors, they may well play a specific and presumably essential role within the
process of collective invention and shape the regional networks.

We proceed as follows: The following section introduces the four sample regions
and compares their innovative performance using employment and patent output data.
Section “Regional Innovator Networks and the Role of Research Institutions” exposes
the methodological approach, presents visualizations of the regional networks of
innovators and comparatively analyzes the networks’ structures and characteristics.
Section “Comparative Network Structures” elaborates the distinctive role of public
research organizations as network actors. The last section concludes.

2 The Regions: Dresden, Jena, Halle, and Rostock

2.1 Selection of Regions

In our explorative study, we restrict the analysis to four East German regions:
Dresden, Jena, Halle, and Rostock.! With the exception of Rostock, all regions are
of comparable size, ranging from 800,000 to one million inhabitants (Table 1).
Each region contains a research university and a number of public research orga-
nizations such as institutes of the Fraunhofer-Gesellschaft, the Leibniz Association,
and the Max Planck Society. All regions have a considerable tradition in
manufacturing industries: electronics and mechanical engineering in Dresden,
optics and precision mechanics in Jena, chemicals in Halle, shipbuilding and
mechanical engineering in Rostock. Two types of regions can be distinguished, as
Jena and Dresden, on the one hand, are often labelled as East-German boom regions
that have successfully managed the economic transformation after German

'A comprehensive investigation of the role of public research in local innovator networks should
include all 97 planning regions or at least those which meet the requirement of local public
research organizations. Unfortunately, we have not yet been able to do the necessary data
processing for all regions.
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Table 1 Regional innovative potential and patent output (mean yearly values)

Dresden Jena Halle Rostock
Population (1994-2000) 1,035,486 794,471 893,614 438,643
Private sector
(1994-2000%)
Establishments® 26,976 20,059 19,775 10,923
Employees 291,791 201,167 226,668 111,401
Natural scientists and 12,052 5,170 2.57%) 6,990 (3.08%) 2,901 (2.60%)
engineers® (4.13%)
Universities® (1994-2000)
Total research and teaching 3,775 2,633 2,642 1,741
staff
in natural sciences and 2,172 (58%) 918 (35%) 1,098 (42%) 656 (38%)
engineering®
Professors 704 452 425 289
in natural sciences and 454 (64%) 193 (43%) 185 (44%) 142 (49%)
engineering
Patents (1995-2001)
per year 467.0 253.7 167.0 67.1
per 100,000 inhabitants 45.1 31.9 18.7 15.3
per 1,000 employees® 1.16 0.94 0.53 0.42
Per 1,000 natural scientists 32.0 38.1 21.0 17.3

and engineers'

“Natural scientists and engineers in Dresden: 1996-2000

®Includes all establishments with at least one employee

“Employees with tertiary education in natural science or engineering

YIncludes research universities and technical colleges (“Fachhochschulen”)

“Includes three groups of scientific disciplines: natural sciences, agricultural and nutritional
sciences, and engineering. Excludes medical sciences, cultural and social sciences, law and
economics, and arts

Total of private and public sector

Source: German statistical office (population, university staft), establishment file of the German
Social Insurance Statistics (establishments, employees), German patent office (patents)

reunification, whereas Rostock and Halle, on the other hand, are said to lag behind.
We will confirm this preconception by reporting pronounced regional differences in
innovative performance, and propose to consider the role of public research in the
respective innovation systems as a possible factor to explain these differences.

The geographical boundaries of the regions are defined as German planning
regions (“Raumordnungsregionen”). Designed to represent socio-economic enti-
ties, they normally comprise several districts (‘“Kreise,” i.e., German NUTS3 level
units), namely a core city and its surrounding area. We consider planning regions to
be more suitable than districts. In the first place, the core city districts seem to be too
small because local innovation systems may well include some R&D capacities
located somewhat beyond the boundaries of the core city. The second reason is
methodological: Since patents are assigned to regions in accordance with the
inventors’ residence, this larger regional unit allows us to account for commuting
inventors who work in the city but live in the surrounding areas.
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2.2 Innovative Potential and Patent Output

As a starting point and to provide a reference framework for the following investi-
gation of the networks of innovators, we present basic comparative data of the
regions and their economic potential for patenting as well as of regional patent
efficiency (Table 1).

The regional differences are small with respect to the share of private sector
employees in total population (25-28%) as well as to the average establishment?
size (10.0-11.5 employees per establishment). But we observe striking differences
regarding the share of private sector natural scientists and engineers. Halle displays
only about 75% of the Dresden value, Rostock and Jena only about 62%. The
absolute number of natural scientists and engineers employed is by far highest in
Dresden.

Why do we stress this point? Most patents refer to technical solutions applicable
in the fields of natural science and engineering. Performing research with a patent-
able output normally requires skilled experts in these fields. Yet the number of
natural scientists and engineers employed is a reasonable proxy for the regional
pool of potential inventors.’

In a similar way, the scientific staff at universities in natural sciences and
engineering disciplines may be interpreted as the pool of potential academic
inventors. Again, Dresden shows the most distinctive orientation towards fields
most likely to generate academic patents. In absolute figures, the number of natural
scientists and engineers in Dresden employed by the university is twice as high as
that of Halle, which ranks second. In all regions, the pool of potential inventors at
universities is of significant size compared to the respective private sector pool
(between 16% in Halle and 23% in Rostock).

Relating patent numbers to the numbers of potential inventors results in patent
efficiency measures, as reported in the last section of Table 1. A substantial gap
between the leading regions of Dresden and Jena, on the one side, and the lagging
regions of Halle and Rostock, on the other, can be observed. The three different
measures of patent efficiency can be read as a step-by-step approximation to the
relevant input pool as a reference for patent output. Patent density, defined as
patents per capita, is highest in Dresden, followed by Jena, Halle, and Rostock.
With an average yearly patent density of 45 patent applications per 100,000
inhabitants, Dresden is ranked somewhere in the middle of all German planning
regions (Greif and Schmiedl 2002). The order between the regions is left
unchanged, but with Jena closing the gap with Dresden and Halle lagging behind,
if employees are used as a more appropriate measure of innovative potential.

?Data are from the establishment file of the German Social Insurance Statistics, which does not
allow the aggregation of information to the firm level. See Fritsch and Brixy (2004) for a detailed
description of the database.

3In fact, the number of private sector natural scientists and engineers turns out to be highly
significant in explaining regional patent output (Fritsch and Slavetch 2005).
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Finally, if we apply the number of natural scientists and engineers that we assume
best represents the pool of potential patent inventors, Jena takes the lead from
Dresden and the gap between the leading regions and Halle and Rostock widens.

This short inspection of the regions’ innovative potential and performance
reveals two main results: First, Dresden is the region with the largest potential to
generate patents, both in terms of the share of natural scientists and engineers and in
terms of their absolute number. Second, natural scientists and engineers in Jena
exhibit the highest patenting productivity, though Jena’s pool of potential inventors
relative to all employees is not larger than in Rostock and is still smaller than in
Halle in absolute figures.

There are two possible explanations for these differences in patent efficiency:
First, it may be due to differences in the sectoral structure, and second, it could be a
result of differences in the organization of the innovation process. While both
factors are obviously intertwined, the present study is an investigation of the latter
though we have to keep the former in mind when interpreting our results.

2.2.1 Sectoral Structure

Patents are granted for technical solutions, occuring mainly in manufacturing
industries and, with the exception of the rising importance of software patents,
even less so in the service sector (Mairesse and Mohnen 2003). Within
manufacturing, the propensity to patent inventions differs across industries for
various reasons. I