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Preface

In teaching program and policy evaluation
courses in various graduate public adminis-
tration programs, we have found that stu-
dents have serious difficulty in critiquing
evaluations done by others. Many students
have problems distinguishing one type of de-
sign from another. If the design used by a re-
searcher is not a clone of one of the designs
found in the textbook, many students are not
able to classify or categorize it.

In addition, students often believe that
merely because an article was published in a
scholarly or professional journal, it is perfect.
They fail to see how an author did or did not
control for various methodological problems.

We conceive of an evaluation course as a
methods course in which students learn the
techniques of program and policy evaluation
and the methodological problems encoun-
tered when conducting evaluation research.
Part of the learning process involves the abil-
ity to assess the evaluations of others—not
solely to find fault with the work of others but
to develop a keen understanding of the diffi-
culties of conducting evaluations. Peter Rossi
and Katharine Lyall make this point clearly:

It is easy enough to be a critic: All pieces of
empirical research are more or less flawed.

There are simply too many points at which

mistakes can be made or unforseen events
intrude to permit perfection in either de-
sign or execution. We believe that critics
have a responsibility to make two kinds of
judgments about criticisms they offer: First
it is necessary to make distinctions, if pos-
sible, between those mistakes that constitute
serious flaws and those that are less serious
defects. Admittedly, this is a matter of judg-
ment, yet we do believe that some sort of
weighting ought to be suggested by respon-
sible critics as a guide to those who have not
digested the enormous volume of memo-
randa, working papers, analyses, and final
reports produced by the experiment. Second,
it is only fair to distinguish between defects
that arise from incorrect planning and other
errors of judgment and those that arise out
of events or processes that could not have
been anticipated in advance. This is essen-
tially a distinction between “bad judgment”
and “bad luck,” the former being a legitimate
criticism and the latter calling for sympa-
thetic commiseration (1978, 412–13).

We would like to take Rossi and Lyall’s
comments one step further. According to the
dictionary, a critic is “one who expresses a rea-
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soned opinion on any matter as a work of art
or a course of conduct, involving a judgment
of its value, truth, or righteousness, an appre-
ciation of its beauty or technique, or an inter-
pretation” (Webster’s 1950, 627).

Thus, to be a critic requires positive judg-
ments as well as negative. We consider it im-
portant to point to cases in which researchers
have developed interesting approaches to
overcome problems of difficult evaluation de-
sign. Chapter 8 of this book is illustrative.
Tim Newcomb devised a unique comparison
group in his evaluation of an energy conser-
vation program in Seattle. As “critics,” we are
delighted when we run across this kind of cre-
ative thinking.

It should be clear by now that the pur-
pose of Evaluation in Practice is to illustrate
the techniques of different research designs
and the major design problems (termed prob-
lems of internal validity) encountered in real-
world evaluation research. Each chapter, 5
through 16, presents a brief introduction to
an evaluation design and uses an evaluation
as an example of that design. The article is
then followed by an explanation and critique
of the work.

One caveat: The book does not cover all
forms of evaluation monitoring, assessment,
process evaluations, and the like (with the ex-
ception of brief discussions in chapter 1). We
are concerned with impact evaluations. This
does not suggest that these functions are not
important, only that the purpose of this book
is much more modest.

Evaluation in Practice is written for stu-
dents in graduate professional degree pro-
grams and for general graduate courses in the
social sciences. Although we both teach in
graduate public administration programs,
this book is not that narrowly construed. The
articles in the book are taken from a variety of
disciplines illustrating the commonality of
evaluation. The book provides examples of
both policy and program evaluations from a

multitude of disciplines. What is important is
the methodology and not the substantive
fields represented by the articles. The textual
material in the chapters is somewhat limited
as our concern is with practical applications
of the various designs.  A list of supplemen-
tary readings follows the introductions to
many of the chapters for those interested in
more detailed explanations of the design be-
ing discussed.  The book has equal applicabil-
ity in public policy courses, public adminis-
tration, planning, urban studies, sociology,
political science, criminal justice, education,
social welfare, and the health professions, to
name a few.

The book makes no assumptions about
the reader’s background beyond an under-
graduate degree. A number of the articles
use statistical techniques, but it is not neces-
sary that the student be well versed in statis-
tics. Unless we specify otherwise, the student
can assume that the statistics are appropri-
ately applied. It is the design methodology
that is important in Evaluation in Practice,
not statistics.

Organization of the Book

The book is composed of eight parts: intro-
duction, experimental designs, quasi-experi-
mental designs, reflexive designs, cost-benefit
and cost-effectiveness analyses, other designs,
on your own, and dilemmas of evaluation.
Part I consists of four chapters. The introduc-
tory chapter addresses process evaluations,
output evaluations, and outcome evaluations.
The chapter is based on the premise that
evaluation is a continuous process in which
different types of evaluation of a particular
program are appropriate at different times
and for different audiences. The second chap-
ter introduces four basic evaluation designs
and discusses threats to validity. The third
chapter presents the basics of measurement



and discusses the reliability and validity of
measurement. The last chapter in the section
is concerned with two particular types of
measurement in vogue today—performance
measurement and benchmarking.

Part II consists of three chapters discuss-
ing and illustrating three experimental evalu-
ation designs. The feature common to each is
the random assignment of subjects into ex-
perimental and control groups. The chapters
cover the pretest-posttest control group de-
sign, the Solomon Four-Group Design, and
the posttest-only control group design.

Part III covers quasi-experimental evalu-
ation designs and is composed of four chap-
ters. They discuss the pretest-posttest com-
parison (not control) group design,
regression-discontinuity design, interrupted
time-series comparison group design, and the
posttest-only comparison group design.

Part IV also concerns quasi-experimental
designs but is differentiated from the designs
in part III in that the part IV groups are com-
pared only with each other. The two types of
evaluation design illustrated in this section
are the one-group pretest-posttest design and
the simple time-series design.

Part V covers two variations, or expan-
sions, of other designs, which are included for
their uniqueness. These are cost-benefit and
cost-effectiveness analyses.

Part VI also covers unique variations on
basic designs. They are patched designs and
meta-evaluation designs.

Part VII requires students to work on
their own. The three chapters in this section
present three interesting policy and program
evaluations with no explanation and critique.
It is  up to the students to evaluate the articles
on their own and to apply what they have
learned thus far.

The book concludes with three articles in
Part VIII. This section illustrates the dilem-

mas of evaluation as it presents two articles
that use the same data set to evaluate a paren-
tal choice program in education but come to
differing conclusions. Our colleague Chieh-
Chen Bowen provides the critique.

Finally, we would like to thank a number
of people for their assistance on this book.
First, we thank the Urban Center at Cleveland
State University for institutional support. But
we especially appreciate the comments and
guidance we received from a number of our
colleagues—Joe Wholey of the University of
Southern California, Roger Durand of the
University of Houston at Clear Lake, Patricia
Shields of Southwest Texas State University,
and especially Paul Culhane of Northern Illi-
nois University. Their comments on our pro-
posal for this second edition were absolutely
critical to the book.   Also thanks to American
University students Jane Chan and Robin
Gluck for assistance with manuscript produc-
tion.  Finally, we appreciate the assistance of
the editorial and publishing services of David
Estrin and the help of Bob Gormley,
Katharine Miller, and Ted Bolen of Chatham
House Publishers. Of course, we retain the ul-
timate responsibility.

We have high hopes for this second edi-
tion. We are confident that if students thor-
oughly understand the readings and discus-
sion presented here, they will be capable of
rationally reviewing most of the program or
policy evaluations or evaluation designs that
they are likely to encounter during their pro-
fessional careers.

References

Rossi, Peter H., and Katharine C. Lyall. 1978. “An
Overview Evaluation of the NIT Experiment.” In
Evaluation Studies Review Annual, vol. 3. Beverly
Hills, Calif.: Sage Publications, 1950.

Webster’s New International Dictionary. 2d ed.
Springfield, Mass.: Merriam.

PREFACE xi





PART I

Introduction





The evaluation of agency programs or legis-
lative policy is the use of scientific methods to
estimate the successful implementation and
resultant outcomes of programs or policies for
decision-making purposes. Implicit in this
definition are the many levels on which a pro-
gram or policy can be evaluated and the many
potential audiences that may be interested in
utilizing the evaluation. A single approach or
method is not common to all evaluations. We
hope that during the course of this book, stu-
dents of evaluation will become acquainted
with the multiplicity of approaches to evalua-
tion and develop the ability to choose appro-
priate designs to maximize internal validity
and meet consumers’ evaluation needs.

Good evaluations use scientific methods.
These methods involve the systematic process
of gathering empirical data to test hypotheses
indicated by program’s or policy’s intent. Em-
pirical data are observable, measurable units
of information. In evaluation, one does not
just “feel” that a program is operating effec-
tively; the data demonstrate that this is or is
not the case. Hypotheses are assertions about
program impacts. In other words, hypotheses
state changes that should occur to program
recipients as a direct result of the program.
For example, children in a nutrition program

should be healthier after the program than
they were before. These hypotheses should be
linked with the policy’s or program’s intent.
Typically, intent refers to policymakers’ hopes
regarding the program’s outcomes. Unfortu-
nately, identifying intent is not always a
simple process. Bureaucratic agencies at-
tempt to translate legislative intent into pro-
cedures and regulations. When the intent is
unclear or contradictory, the translation can
be manipulated into a program that does not
resemble anything the legislators had in
mind. Even with clear intent, poor program
design can obscure original intent. In the best
of all worlds, evaluators look for broad-based
goals and for clearly stated measurable objec-
tives by which these goals can be reached.
Nevertheless, it is the job of the evaluator to
try to break through these often unclear
guidelines and to provide usable findings in a
timely manner in the hopes of informing the
decision-making process.

Types of Evaluation

Several general types of evaluation corre-
spond to what some evaluators consider to be
successive hierarchical levels of abstraction.

CHAPTER 1

The Process of Evaluation
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One type of evaluation is not “better” than
another; each is appropriate to a different set
of research questions. Timothy Bartik and
Richard Bingham refer to this as a continuum
of evaluations (1997, 247). This continuum is
illustrated in figure 1.1. Evaluation is a sci-
ence and an art. The artful part is the success-
ful matching of the level of the evaluation
and the appropriate scientific design within
the resource and time constraints of the con-
sumer of the evaluation.

Process Evaluations

The first sentence of this chapter mentions
measuring the implementation of programs.
Implementation is the process by which a pro-
gram or policy is designed and operated. Pro-
cess evaluations focus on the means by which
a program or policy is delivered to clients.
Karen Sue Trisko and V.C. League identify
five levels, or approaches, to evaluation
(which Bartik and Bingham adapt to their
continuum), two of which are process or, as
they also refer to them, formative evaluations.
Although Trisko and League refer to these as
levels, the term approach seems to be more
appropriate in the evaluation context. The
first process approach is monitoring daily
tasks. In this approach to evaluation, funda-
mental questions of program operation are
the focus of inquiry. Indeed, questions such
as “Are contractual obligations being met?” or

“Are staff adequately trained for their jobs?”
are pursued at this level. Basically, these
evaluations look to uncover management
problems or assure that none are occurring.
They deal with the behavior and practices of
the program’s staff. Work analysis, resource
expenditure studies, management audits,
procedural overhauls, and financial audits are
indicative of evaluations at this point in the
continuum.

These evaluations often involve an in-
spection of the fundamental goals and objec-
tives of the program. Indeed, evaluations
cannot occur in the absence of direction con-
cerning what the program is supposed to do.
It is shocking how many programs operate in
the absence of written goals and objectives!
Sometimes policymakers cannot satisfy all
relevant political players unless they are not
specific about goals and objectives. Even
when such directives exist, evaluators often
find that the actual operation does not seem
to fit the intent of the written guidelines.
This may be because the goals are outdated,
at which point staff need to reevaluate the
goals and objectives in light of the current
environment. Sometimes programs develop
a life of their own, and evaluators can point
out ways in which the program can get back
on track.

Even if the purpose of the evaluation is
not to assess process, evaluators find it nec-
essary to gather an inventory of goals and

FIGURE 1.1

 Continuum of Evaluation

Source: Bartik and Bingham 1997, 248.
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objectives to determine the predicted impact
of the program. They then must reconcile
the written material with what they observe
before a full-blown evaluation can occur. Jo-
seph Wholey and his colleagues at the Urban
Institute (Horst et al. 1974) termed the pro-
cess by which this is done “evaluability as-
sessment.” Evaluability assessments are
process evaluations that are performed so
that the evaluator and the evaluation client
can come to agreement on which aspects of
the program will be part of the final product
and what resources are necessary to produce
the desired document. The benefits of pro-
cess evaluations should not be underesti-
mated.

The second approach to process evalua-
tion concerns assessing program activities
and client satisfaction with services. This ap-
proach is concerned with what is happening
to program participants. Among the ques-
tions considered at this level are “What is
done to whom and what activities are actu-
ally taking place?” or “How could it be done
more efficiently?” or “Are the clients satisfied
with the service or image of the service?”

Both the first and second aspects of pro-
cess evaluations involve subjective measures
at times and also require staff and client in-
volvement to complete. Some researchers,
such as Donald Campbell and Julian Stanley
(1963, 6–12), refer to process evaluations as
“pre-experiments.” But, once again, the value
of process evaluations should not be under-
stated. It makes little sense to attempt to as-
sess the impact of a program if it is run
incorrectly or if the consumer being served is
not known. The results of these evaluations
can be as basic as pointing out to an agency
that it does not have evaluable goals or ob-
jectives or informing it that its accounting
procedures are shoddy. If one ever wonders
why it seems so difficult to evaluate the ac-
tivities of federal bureaucrats, one need only
look to the enabling legislation of many of

our major national programs. Putting to-
gether Congressional majorities in contro-
versial legislation often leads to murky
legislative intent.

Process evaluations frequently focus on
the way a program is implemented. Program
managers may be interested professionally in
organizing and running a fine-tuned bureau
and in periodically assessing the efficiency of
operations. During the course of these evalu-
ations, better ways of doing business may be
discovered in addition to blatant inefficien-
cies. For instance, staff may suggest alternate
ways of organizing the service production, or
they may point out innovative techniques or
tools discovered in their own professional
development. Those who fund the activities
are also concerned about efficiency (mini-
mizing waste)—although sometimes to the
detriment of effectiveness (obtaining the de-
sired effect). During times of fiscal austerity,
evaluations of this type can be beneficial.
Unfortunately, evaluations are often the first
activities to be cut during budget slashing. In
order to understand how important process
evaluations are as precursors to impact
evaluations, see case 1.1; it is one of our
favorite evaluation stories as told by Michael
Patton.

Impact Evaluations

The next two approaches are referred to as
impact, outcome, or summative evaluations.
Impact evaluations focus on the end results
of programs. The first impact evaluation,
enumerating outcomes, looks at whether the
program’s or policy’s objectives have been
met. Here we are interested in quantifying
what is happening to program participants.
Questions may be “What is the result of the
activities conducted by the program?” or
“What happened to the target population be-
cause of those activities [was it the expected
outcome]?” or “Should different activities be
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Case 1.1 Preimplementation Evaluation Program

C A S E   S  T U D Y

A state legislature established a demon-
stration program to teach welfare recipi-
ents the basic rudiments of parenting and
household management. The state welfare
department was charged with the respon-
sibility for conducting workshops, distrib-
uting brochures, showing films, and
training case workers on how low-income
people could better manage their meager
resources and how they could become
better parents. A single major city was
selected for pilot testing the program, and
a highly respected independent research
institute was contracted to evaluate the
program. Both the state legislature and
the state welfare department were publicly
committed to using the evaluation find-
ings for decision making.

The evaluators selected a sample of
welfare recipients to interview before the
program began. They collected consider-
able data about parenting, household man-
agement, and budgetary practices.
Eighteen months later, the same welfare re-
cipients were interviewed a second time.
The results showed no measurable change
in parenting or household management
behavior. In brief, the program was found
to be ineffective. These results were re-
ported to the state legislators, some of
whom found it appropriate to make sure
the public learned about their accountabil-
ity efforts through the newspapers. As a re-
sult of this adverse publicity, the legislature
terminated funding for the program—a
clear instance of utilization of evaluation
findings for decision making.

Now, suppose we wanted to know
why the program was ineffective. That
question could not be answered by the
evaluation as conducted because it fo-
cused entirely upon measuring the attain-
ment of the program outcomes, that is,
the extent to which the program was effec-
tive in changing the parenting and house-
hold management behavior of welfare
recipients. As it turned out, there is a very
good reason why the program was ineffec-
tive. When the funds were initially allo-
cated from the state to the city, the
program became immediately embroiled
in the politics of urban welfare. Welfare
organizations questioned the right of gov-
ernment to tell poor people how to spend
their money or rear their children: “You
have no right to tell us to manage our
households according to white, middle-
class values. And who is this Frenchman
named Piaget who’s going to tell us how to
raise our American kids?”

As a result of these and other political
battles, the program was delayed and fur-
ther delayed. Procrastination being the bet-
ter part of valor, the first parenting
brochure was never printed, no household
management films were ever shown, no
workshops were held, and no case workers
were ever trained. In short, the program was
never implemented—but it was evaluated! It
was then found to be ineffective and was
killed.

The lesson: Be sure the program exists
before you evaluate it!

Source: Patton 1978, 149–50.
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substituted?” In other words, are the objec-
tives of the program being met?

Traditionally, when people think of pro-
gram evaluation, impact evaluations are what
they usually have in mind. Impact evalua-
tions are easy to conceptualize because they
revolve around directly assessing outputs.
How many output units were delivered? How
many free lunches were served, applications
processed, client hours logged, workers
trained? Because these evaluations are easily
conceptualized, designing them tends to be
straightforward. In addition, because “im-
pacts” are easily understood, these types of
evaluations are more easily justified and
fundable than are process evaluations.

The second type of impact evaluation in-
volves measuring effectiveness, which con-
cerns either “Was the program cost effective?”
or “What would have happened to the target
population in the absence of the program?”
In contrast to the previous approach, one
looks at whether and to what extent the goals
of the program or policy are being met. This
can be either a substantive analysis of effec-
tiveness or can involve factoring in the costs
of the program relative to its benefits. These
evaluations focus on measuring outcomes.
Impact evaluations tend to be more objective
because it is not necessary to rely solely on
clients or staff to gather data (although their
assistance is often helpful). The data can be
extracted from records (if process evaluations
are favorable) or from observing or testing or
measuring phenomena.

The evaluation methods covered in this
book are generally of the impact variety. We
say “generally” because both of the authors be-
lieve that scientific methodology and rigor can
be used, though in varying degrees, in any
type of evaluation. However, impact evalua-
tions lend themselves quite easily to empirical
investigation. The methods described here as-
sume this empirical dimension.

Policy Evaluations

The final kind of evaluation considers the
long-term consequences of a program or
policy—assessing the impact on the problem.
The kinds of questions asked here include
“What changes are evident in the problem?”
or “Has the problem (e.g., poverty, illiteracy)
been reduced as a result of the program or
policy?” These evaluations are difficult to as-
sess empirically. Presumably there is a na-
tional policy concerning the eradication of
poverty and hunger. How does one assess the
consequence of programs that are delivered
simultaneously and sometimes at cross-
purposes to a target population? How does
one measure “poverty”? In the true sense of
the word, this type of evaluation can be called
policy evaluation. David Nachmias and Claire
Felbinger (1982, 300–308) describe this type
of evaluation as one that occurs when a po-
litical body considers changing or continuing
a major social or political program—when
prevailing policy is challenged in the agenda-
setting forum. In this situation the role of the
evaluator is rather vague. So many variables
can have an impact on the long-term process
concerning such broad social issues that it is
difficult to assess impact. Many decisions re-
garding the relative “worth” of differential
policies are best evaluated in a political arena.

This does not mean that “policies” as such
cannot be empirically evaluated. The example
in chapter 19 evaluates a public policy issue—
alcohol consumption. At issue is whether con-
sumption patterns differ under conditions of
state-owned versus privatized liquor stores.

Meta-Evaluations

Another evaluation approach  attempts to
make sense out of accumulated evaluation
findings. Meta-evaluations are syntheses of
evaluation research findings. They look for



8 PART I INTRODUCTION

commonalities among results, measures, and
trends in the literature. They reuse the extant
research findings.

Meta-evaluations are quite similar to lit-
erature reviews. In science, one is interested
in the cumulative nature of research. Litera-
ture reviews attempt to make sense out of the
research that precedes the current effort. Lit-
erature reviews are considered qualitative ex-
ercises. Equally equipped researchers can
disagree on the interpretation of research re-
sults. Persons involved in meta-evaluations
try to quantify the review, presumably mak-
ing a more objective statement. Harris Coo-
per (1982) argues that meta-analytic
procedures can be systematic and scientific. A
number of quantitative methods have been
developed, most notably by Gene Glass
(1976; 1978) and Richard Light (1979; see
also Light and Smith 1971). Often evalua-
tions focus on whether the average, or mean,
measure of the evaluation criterion variable
for the group that participated in the pro-
gram is any different from a similar group
that did not participate. Glass and his associ-
ates found conceptually similar criterion, or
dependent, variables across studies and de-
veloped what they call the “effect size” be-
tween the means of experimental and control
groups, standardizing on the basis of stan-
dard deviation. They estimate the size of the
total effect of these programs by aggregating
across studies. Light, in contrast, uses the
original data, as opposed to group means;
pools the findings in different sites; and re-
analyzes the data. He includes only those
measures that are identical across studies.
This technique reduces the number of stud-
ies he can aggregate. However, the findings
are not subject to measurement differences.
An example of a meta-evaluation is in chap-
ter 16. The idea of systematically aggregat-
ing evaluation results has received
considerable research attention. William

Bowen and Chieh-Chen Bowen (1998, 72)
identify seven steps in meta-evaluations:

• Conceptualize the relationship under
consideration;

• Gather a set of studies that have tested
the specified relationship;

• Design a coding sheet to record charac-
teristics of the condition under which
each study was conducted;

• Examine each study and, using the
coding sheet, record the conditions
under which it was conducted;

• Compute the “effect size” for each study;
• Statistically analyze the characteristics

and effect sizes for all the studies;
• Write a research report.

Utilization of Evaluation Findings

Regardless of what type of evaluation is per-
formed, it is not useful unless it is completed
in time for decision makers to use the find-
ings as input for their decision-making pro-
cess. It makes little sense to perform an
elegantly designed evaluation the results of
which arrive a day after the decision on the
program’s fate is cast. This is one difference
between evaluation research and academic
research. Academic researchers will usually
risk a timely report for the elegance of a
properly constructed, controlled design.
Evaluation researchers hope to construct the
“best” design, but they err on the side of ex-
pedience when a decision deadline is near.
That does not mean that evaluation research
is necessarily slipshod. Rather, evaluation re-
search is not worth much if it is not utilized.
Evaluators must recognize the trade-offs
made in the interest of providing material in
a timely manner.

How can one determine whether the re-
sults of an evaluation are utilized? In the
1970s, evaluation researchers spent a great
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deal of time trying to trace whether specific
evaluations were utilized by decision makers.
The first problem they encountered was that
they could not agree on the definition of uti-
lization. When restrictive definitions were
proposed, the record of utilization was bleak.
Less restrictive definitions led to more pleas-
ing results. Evaluators, however, were frus-
trated with the degree to which they felt their
efforts were being used to affect policy.

 Nachmias and Felbinger (1982) recast
the utilization question and put utilization
into a broader perspective. For them, utiliza-
tion need not be a discreet action. Policy-
makers do not operate in an information
vacuum; they tend to bring to the decision-
making process the variety of their life expe-
riences. Indeed, when the results of an
evaluation suggest some action that, to them,
is counterintuitive or politically inexpedient,
utilization is not immediately assured. As the
volume of evidence grows, however, the in-
formation gleaned at an earlier time may be
brought to bear in the context of a future de-
cision. This type of utilization is virtually im-
possible to document.

Nachmias and Felbinger suggest that the
process by which information is utilized can
be conceptualized by viewing the decision
process as part of a cycle of life events that
shape the decision makers’ perspectives. The
diagram they use to explain this process is
shown in figure 1.2.

Figure 1.2 is instructive in this context
because it displays the various points at
which decisions (hence, utilization) are made
and the various approaches and clients for
evaluation information of a single program.
The feedback loop at point 1 stands for on-
going, short-term evaluation of the imple-
mentation of a program—process evalua-
tions. This ongoing process is intended to
inform program managers of the success of
basic program operations. The constant feed-

back allows them to fine-tune the existing
program. Generally, then, evaluations at this
point are short-term in nature, process ori-
ented, and aimed at the needs of program
managers (the consumers and utilizers of the
evaluation). Clearly, costly experimental de-
signs are inappropriate for these kinds of
evaluations.

Evaluations at point 2 are of the impact
variety. They usually allow for a longer-term
evaluation. The designs described in this book
are certainly appropriate for this kind of
evaluation. The clients for these evaluations
are decision makers who are interested in pro-
gram oversight. In the Nachmias and
Felbinger example, these consumers are mem-
bers of Congress engaged in annual appro-
priation hearings. However, these consumers
can be any interested publics making deci-
sions on the utility of programs. These deci-
sion makers are not constrained by the
information presented in the specific impact
evaluations; they are free to use the portions
they think are relevant and politically feasible.

FIGURE 1.2

Evaluation Utilization Subcycles in the
Legislative-Budgetary Cycle

Source: Nachmias and Felbinger 1982, 305.

1

2

3

4
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Point 3 evaluations are concerned with
the outcomes of programs—policy evalua-
tions. When programs are highly controver-
sial or when new programs are competing for
scarce dollars, policy evaluations affect
whether the general policy should continue.
When prevailing policies are being ques-
tioned, fundamental questions such as
“Should the government really be involved in
this?” or “Does this really matter?” come to
fore. The evaluations of the 1970s income
maintenance experiments are of this sort, as
instituting the proposals would have consti-
tuted a major shift in national welfare policy.
These evaluations are typically of a long-term
variety and command the most costly evalua-
tions. Again, decision makers at this point
may utilize the information from the evalua-
tion—in the case of income maintenance they
did. They cannot help, however, allowing their
feelings to be shaped by ideological concerns
and information from other sources.

The feedback loop at point 4 is illustra-
tive of how evaluations of the past affect deci-
sion making in the present and can be
considered a personal meta-evaluation exer-
cise. Nachmias and Felbinger suggest that uti-
lization research cast at this point would
require longitudinal case studies. The loop is
descriptive; the research suggested seems un-
manageable. Nachmias and Felbinger hoped
to end attempts to evaluate the utilization of
specific results and to measure the behavior
of decision makers. Evaluators were still con-
cerned, however, about the value decision
makers place on research results. Michael
Patton and his colleagues (1978) suggest that
evaluators should concern themselves with
something they can control—the conduct of
evaluations. They suggest that evaluators
should be concerned with designing utiliza-
tion-focused evaluations. William Tash and
Gerald Stahler (1982, 180–89) followed a
step-by-step method to enhance the utiliza-
tion of their research results:

1. Identify specific user audiences and
tailor recommendations to these groups.

2. Formulate recommendations in coop-
eration with the user audience.

3. Direct specific recommendations toward
a broader policy and program model.

4. Assess the impact of recommendations
over time.

5. Present the recommendations in an
empathetic way.

Tash and Stahler caution against gearing
evaluations toward one general “imaginary”
user audience. They argue that this type of
casting tends to develop recommendations
that are not specific enough to provide mana-
gerial or policymaking direction. The recom-
mendations often do not take into account
the mid- and lower-level bureaucrats’
needs—especially when the recommenda-
tions call for them to alter actions. Therefore,
once the users are specified, it may be neces-
sary to produce multiple versions of the same
evaluation report to address the concerns of
different groups.

Tash and Stahler also suggest that evalua-
tions, and especially the recommendation
formulation process, be viewed as a joint ven-
ture that would make the role of staff more
participatory. As such, the process would en-
hance utilization because those who partici-
pate have a stake in the process. In addition,
staff involvement can lead to constructive
and doable changes; otherwise recommenda-
tions may not make sense in the given context
for reasons unknown to the evaluator. Regu-
lar meetings regarding interim results are also
suggested.

Tash and Stahler suggest that by casting
the recommendations more broadly, the uti-
lization of the research findings can be more
generalizable to other contexts. Although this
may seem to contradict step 2, they suggest
that broad implications can be the focus of
an additional section of the report.
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When possible, both strategically and fi-
nancially, plans should be made to conduct a
follow-up assessment sometime down the
road to determine the extent to which the
recommendations have been followed. Un-
fortunately, unless the users are committed to
this reassessment, evaluators seldom know
the extent to which their proposals have been
followed. Reassessment may be more likely,
however, if the evaluating unit is part of the
evaluated organization.

In step 5 Tash and Stahler are referring to
the “style” of the recommendation presenta-
tions. Style demonstrates the respect the
evaluator has for the evaluated and their en-
vironment. Respect detracts from the belief
that all evaluators are interlopers who are
quick to find fault with staff. Tash and Stahler
suggest that rather than merely providing a
laundry list of recommendations, an evalua-
tor may present recommendations in the
form of case studies that hypothetically ex-
plain the intent of the recommendations. Re-
gardless of the presentation, though, it makes
sense that utilization would be enhanced by
the common-sense method of presenting the
results as you would like to receive them. This
does not mean that the evaluator is co-opted
by the organization, but neither is she or he
aloof toward it.

Harry Hatry, Kathryn Newcomer, and
Joe Wholey (1994, 594) suggest that to get
the most out of evaluations, those at higher
levels in the organization should “create in-
centives for—and remove disincentives to—

performance-oriented management and
management-oriented evaluations.” Some of
these incentives are the following:

• Regardless of who sponsors the evalua-
tion, evaluators should seek input from
program managers and staff on evalua-
tion objectives and criteria. Where
appropriate, evaluators should include
the program manager and key program

staff on the evaluation team, or as
reviewers of the evaluation design and
draft reports. Program managers should
be kept aware of the progress of evalua-
tions and be given the opportunity to
review evaluation findings before they
are made public.

• The legislative body, chief executive, or
agency head might mandate periodic
program evaluations, or at least regular
monitoring and reporting of program
outcomes.

• The legislative body, chief executive, or
agency head could ask program manag-
ers to set target levels of performance in
terms of key service quality and outcome
indicators at the beginning of the year—
and to report progress in achieving those
targets quarterly and at the end of the
year.

• To the extent feasible, the chief executive
or agency head should take steps to build
achievement of program results into
performance appraisal systems for
managers and supervisors.

• The chief executive or agency head could
develop performance contracts with
program managers and with contractors
to deliver specific results—both outputs
and outcomes.

• To encourage managers and staff to
identify opportunities to improve
efficiency and effectiveness, legislators or
executives could permit agencies to retain
a share (say 50 percent) of any savings
they achieve from improved service
delivery that results in lower costs. The
agency should be given considerable
flexibility in the use of such funds. The
savings probably should be provided only
for a limited amount of time, such as one
or two years, even though the improve-
ment lasts for many years.

• Legislators or chief executives could give
agencies and programs the option of



12 PART I INTRODUCTION

either continuing to be under strict
personnel controls and restrictions on
line-item/object class transfers or being
held accountable for program results
with substantial added flexibility regard-
ing personnel and financial management
(594–96).

Internal versus External Validity

Another difference between academic and
evaluation research is the different emphasis
each puts on the value of internal versus ex-
ternal validity. A design is internally valid to
the extent that the impact is attributable to
the treatment and no other factors. External
validity refers to the generalizability of the
research findings to other sites and situa-
tions. Evaluators and laboratory scientists
prefer to maximize the former, policy re-
searchers the latter (although both would say
they wished to maximize both simulta-
neously). Why the difference? Program man-
agers, program funding agents, and
interested publics are most interested in
finding out whether their particular program
works—whether the impacts can be traced
to their program. In doing so, they tend to
control for so many factors that the study be-
comes “generalizable” only to itself. In other
words, the program has the observed im-
pacts only under the conditions of the spe-
cific situation. In this way evaluators are like
scientists who seek to isolate the cause of a
disease by ruling out all other factors with
laboratory controls. In contrast, policy re-
searchers seek to build theory that is based
on the generalizability of their findings. They
wish to apply the results more broadly. For
example, they may wish to explain expendi-
tures in American cities: What general pat-
terns seem to emerge? Their predictions are
to American cities in general, not necessarily
the city in which you live. One approach is
not more valid than another—only appro-

priate to different situations. By maximizing
specificity, however, generalizability is di-
minished.

The trade-offs between internal versus
external validity need not result in the lack of
appreciation of the findings of either practi-
tioners or academics. When evaluators do
what Tash and Stahler referred to in step 3,
they are increasing the external validity of
their models by addressing the concerns of
wider audiences. Careful academic research,
likewise, can be used by evaluators to provide
a grounding in theory for the relationships
they hypothesize and a critique of the pre-
vailing methodology. In other words, both
types of research are complimentary. Aca-
demics need the experience of the pragmati-
cally grounded evaluators and vice versa.

Because evaluations often occur after a
program is in place and because they are of-
ten conducted under severe time constraints,
evaluators are sometimes tentative about the
quality of their findings. When they are
overly cautious about accepting a treatment’s
impact when that impact truly exists, the re-
searcher commits a Type II error. When that
occurs, a policy or program can be termi-
nated when it, in fact, is beneficial. If one im-
putes significance to an impact mistakenly, a
Type I error is committed. It seems that be-
cause the “best” design and “best” measures
of variables are unavailable, evaluation find-
ings tend to be attenuated and Type II errors
arise. Students are cautioned not to be so
critical of their findings that they cancel a
program that appears to be effective when the
evaluation findings are “not statistically sig-
nificant.”

Ethics and Evaluations

Unlike most academic research in the social
sciences, evaluation research has an ethical
quality which in a very real sense touches
people’s lives and may cost jobs. These ethical
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considerations and trade-offs are all a part of
the art and duty of any evaluation. A number
of ethical considerations are involved in pro-
gram evaluation. First, the evaluator should
be aware of the purposes for which an evalua-
tion is commissioned. Evaluations for covert
purposes should be avoided. Those commis-
sioned to whitewash or to make a program
look good are examples of unethical evalua-
tions because the clients dictate the results.
Results should emerge from carefully con-
structed research; they should not be dictated
from above. Evaluations commissioned to kill
programs are also unethical for the same rea-
son. Another covert purpose to be avoided is
when it is clear that the consumer of the
evaluation wants to target the replacement of
current employees. Although some evalua-
tions may show that the program is good or
bad or that someone should be replaced, one
should not design evaluations with a precon-
ceived notion of what the results will be.

Unscrupulous evaluators who are in their
profession just for the money and who will
tailor their results are often referred to as
“Beltway Bandits.” This phrase refers to the
unscrupulous consulting firms that sprang
up on the Washington, D.C., Beltway, a high-
way that encircles the District of Columbia,
during the heyday of federal funding of social
program evaluations. Not all these firms were
unethical. Evidence suggests, however, that
almost anyone at the time could get away
with calling him- or herself an evaluator re-
gardless of training. Over time, the reputa-
tion of these “bandits” became known, and
they no longer were granted contracts.

Another ethical concern is confidential-
ity. The evaluator often has access to infor-
mation of a confidential nature over the
course of a study. Some of this information
could be damaging to individuals who supply
the information or to their superiors or sub-
ordinates. Also, some of the information
(such as an individual’s income) need not be

divulged, although access to that information
is necessary to arrive at aggregate statistics.
An evaluator has to be conscious of confiden-
tiality concerns whether or not confidential-
ity was assured.

As mentioned earlier, the results of an
evaluation can have a real, personal impact
on employees, clients, and agencies. Care
should be taken to perform evaluations pro-
fessionally and empathetically. These are
ethical considerations encountered in the
business of evaluation.
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In the preface and chapter 1, we explicitly
noted that this book does not cover all types
of evaluation, in particular process evalua-
tions, although they are important, even
critically important. But the focus here is on
outcome evaluations (or impact evaluations,
terms we will use synonymously) because
they are really the only way to determine the
success of programs in the public and non-
profit sectors. In the private sector there is
always the bottom line—the profit and loss
statement. Did the company show a profit?
How much? The outcome evaluation is the
profit and loss statement of the public sector.
Did the program work? How effective is it
compared to other alternatives?

Very often, the trouble with new public
programs is that they are highly touted as be-
ing responsible for the improvement in some
service delivery because politicians want to
take credit for some improvement in that con-
dition, regardless of cause and effect. Presi-
dent Bill Clinton wanted to take credit for a
balanced budget occurring two years ahead of
the planned balanced budget; however, it was
a robust economy that deserved the credit.
Moreover, President Clinton wanted to take
credit for the robust economy, when he actu-
ally had very little to do with it.

The same behavior occurs in state and
local governments and in nonprofit agencies.
Mayor Rudolph Giuliani of New York City
was proud of his community policing initia-
tives and quick to claim that these initiatives
had led to reduced crime in New York City. Of
course it may be something else, such as de-
mographics (fewer teenage males), that
really “caused” the reduction in crime. Yet
community policing has been given credit for
reducing crime, and mayors all over the coun-
try have jumped on the bandwagon and are
initiating community policing activities in
their communities merely based on these two
events occurring at the same time. New York’s
crime rate declined at the same time that
community policing efforts were initiated and
the number of teenage males was reduced.

Now, we do not want to be seen as throw-
ing cold water on a potentially good program.
Community policing may be everything it is
believed to be. We are simply urging caution.
A new program should be evaluated before it
is widely cloned.

The fact remains, however, that the pub-
lic sector has the propensity to copy and
clone programs before they are known to
work or not work. Examples are numerous,
including boot camps, midnight basketball,

CHAPTER 2

Evaluation Designs
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neighborhood watches, and the DARE (Drug
Abuse Resistance Education) program
(Butterfield 1997). DARE has been adopted
by 70 percent of the school systems in the
United States, yet evaluations of the program
(one is included in this book) call the
program’s efficacy into question. So much
pressure is placed on school officials to “do
something about the drug problem” that pro-
grams like DARE are adopted more for their
political purposes than for what they do—
because they may do something. But if they
are doing nothing, they are using up portions
of school days that could be better spent on
traditional learning.

So this is why we are emphasizing out-
come evaluations. Before the public sector, or
the nonprofits, run around helter skelter
adopting the latest fad just to seem progres-
sive, it is first important to see if programs
have their desired outcomes, or at least are
free of undesirable outcomes.

The Problem of
Outcome Evaluations

The questions “Does the program work?” and
“Is it the program that caused the change in
the treatment group or is it something else?”
are at the heart of the problem of doing out-
come evaluations. In other words, the evalua-
tor wants to compare what actually happened
with what “would have happened if the world
had been exactly the same as it was except that
the program had not been implemented”
(Hatry, Winnie, and Fisk 1981, 25). Of course
this task is not possible because the program
does exist, and the world and its people have
changed ever so slightly because of it. Thus,
the problem for evaluators is to simulate what
the world would be like if the program had not
existed. Would those children have ever
achieved the eleventh-grade reading level
without that reading program? Would all of
those people have been able to quit smoking

without the American Cancer Society’s smok-
ing cessation program? How many of those at-
tending the Betty Ford Clinic would have
licked alcoholism anyway if the clinic had not
existed? The answers to those and similar
questions are impossible to determine exactly,
but evaluation procedures can give us an ap-
proximate idea what would have happened.

The Process of Conducting
Outcome Evaluations

How does one go about conducting an out-
come evaluation? A pretty simple step-by-step
process  makes it fairly clear. That process
consists of the following:

1. Identify Goals and Objectives
2. Construct an Impact Model
3. Develop a Research Design
4. Develop a Way to Measure the Impact
5. Collect the Data
6. Complete the Analysis and Interpretation

Identify Goals and Objectives

It is difficult to meaningfully evaluate program
outcomes without having a clear statement of
an organization’s goals and objectives. Most
evaluators want to work with clearly stated
goals and objectives so that they can measure
the extent to which those goals and objectives
are achieved. For our purposes we will define a
program’s goal as the broad purpose toward
which an endeavor is directed. The objectives,
however, have an existence and reality. They
are empirically verifiable and measurable. The
objectives, then, measure progress towards the
program’s goals.

This seems simple enough, but in reality
many programs have either confusing or non-
existent goals and objectives. Or, since many
goals are written by legislative bodies, they are
written in such a way as to defy interpretation
by mere mortals. Take the goals set for the
Community Action Program by Congress il-



CHAPTER 2 EVALUATION DESIGNS 17

17

lustrating the near-impossibility of developing
decent program objectives. A Community
Action Program was described in Title II of the
Economic Opportunity Act as one

(1) which mobilizes and utilizes re-
sources, public or private, of any urban or
rural, or combined urban and rural, geo-
graphical area (referred to in this part as a
“community”), including but not limited
to multicity unit in an attack on poverty;

(2) which provides services, assistance,
and other activities of sufficient scope
and size to give promise of progress to-
ward elimination of poverty or cause or
causes of poverty through developing
employment opportunities, improving
human performance, motivation, and
productivity, or bettering the condition
under which people live, learn, and work;

(3) which is developed, conducted, and
administered with the maximum feasible
participation of residents of the areas and
members of the groups served; and

(4) which is conducted, administered, or
coordinated by public or private nonprofit
agency (other than a political party), or a
combination thereof. (Nachmias 1979, 13)

This is indeed Congress at its best (and only
one sentence). Imagine the poor bureaucrat
given the task of developing objectives from
this goal.

Construct an Impact Model

Constructing an impact model does not imply
constructing a mathematical model (although
in some cases this might be done). Typically,
the impact model is simply a description of
how the program operates, what services are
given to whom, when, how. In other words, it
is a detailed description of what happens to
the program participant from beginning to
end and what the expected outcomes are. It is
also, in essence, an evaluability assessment.

Develop a Research Design

The evaluator now needs to decide how she
or he is going to determine if the program
works. This will usually be accomplished by
selecting one of the basic models of outcome
evaluations described below or one or more
of their variants (elaborated on in parts II
through V of this book).

Develop a Way to Measure the Impact

Now comes the difficult part. The evaluator
must develop ways to measure change in the
objectives’ criteria. What is to be measured
and how is it to be measured? In the non-
profit sector, for example, if the goal of our
program is to improve peoples’ ability to deal
with the stresses of everyday living, we must
identify specific measures which will tell us if
we have been successful in this regard. The
next chapter will deal with these difficulties.

Collect the Data

Again, this is not as easy as it appears. Are we
going to need both preprogram and post-
program measures? How many? When should
the measurement be taken? Are we measuring
the criteria for the entire population or for a
sample? What size sample will be used?

Complete the Analysis and Interpretation

This seems to be straightforward enough.
Analyze the data and write up the results. In
many cases this is simple, but in some cases it
is not. Chapters 20 and 21 of this book illus-
trates a case in point. In these chapters, two
different research teams use the same data set
to evaluate an educational voucher program
in Milwaukee. John Witte and his colleagues
at the University of Wisconsin look at the
data and conclude that the program was inef-
fective. At Harvard, Jay Greene and his col-
leagues, use the same data but a different
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methodology and conclude that the program
does lead to improved educational achieve-
ment for participants. So even analysis and
interpretation has its pitfalls.

The Four Basic Models of
Outcome Evaluations

Reflexive Designs

With reflexive designs, the target group of the
program is used as its own comparison
group.1 Such designs have been termed re-
flexive controls by Peter Rossi and Howard
Freeman (1985, 297). Donald Campbell and
Julian Stanley (1963) considered them to be
another type of pre-experimental designs.
The two types of reflexive designs covered
here are simple before-and-after studies that
are known as the one-group pretest-posttest
design and the simple time-series design. The
essential justification of the use of reflexive
controls is that in the circumstances of the
experiment, it is reasonable to believe that
targets remain identical in relevant ways be-
fore and after the program.

One-Group Pretest-Posttest Design

The design shown in figure 2.1a, the one-
group pretest-posttest design, is probably the
most commonly used evaluation design; it is
also one of the least powerful designs. Here,
the group receiving the program is measured
on the relevant evaluation criteria before the
initiation of the program (A1) and again af-
ter the program is completed (A2). The dif-
ference scores are then examined (A2–A1),
and any improvement is usually attributed to
the program. The major drawback of this de-
sign is that changes in those receiving the
program may be caused by other events and
not by the program, but the evaluator has no
way of knowing the cause.

Simple Time-Series Design

Figure 2.1b shows the second of the reflexive
designs, the simple time-series design. Time-
series designs are useful when preprogram
measures are available on a number of occa-
sions before the implementation of a program.
The design thus compares actual postprogram
data with projections drawn from the prepro-
gram period. Here, data on the evaluation cri-
teria are obtained at a number of intervals
prior to the program (A1, A2, A3, . . . An). Re-
gression or some other statistical technique is
used to make a projection of the criteria to the
end of the time period covered by the evalua-
tion. Then the projected estimate is compared
with actual post-program data to estimate the
amount of change resulting from the program
(Ar – Ap). But, as with the case of the one-
group pretest-posttest design, the drawback to
this design is the fact that the evaluator still has
no way of knowing if the changes in the pro-
gram participants are caused by the program
or some other events.

Quasi-Experimental Design

With the quasi-experimental design, the
change in the performance of the target
group is measured against the performance
of a comparison group. With these designs,
the researcher strives to create a comparison
group that is as close to the experimental
group in all relevant respects. Here, we will
discuss the pretest-posttest comparison group
design, although there are others, as we will see
in part III of this book.

Pretest-Posttest Comparison
Group Design

The design in figure 2.1c, the pretest-posttest
comparison group design, is a substantial im-
provement over the reflexive designs because
the evaluator attempts to create a comparison
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FIGURE 2.1

Evaluation Designs

Source: Adapted from Richard D. Bingham and Robert Mier, eds. 1997. Dilemmas of Urban Economic
Development, Urban Affairs Annual Reviews 47. Sage, 253.

group that is as similar as possible to the pro-
gram recipients. Both groups are measured be-
fore and after the program, and their
differences are compared [(A2 – A1) – (B2 –
B1)]. The use of a comparison group can alle-
viate many of the threats to validity (other
explanations which may make it appear that
the program works when it does not), as both
groups are subject to the same external
events. The validity of the design depends on
how closely the comparison group resembles
the program recipient group.

Experimental Design

A distinction must be made between experi-
mental designs and the quasi-experimental
design discussed above. The concern here is
with the most powerful and “truly scientific”
evaluation design—the controlled random-
ized experiment. As Rossi and Freeman have
noted, randomized experiments (those in
which participants in the experiment are se-
lected for participation strictly by chance)
are the “flagships” in the field of program
evaluation because they allow program per-
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sonnel to reach conclusions about program
impacts (or lack of impacts) with a high de-
gree of certainty. The experimental design
discussed here is the pretest-posttest control
group design.

Pretest-Posttest Control Group Design

The pretest-posttest control group design
shown in figure 2.1d is the most powerful
evaluation design presented in this chapter.
The only significant difference between this
design and the comparison group design is
that participants are assigned to the program
and control groups randomly. The partici-
pants in the program group receive program
assistance, and those in the control group do
not. The key is random assignment. If the
number of subjects is sufficiently large, ran-
dom assignment assures that the characteris-
tics of subjects in both groups are likely to be
virtually the same prior to the initiation of the
program. This initial similarity, and the fact
that both groups will experience the same his-
torical events, mature at the same rate, and so
on, reasonably ensures that any difference be-
tween the two groups on the postprogram
measure will be the result of the program.

When to Use the Experimental Design

Experimental designs are frequently used for
a variety of treatment programs, such as
pharmaceuticals, health, drug and alcohol
abuse, and rehabilitation. Hatry, Winnie, and
Fisk (1981, 42) have defined the conditions
under which controlled, randomized experi-
ments are most likely to be appropriate. The
experimental design should be considered
when there is likely to be a high degree of am-
biguity as to whether the outcome was caused
by the program or something else. It can be
used when some citizens can be given differ-
ent services from others without significant
harm or danger. Similarly, it can be used

when the confidentiality and privacy of the
participants can be maintained. It can be
used when some citizens can be given differ-
ent services from others without violating
moral or ethical standards. It should be used
when the findings are likely to be generaliz-
able to a substantial portion of the popula-
tion. And finally, the experimental design
should be used when the program is an ex-
pensive one and there are substantial doubts
about its effectiveness. It would also be help-
ful to apply this design when a decision to
implement the program can be postponed
until the evaluation is completed.

A Few General Rules

Hatry, Winnie, and Fisk also pass on a few
recommendations about when the different
types of designs should be used or avoided
(1981, 53–54). They suggest that whenever
practical, use the experimental design. It is
costly, but one well-executed conclusive
evaluation is much less costly than several
poorly executed inconclusive evaluations.

They recommend that the one-group
pretest-posttest design be used sparingly. It is
not a strong evaluation tool and should be
used only as a last resort.

If the experimental design cannot be
used, Hatry, Winnie, and Fisk suggest that the
simple time-series design and one or more
quasi-experimental designs be used in com-
bination. The findings from more than one
design will add to the reliance which may be
placed on the conclusion.

Finally, they urge that whatever design is
initially chosen, it should be altered or changed
if subsequent events provide a good reason to
do so. In other words, remain flexible.

Threats to Validity

Two issues of validity  arise concerning evalua-
tions. They are issues with regard to the design
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of the research and with the generalizability of
the results. Campbell and Stanley have termed
the problems of design as the problem of in-
ternal validity (1963, 3). Internal validity refers
to the question of whether the independent
variables did, in fact, cause the dependent vari-
able.

But evaluation is concerned not only
with the design of the research but with its
results—with the effects of research in a
natural setting and on a larger population.
This concern is with the external validity of
the research.

Internal Validity

As was discussed earlier, one reason experi-
mental designs are preferred over other de-
signs is their ability to eliminate problems
associated with internal validity. Internal va-
lidity is the degree to which a research design
allows an investigator to rule out alternative
explanations concerning the potential impact
of the program on the target group. Or, to
put it another way, “Did the experimental
treatment make a difference?”

In presenting practical program evalua-
tion designs for state and local governments,
Hatry, Winnie, and Fisk constantly alert their
readers to look for external causes that might
“really” explain why a program works or does
not work. For example, in discussing the one-
group pretest-posttest design, they warn:

Look for other plausible explanations for
the changes. If there are any, estimate their
effect on the data or at least identify them
when presenting findings. (1981, 27)

For the simple time-series design, they caution:

Look for plausible explanations for
changes in the data other than the pro-
gram itself. If there are any, estimate their
effects on the data or at least identify them
when presenting the findings. (31)

Concerning the pretest-posttest comparison
group design, they say:

Look for plausible explanations for
changes in the values other than the pro-
gram. If there are any, estimate their ef-
fect on the data or at least identify them
when presenting the findings. (35)

And even for the pretest-posttest control
group design, they advise:

Look for plausible explanations for the
differences in performance between the
two groups due to factors other than the
program. (40)

For many decision makers, issues surround-
ing the internal validity of an evaluation are
more important than those of external valid-
ity (the ability to generalize the research re-
sults to other settings). This is because they
wish to determine specifically the effects of
the program they fund, they administer, or in
which they participate. These goals are quite
different from those of academic research,
which tends to maximize the external validity
of findings. The difference often makes for
heated debate between academics and practi-
tioners, which is regrettable. Such conflict
need not occur at all if the researcher and
consumers can reach agreement on design
and execution of a project to meet the needs
of both. With such understanding, the odds
that the evaluation results will be used is
enhanced.

Campbell and Stanley (1963) identify
eight factors that, if not controlled, can pro-
duce effects that might be confused with the
effects of the experimental (or program-
matic) treatment. These factors are Hatry,
Winnie, and Fisk’s “other plausible explana-
tions.” These threats to internal validity are
history, maturation, testing, instrumentation,
statistical regression, selection, experimental
mortality, and selection-maturation interac-
tion. Here we discuss only seven of these
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threats. Selection-maturation interaction is
not covered because it is such an obscure
concept that real world evaluations ignore it.
Campbell and Stanley state that an interac-
tion between such factors as selection with
maturation, history, or testing is unlikely but
mostly found in multiple-group, quasi-
experimental designs (5, 48). The problem
with the interaction on the basis of selecting
the control and/or experimental groups with
the other factors is that the interaction may
be mistaken for the effect of the treatment.

History

Campbell and Stanley define history simply
as “the specific events occurring between the
first and second measurement in addition to
the experimental variable”(1963, 5). Histori-
cal factors are events that occur during the
time of the program that provide rival expla-
nations for changes in the target or experi-
mental roup. Although most researchers use
the Campbell and Stanley nomenclature as a
standard, Peter Rossi and Howard Freeman
chose different terms for the classical threats
to validity. They distinguish between long-
term historical trends, referred to as “secular
drift,” and short-term events, called “interfer-
ing events”(1986, 192–93). But, regardless of
the terminology, the external events are the
“history” of the program.

Time is always a problem in evaluating
the effects of a policy or program. Obviously,
the longer the time lapse between the begin-
ning and end of the program, the more likely
that historical events will intervene and pro-
vide a different explanation. For some treat-
ments, however, a researcher would not
predict an instantaneous change in the sub-
ject, or the researcher may be testing the
long-term impact of the treatment on the
subject. In these cases, researchers must be
cognizant of intervening historical events be-
sides the treatment itself that may also pro-
duce changes in the subjects. Not only should

researchers identify these effects; they should
also estimate or control for these effects in
their models. For example, chapter 8 pre-
sents the results of an evaluation of a home
weatherization program for low-income
families in Seattle. The goal of the program
was to reduce the consumption of electricity
by the low-income families. During the time
the weatherization of homes was being
implemented, Seattle City Light increased its
residential rates approximately 65 percent,
causing customers to decrease their con-
sumption of electricity. The evaluator was
thus faced with the task of figuring how
much of the reduced consumption of elec-
tricity by the low-income families was due
to weatherization and how much to an effect
of history—the rate increase.

Maturation

Another potential cause of invalidity is matu-
ration or changes produced in the subject
simply as a function of the passage of time.
Maturation is different from the effects of
history in that history may cause changes in
the measurement of outcomes attributed to
the passage of time whereas maturation may
cause changes in the subjects as a result of the
passage of time.

Programs that are directed toward any
age-determined population have to cope with
the fact that, over time, maturational pro-
cesses produce changes in individuals that
may mask program effects. For example, it has
been widely reported that the nation’s violent
crime rate fell faster during 1995 than any
other time since at least the early 1970s. This
change occurred shortly after the passage of
the Crime Act of 1994 and at the same time
that many communities were implementing
community policing programs. President
Clinton credits his Crime Act with the reduc-
tion in violent crime and the mayors of the
community policing cities credit community
policing. But it all may be just an artifact. It is
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well documented that teens commit the most
crimes. Government figures show that the
most common age for murderers is eighteen,
as it is for rapists. More armed robbers are
seventeen than any other age. And right now
the number of people in their late teens is at
the lowest point since the beginning of the
Baby Boom. Thus, some feel that the most
likely cause of the recent reduction of the
crime rate is the maturation of the population
(“Drop in Violent Crime” 1997).

One other short comment: The problem
of maturation does not pertain only to
people. A large body of research conclusively
shows the effects of maturation on both pri-
vate corporations and public organizations
(for example, Aldrich 1979; Kaufman 1985;
Scott 1981).

Testing

The effects of testing are among the most in-
teresting internal validity problems. Testing is
simply the effect of taking a test (pretest) on
the score of a second testing (posttest). A
difference between preprogram and post-
program scores might thus be attributed to
the fact that individuals remember items or
questions on the pretest and discuss them
with others before the posttest. Or the pretest
may simply sensitize the individual to a sub-
ject area—for example, knowledge of politi-
cal events. The person may then see and
absorb items in the newspaper or on televi-
sion relating to the event that the individual
would have ignored in the absence of the pre-
test. The Solomon Four-Group Design, to be
discussed in chapter 6, was developed specifi-
cally to measure the effects of testing.

The best-known example of the effect of
testing is known as the “Hawthorne Effect”
(named after the facility where the experiment
was conducted). The Hawthorne experiment
was an attempt to determine the effects of
varying light intensity on the performance of
individuals assembling components of small

electric motors (Roethlisberger and Dickson
1939). When the researchers increased the in-
tensity of the lighting, productivity increased.
They reduced the illumination, and productiv-
ity still increased. The researchers concluded
that the continuous observation of workgroup
members by the experimenters led workers to
believe that they had been singled out by man-
agement and that the firm was interested in
their personal welfare. As a result, worker mo-
rale increased and so did productivity.

Another phenomenon similar to the
Hawthorne effect is the placebo effect. Sub-
jects may be as much affected by the knowl-
edge that they are receiving treatment as by
the treatment itself. Thus, medical research
usually involves a placebo control. One group
of patients is given neutral medication (i.e., a
placebo, or sugar pill), and another group is
given the drug under study.

Instrumentation

In instrumentation, internal validity is
threatened by a change in the calibration of a
measuring instrument or a change in the ob-
servers or scorers used in obtaining the
measurements. The problem of instrumenta-
tion is sometimes referred to as instrument
decay. For example, a battery-operated clock
used to measure a phenomenon begins to
lose time—a clear measure of instrument de-
cay. But what about a psychologist who is
evaluating a program by making judgments
about children before and after a program?
Any change in the psychologist’s standards of
judgment biases the findings. Or take the
professor grading a pile of essay exams. Do
not all of the answers soon start to look alike?

Sometimes the physical characteristics
of cities are measured by teams of trained
observers. For example, observers are trained
to judge the cleanliness of streets as clean,
lightly littered, moderately littered, or heavily
littered. After the observers have been in the
field for a while, they begin to see the streets as
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average, all the same (lightly littered or moder-
ately littered). The solution to this problem of
instrument decay is to retrain the observers.

Regression Artifact

Variously called “statistical regression,”
“regression to the mean,” or “endogenous
change,” a regression artifact is suspected
when cases are chosen for inclusion in a treat-
ment based on their extreme scores on a vari-
able. For example, the most malnourished
children in a school are included in a child nu-
trition program. Or students scoring highest
in a test are enrolled in a “gifted” program,
whereas those with the lowest scores are sent
to a remedial program. So what is the prob-
lem? Are not all three of these programs de-
signed precisely for these classes of children?

The problem for the evaluation re-
searcher is to determine whether the results
of the program is genuinely caused by the
program or by the propensity for a group
over time to score more consistently with the
group’s average than with extreme scores.
Campbell and Stanley view this as a measure-
ment problem wherein deviant scores tend to
have large error terms:

Thus, in a sense, the typical extremely
high scorer has had unusually good “luck”
(large positive error) and the extremely
low scorer bad luck (large negative error).
Luck is capricious, however, so on a
posttest we expect the high scorer to de-
cline somewhat on the average, the low
scorers to improve their relative stand-
ing. (The same logic holds if one begins
with the posttest scores and works back
to the pretest.) (1963, 11)

In terms of our gifted and remedial pro-
grams, an evaluator would have to determine
if declining test scores for students in the
gifted program are due to the poor function-
ing of the program or to the natural tendency
for extreme scorers to regress to the mean.

Likewise, any improvement in scores from the
remedial program may be due to the program
itself or to a regression artifact. Campbell and
Stanley argue that researchers rarely account
for regression artifacts when subjects are se-
lected for their extremity, although they may
acknowledge such a factor may exist.

In chapter 9, Garrett Moran attempts to
weed out the impact of regression artifact
from the program impact of a U.S. govern-
ment mine safety program aimed at mines
with extremely high accident rates.

Selection Bias

The internal validity problem involving selec-
tion is that of uncontrolled selection. Uncon-
trolled selection means that some individuals
(or cities or organizations) are more likely
than others to participate in the program un-
der evaluation. Uncontrolled selection means
that the evaluator cannot control who will or
will not participate in the program.

The most common problem of uncon-
trolled selection is target self-selection. The
target volunteers for the program and other
volunteers are likely to be different from those
who volunteer. Tim Newcomb was faced with
this problem in trying to determine the im-
pact of the home weatherization program
aimed at volunteer low-income people (see
chapter 8). Those receiving weatherization
did, in fact, cut their utility usage. But was
that because of the program or the fact that
these volunteers were already concerned with
their utility bills? Newcomb controlled for se-
lection bias by comparing volunteers for the
weatherization program with a similar group
of volunteers at a later time.

Experimental Mortality

The problem of experimental mortality is in
many ways similar to the problem of self-
selection, except in the opposite direction.
With experimental mortality, the concern is
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why subjects drop out of a program rather
than why they participate in it. It is seldom
the case that participation in a program is
carried through to the end by all those who
begin the program. Dropout rates vary from
project to project, but unfortunately, the
number of dropouts is almost always signifi-
cant. Subjects who leave a program may dif-
fer in important ways from those who
complete it. Thus, postprogram measure-
ment may show an inflated result because it
measures the progress of only the principal
beneficiaries.

External Validity

Two issues are involved with external valid-
ity—representativeness of the sample and reac-
tive arrangements. While randomization
contributes to the internal validity of a study,
it does not necessarily mean that the outcome
of the program will be the same for all
groups. Representativeness of the sample is
concerned with the generalizability of results.
One very well-known, and expensive, evalua-
tion conducted a number of years ago was of
the New Jersey Income Maintenance Experi-
ment (Rees 1974). That experiment was de-
signed to see what impact providing varying
amounts of money to the poor would have
on their willingness to work. The study was
heavily criticized by evaluators, in part be-
cause of questions about the generalizability
of the results. Are poor people in Texas, or
California, or Montana, or Louisiana likely to
act the same as poor people in New Jersey?
How representative to the rest of the nation
are the people of New Jersey? Probably not
very representative. Then are the results of
the New Jersey Income Maintenance Experi-
ment generalizable to the rest of the nation?
They are not, according to some critics.

Sometimes evaluations are conducted in
settings which do not mirror reality. These
are questions of reactive arrangements. Psy-
chologists, for example, sometimes conduct

gambling experiments with individuals, us-
ing play money. Would the same individuals
behave in the same way if the gambling situa-
tion were real and they were using their own
money? With reactive arrangements, the re-
sults might well be specific to the artificial ar-
rangement alone (Nachmias and Nachmias
1981, 92–93).

Handling Threats to Validity

The reason that experimental designs are
recommended so strongly for evaluations is
that the random assignment associated with
experimental evaluations cancels out the ef-
fect of any systematic error due to extrinsic
variables which may be related to the out-
come. The use of a control group accounts
for numerous factors simultaneously with-
out the evaluator’s even considering them.
With random assignment, the experimental
and control groups are, by definition,
equivalent in all relevant ways. Since they
will have the exact same characteristics and
are also under identical conditions during
the study except for their differential expo-
sure to the program or treatment, other in-
fluences will not be confounded with the
effect of the program.

How are the threats to validity con-
trolled by randomization? First, with his-
tory, the control and experimental groups
are both exposed to the same events occur-
ring during the program. Similarly, matura-
tion is neutralized because the two groups
undergo the same changes. Given the fact
that both groups have the same characteris-
tics, we might also expect that mortality
would effect both groups equally; but this
might not necessarily be the case. Using a
control group is also an answer to testing.
The reactive effect of measurement, if
present, is reflected in both groups. Random
assignment also ensures that both groups
have equal representation of extreme cases
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so that regression to the mean is not the case.
And, finally, the selection effect is negated
(Nachmias and Nachmias 1981, 91–92).

Other Basic Designs

The brief description of several evaluation de-
signs covered earlier in this chapter will be am-
plified and expanded upon in later chapters, and
variations on the basic designs will be discussed.
For example, a design not yet covered, the
Solomon Four-Group Design, a form of experi-
mental design, will be discussed in chapter 6.
Two variations  of  designs covered in the first
edition of Evaluation in Practice are not covered
here, however—the factorial design and the re-
gression-discontinuity design. We do not have a
chapter on either design because we were not
able to identify good  examples of the procedures
in the literature. Instead, they will be discussed
here.

A factorial design, a type of experimental
design, is used to evaluate a program that has
more than one treatment or component. It is
also usually the case that each level of each
component can be administered with various
levels of other components. In a factorial de-
sign, each possible combination of program
variables is  compared—including no pro-
gram. Thus, a factorial evaluation involving
three program components is similar to three
separate experiments, each investigating a
different component.

One of the major advantages of the fac-
torial design is that it allows the researchers
to identify any interaction effect between
variables. David Nachmias stated:

In factorial experiments the effect of one
of the program variables at a single level
of another of the variables is referred to as
the simple effect. The overall effect of a
program variable averaged across all the
levels of the remaining program variables
is referred to as its main effect. Interaction

describes the manner in which the simple
effects of a variable may differ from level
to level of other variables. (1979, 33)

Let us illustrate with an overly simplistic solu-
tion. Figure 2.2 illustrates a program with two
components, A  and  B. In an evaluation of the
operation of a special program to teach calcu-
lus to fifth graders, component A is a daily
schedule of 30 minutes of teaching with a1 in-
dicating participation in the program and a2

indicating nonparticipation. Component B is
a daily schedule of 30 minutes of computer-
ized instruction, with b1 indicating participa-
tion and b2 indicating nonparticipation. The
possible conditions are the following:

a1b1 teaching and computer
a1b2 teaching only
a2b1 computer only
a2b2 neither teaching nor computer

Also suppose that a1b2 improves the students’
knowledge of calculus by one unit, that a2b1

also improves the students’ knowledge of cal-
culus by one unit, but that a1b1 improves the
students’ knowledge of calculus by three units.
This is an example of an interaction effect.
The combination of receiving both compo-
nents of the program produces greater results
than the sum of each of the individual com-
ponents.

Of course in the real world, factorial
evaluations are seldom that simple. In an

FIGURE 2.2

The 22 Factorial Design

Treatment A
a1 a2

(yes) (no)
b1 a1b1 a2b1

(yes)
Treatment B

b2 a1b2 a2b2

(no)
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evaluation of a negative income tax experi-
ment conducted in Seattle and Denver, there
were two major components—(1) cash trans-
fer treatments (NIT) and (2) a counseling/
training component. But the experiment was
quite complicated because more than one
version of both NIT and counseling/training
were tested. With NIT, three guarantee levels
and four tax rates combined in such a way as
to produce eleven negative income tax plans
(one control group receiving no treatment
made twelve NIT groups in all). For counsel-
ing/training, there were three treatment vari-
ants plus a control group receiving no
counseling/training, making a total of four.
Thus, there were forty-eight possible combi-
nations of the twelve NIT plans and the four
counseling/training options. On top of this,
the families in the program were also ran-
domly assigned to a three-year or five-year
treatment duration. Thus, instead of forty-
eight possible treatment/control groups,
there were ninety-five, if all possible combi-
nations were considered given the two treat-
ment durations. Such a massive experiment
would have cost a small fortune, so in the in-
terests of economy and practicality, the ex-
periment did not test every possible
combination of the treatments.

The regression-discontinuity design is a
quasi-experimental design with limited ap-
plicability. In those cases for which the design
is appropriate, however, it is a strong method
used to determine program performance.
Two criteria must be met for the use of the
 regression-discontinuity design:

1. The distinction between treated and
untreated groups must be clear and based
on a quantifiable eligibility criterion.

2. Both the eligibility criterion and the
performance or impact measure must be
interval level variables (Langbein 1980, 95).

These criteria are often met in programs
that use measures such as family income or a

combination of income/family size to deter-
mine program eligibility. Examples of these
include income maintenance, rent subsidy,
nutritional and maternal health programs, or
even in some cases more aggregate programs
such as the (former) Urban Development Ac-
tion Grants. The U.S. Department of Hous-
ing and Urban Development’s Urban
Development Action Grants’ (UDAG) eligi-
bility criteria consisted of a summated scale
of indexes of urban distress. This scale ap-
proximated an interval scale and determined
a city’s ranking for eligibility. For a regres-
sion-discontinuity analysis, one would array
the units of analysis (cities) by their UDAG
scores on the X axis and cut the distribution
at the point where cities were funded (im-
pact), and then plot a development score of
some kind on the Y axis. See the following ex-
ample for further explanation. Donald
Campbell and Julian Stanley caution that
these eligibility cutting points need to be
clearly and cleanly applied for maximum ef-
fectiveness of the design (1963, 62). Campbell
(1984) refers to the unclear cut points as
“fuzzy cut points.”

In the regression-discontinuity design,
the performance of eligible program partici-
pants is compared to that of untreated
ineligibles. The example in figure 2.3 from
Laura Langbein’s book depicts a regression-
discontinuity design assessing the impact of
an interest credit program of the Farmer’s
Home Administration on the market value of
homes by income level (1980, 95–96). Figure
2.3 shows that the income eligibility cut-off
for the interest credit program is $10,000. Be-
cause income is an interval variable and it is
assumed that the eligibility criterion is con-
sistently upheld, the program’s impact is
measured as the difference in home market
value at the cut-off point. For the program to
be judged successful, estimated home values
for those earning $9,999 should be statisti-
cally significantly higher than for those with
incomes of $10,001.



28 PART I INTRODUCTION

To perform the analysis, two regression
lines must be estimated—one for the treated
eligibles and the other for the untreated
ineligibles. For each, the market values of the
home (Y) is regressed on income (X). Al-
though it is intuitively pleasing in this example
that both lines are upward sloping (i.e., that
market value increases with income), that
measure of program impact is at the intercepts
(a) of the regression lines. If the difference be-
tween at (“a” for treated eligibles) and aut (“a”
for untreated ineligibles) is statistically signifi-
cant, then the program is successful. If not, the
program is ineffective (the as were the same)
or dysfunctional (aut was statistically signifi-
cantly different from at and higher than at).

Langbein describes the rationale of the
design as follows:

It assumes that subjects just above and
just below the eligibility cut point are
equivalent on all potentially spurious and
confounding variables and differ only in
respect to the treatment. According to this
logic, if the treated just-eligibles have
homes whose value exceeds those of the
untreated just-ineligibles, then the treat-
ment should be considered effective. The
linear nature of the regression makes it
possible to extrapolate these results to the
rest of the treated and untreated groups
(1980, 95–96).

Thus, the design controls for possible threats
to internal validity by assuming that people
with incomes of $9,999 are similar in many
respects to those who earn $10,001.

Several cautions are advanced to those
considering using this design. First, if the eligi-
bility cut-off for the program in question is the
same as that for other programs, multiple
treatment effects should be considered so as
not to make the results ambiguous. Second,
the effects of self-selection or volunteerism
among eligibles should be estimated. A nested
experiment within the design can eliminate
this threat to internal validity. Third, when

people with the same eligibility are on both
sides of the cut point line, a fuzzy cut point has
been used. If the number of such mis-
classifications is small, the people in the fuzzy
gap can be eliminated. One should use this
technique cautiously, however. The further
apart on the eligibility criterion the units are,
the less one is confident that the treated and
untreated are comparable. A variation of a
fuzzy cut point occurs when ineligibles “fudge”
their scores on the eligibility criterion. This
non-random measurement error is a threat to
the validity of the design.These effects should
be minimized (by careful screening) and  at
least estimated. Fourth, because regression is a
linear statistic, a visual examination of the bi-
variate distributions ensures that nonlinear
trends are not being masked. An associated
caution is that one should remember that the
program’s effect is being measured at only a
relatively small band of eligibility/ineligibility;
consequently, a visual inspection of overall
trends seems reasonable for one’s claiming
programmatic impact.

The Need for an
Evaluability Assessment

As mentioned in chapter 1, evaluability as-
sessments are made to determine the extent
to which a credible evaluation can be done on
a program before committing full resources
to the evaluation. The process was developed
by Joseph Wholey (1979) in the 1970s but has
been widely adopted by others (in particular
Rutman 1980). An evaluability assessment
addresses two major concerns: program
structure, and the technical feasibility of
implementing the evaluation methodology.

The concern with program structure is
essentially overcome by conducting a mini-
process evaluation. The first step in conduct-
ing an evaluability assessment is to prepare a
document model of the program. Here, the
evaluator prepares a description of the pro-
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FIGURE 2.3

Regression-Discontinuity Design: The Impact of  Subsidized Interest Credit on Home Values

Source: Langbein, 1980, 95.

gram as it is supposed to work according to
available documents. These documents in-
clude legislation, funding proposals, pub-
lished brochures, annual reports, minutes of
meetings, and administrative manuals. This
is the first step for the evaluator in attempting
to identify program goals and objectives and
to construct the impact model (description
of how the program operates).

The second step in conducting the
evaluability assessment is to interview pro-
gram managers and develop a manager’s
model. Here the evaluator presents the man-
agers and key staff members with the docu-
ment model and then conducts interviews
with them to determine how their under-
standing of the program coincides with the
document mode. The evaluator then recon-
ciles the differences between the documents
model and the manager’s model.

The evaluator then goes into the field to
find out what is really happening. The docu-
ments model and manager’s model are not
usually enough to yield a real understanding

of the program’s complex activities and the
types of impacts it may be producing.
Through the fieldwork the evaluator tries to
understand in detail the manner in which the
program is being implemented. She or he
compares the actual operations with the
models she or he has developed. With this
work complete, the evaluator is now in a po-
sition to identify which program components
and which objectives can seriously be consid-
ered for inclusion in the impact study.

Finally, the evaluator considers the feasi-
bility of implementing the proposed research
design and measurements. Is it possible to se-
lect a relevant comparison group? Can the
specified data collection procedures be
implemented? Would the source of the data
and the means of collecting it yield reliable
and valid information (Rutman 1980)?

Evaluability assessments will increase the
probability of achieving useful and credible
evaluations. This was ever so clearly illustrated
by one of our favorite evaluation stories by
Michael Patton (case 1.1 in chapter 1).
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Note

1.  Although a number of authors in the evalua-
tion field use the terms control group and com-
parison group interchangeably, they are not
equivalent. Control groups are formed by the
process of random assignment. Comparison
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Program evaluation is an empirical enter-
prise. The logic of empirical inquiry concerns
the investigation of measurable, observable
phenomena. Empirical knowledge is objec-
tive knowledge. While the choice of what one
studies may be subjective, the method by
which one does it is not. That is why empiri-
cal research is straightforward. Once the sub-
ject of the investigation is identified, there are
rules by which the investigation proceeds.
Measurement is a key component of empiri-
cal inquiry. In its broadest sense, “measure-
ment is the assignment of numerals to ob-
jects or events according to rules” (Stevens
1951, 1).

Conceptualization and the
Process of Operationalization

Concepts are the abstract or underlying
properties of variables we wish to measure.
The more abstract the concept, the more dif-
ficult it is to measure. In evaluation research,
some concepts are very easy to measure. For
our purpose right now, let us assume that
“measure” means how we see the concept in
reality. For example, if we think that gender
has an impact on the outcome of a treatment,

gender is the concept and we would measure
it by separating people by how gender is
manifest—females and males. We do not
“see” gender; rather, we see men and women.

In the physical sciences, concepts are eas-
ily measured since they are physically “seen”—
mass can be weighed, length can be mea-
sured, white blood cells can be counted.
Some would say that it is unfortunate that in
evaluation and the social sciences the gap be-
tween many concepts and how the concept is
observed in the world is sometimes quite
wide. We rather would like to agree with E.L.
Thorndike, who said, “If something exists, it
exists in some amount. And if it exists in
some amount, it can be measured” (Isaac and
Michael 1981, 101). That is what makes
evaluation an art, a science, and a theoreti-
cally stimulating exercise.

Once you have identified a concept of in-
terest, the first step in measurement is to de-
fine it conceptually. Let us take a concept to
which most people can relate—political par-
ticipation. An appropriate conceptual defini-
tion might be, “any effort by citizens to affect
the outcome of political decisions.” Now, let
us assume that our study of political partici-
pation is confined to industrialized democra-
cies in North America. That being the case,

CHAPTER 3

Measurement



32 PART I INTRODUCTION

we may wish to narrow our definition a bit to
“any legal effort by citizens to affect the out-
come of political decisions.” This stipulative
definition makes sense in this context. It spe-
cifically excludes illegal means of participat-
ing, such as political assassinations, bomb-
ings, airplane hijackings, or kidnappings.
This would be appropriate in the North
American context. In some countries, how-
ever, one could understand that to exclude
these illegal forms would be to miss an im-
portant part of the concept of political par-
ticipation as it is practiced in those countries.

That brings us to the operational defini-
tion. When we operationalize a concept, we
define how it is seen in reality. Given our
stipulative definition, how do we know politi-
cal participation when we see it? Sidney
Verba, Norman Nie, and Jae-On Kim (1979)
identify several variables that operationalize
political participation in their classic studies:
voting, contacting elected or appointed offi-
cials, contributing money for a candidate,
running for elective office, trying to persuade
someone of your political views, and cam-
paigning for a candidate. When you opera-
tionalize a concept, you name the variable
that you subsequently will measure.1

Measurement refers to the rules for as-
signing numerals to values of a variable. Ac-
cording to Fred Kerlinger,

measurement is the game we play with ob-
jects and numerals. Games have rules. It
is, of course, important for other reasons
that the rules be “good” rules, but whether
the rules are “good” or “bad,” the proce-
dure is still measurement. (1973, 427)

In order to specify the rules, we need to iden-
tify the unit of analysis of the phenomenon
we are measuring. The unit of analysis is the
general level of social phenomena that is the
object of the observation measured at an
identified level of aggregation (e.g., indi-
vidual persons, neighborhood, cities, na-

tions). The variable must be both conceptu-
ally and operationally measured at the same
level of aggregation or unit of analysis.

For example, let us go back to political
participation. If we are interested in explain-
ing the political participation level of people,
the unit of analysis would be the individual
and it could be measured in a number of
ways. One measure of participation mea-
sured at the individual level is to count how
many times an individual voted in the past
five years. The variable is “voting frequency.”
Another way is to create an index by adding
up the different ways a person has reported
that they have participated using the Verba,
Nie, and Kim items. The variable is a “par-
ticipation index.” A third way is to ask some-
one if they voted in the last presidential elec-
tion. The variable is “voted in last
presidential election.”

Measurement refers to the rules for as-
signing numbers to values on a variable. For
voting frequency, consider the following rule:
For each individual in the study, look at the
last five years of election records and count
the number of times each individual voted.
Each voting incident increases the voting fre-
quency by 1. An alternate rule could be as fol-
lows: Count the number of times each indi-
vidual voted in the past five years and divide
it by the number of elections for which they
were eligible to vote. This alternative mea-
surement controls for the time a person
moves into or out of a voting district and also
controls for eligibility to vote by virtue of age.

A variety of ways exist for constructing
the participation index. One way is to tally the
number of Verba, Nie, and Kim items each in-
dividual had done in the past year. The result
would be an index which would vary from 0
(no participation) to 6 (participated in all
forms of political participation). Another,
what Verba, Nie, and Kim have argued as a
“better” rule/measure, would be to do a factor
analysis of the degrees of each item (number
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of contacts, amount of money contributed,
number of friends you tried to persuade, etc.)
and produce a factor score for each individual.

A rule for the final measure of individual
participation could be to ask a person
whether or not they voted in the last presi-
dential election and assigning a “1” if they re-
ported to have voted and “0” if they reported
to have not voted. Alternately, one could go
back to the election records and verify actual
voting behavior, making the same numerical
assignments.

How about if we are interested in partici-
pation in urban areas? The question is “How
can we measure urban political participa-
tion?” The unit of analysis is cities. Remem-
ber, the variable measured must be consistent
with the unit of analysis. Therefore, we can-
not say, “How many times did the city vote in
the past five years?” Cities do not vote, indi-
viduals do. We can estimate voter turnout,
however, by calculating the percentage of eli-
gible voters who voted in the last election.

Let us take a few more easy examples. If
we wish to include gender in our study and
the unit of analysis is the individual, we can
assign a “1” if the person is a male and a “2” if
the person is a female. If the unit of analysis is
states, then gender can be operationalized as
“percent female.” If we wish to measure in-
come and the unit of analysis is the indi-
vidual, we might ask them their pretax in-
come, but a better method (explained below)
would be to give them a card upon which  in-
come ranges  are printed and ask them to give
you the letter of the range which includes
their income. If your unit of analysis is census
tract, you might use “median income” for the
tract or “percentage of the tract’s residents
with incomes below the poverty line.”

In program evaluation, we are typically
interested in determining whether a program
had its desired effect. Measurement, in this
case, can be more difficult than these previous
examples. First, there must be some agreement

on the desired effect. Presumably, a process
evaluation would verify whether the program
were set up in a manner consistent with pro-
gram objectives—for example, is a job train-
ing program actually delivering job placement
and success skills? Does a Head Start Program
have an educational component?

How does one measure the success of a
job training program? At the individual level,
is it getting a job interview, getting a job, or
still being in the job six months after place-
ment? What is a “good” placement rate for
the agency? Are there any benchmarks (see
chapter 4) that can be used in this regard? For
a nutrition education program, one might
expect to encounter the most “knowledge”
(measured by scores on a test) at the end of
the course with knowledge leveling off  to a
plateau above the original baseline. That is
why it is so important to go through the steps
of conceptually defining the variable, with
stipulations if necessary, with operation-
alizations and units of analysis consistent
with the concept of interest.

Measurement deals with rules, and there
are rules concerning how good measures are
constructed. First, all measures must have
categories which are mutually exclusive and
collectively exhaustive. The mutual exclusivity
criterion means that each unit (individual,
city, nation, etc.) must fit into only one cat-
egory. In the social sciences, gender is easy.
One can be either male or female, but not
both. Race is a bit more difficult. Either all
permutations of combinations must be listed
or you wind up with a lot of people checking
“Other” and the researcher’s not knowing
what that means substantively. Measures are
collectively exhaustive if every unit can fit
into a category. In other words, every aspect
of the variable has a category and value so
that each unit can be assigned to a category
that reflects its manifestation of the variable.

A final aspect of measurement concern
involves committing what is referred to as the
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ecological fallacy. The ecological fallacy in-
volves imputing individual level behavior
from aggregate-level measures and statistics.
To continue with the political participation
example, one cannot infer the voting behav-
ior of an individual based on variables mea-
sured at the city level. You can infer the other
way around, though. By knowing the voting
behavior of all individuals in a city, we can
produce an aggregate turnout rate for the
city. By carefully matching your concept and
measure with the appropriate unit of analy-
sis, you can avoid the ecological fallacy.

Levels of Measurement

All statistical choices are made on the basis
of the directionality of the hypothesis, the
number of variables involved, and the level
of measurement of those variables. Conse-
quently, there is seldom a “choice” of statis-
tics but, rather, an appropriate statistic. The
higher the level of measurement, the greater
the information about the nature of the dif-
ferences among units. The higher the level
of measurement, the more creative you can
be in combining information from multiple
variables. The purpose of this section is to
review the levels of measurement and their
constraints.

Nominal Level

At the nominal level of measurement, names
or numerals are assigned to classes of catego-
ries in a purely arbitrary manner. In nominal
level variables, there is no rank ordering, no
greater than or less than implied. The numer-
als themselves are meaningless except to
“code” or organize data. In the gender ex-
ample above, we assigned “1” to males and
“2” to females. The assignment could have
been reversed. Scoring a “2” on gender does
not mean females have more gender than

males. In fact, we could have assigned any
number, say “1282” for males and “400” for
females. They just connote labels for catego-
ries. However, it is customary to begin coding
with “1” and follow up with consecutive nu-
merals until the number of categories is ex-
hausted. This reduces coding or keying errors
which would have to be “cleaned” once the
data set is built.

Ordinal Level

When variables are measured at the ordinal
level, their values are arranged in a sequence
from lesser amounts of the concept to greater
amounts of that attribute. It implies a ranking,
either individual discrete ranks or grouped
ranks, and suggests “better or worse,” “more or
less” on the variable; however, it does not tell
us how much more. An example of discrete
ranks is a ranking of the states on an attribute,
for example, median income, from highest to
lowest with no ties. Grouped ranks can be
rankings on which there can be ties, such as
the ranking of academic programs by U.S.
News & World Report. However, survey-type
questions that ask respondents whether they
“strongly agree,” “agree,” “neither agree nor
disagree (neutral),” “disagree,” or “disagree
strongly” with a statement are also considered
grouped ranks. In this latter case, we know
that someone who “strongly agrees” has a
greater feeling of agreement than someone
who only “agrees”—however, we do not know
by how much.

Interval Level

Variables measured at the interval level have a
constant unit length between adjacent cat-
egories. For example, if we are measuring
units in inches, the distance between one inch
and two inches is the same as the distance
between the 50th and 51st inch—one inch.
The unit length between $1 and $2 is the
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same as between $1,000 and $1,001. There-
fore, interval-level variables have all of the
characteristics of ordinal variables with the
addition of the constant unit length. This
constant unit length allows one to perform
mathematical functions—to add, to subtract,
to multiply, to divide, to exponentiate, and so
forth.2

Since you can do more operations with
interval-level variables than with ordinal or
nominal, is interval-level measurement al-
ways the best measure? It usually is because,
if it is appropriate, you can “collapse” cat-
egories of adjacent interval-level variables
and make them ordinal-level variables. You
lose some of the information, but it may be
aesthetically pleasing in a cross-tabluation
display. You can always make a higher-level
variable into a lower-level variable, but not
vice versa. However, there are situations in
which gathering data at the ordinal level
may be more appropriate.

Take the case of income. The best mea-
sure from the level of measurement perspec-
tive is number of dollars of income during
the previous year. However, income is consid-
ered a personal statistic—not one which
many people are willing to share, or, if they
are willing, there may be questions about ac-
curate recall. It is better to gather income
data as it is reported in the Census—by mul-
tiple (i.e., twenty-five) ordinal categories.
People are more willing to give income infor-
mation as long as they are in reasonable
ranges. It is better to have less missing data
and an ordinal measure than to have lots of
missing interval-level data. In fact, the more
ordinal rankings, the more the variable ap-
proximates an interval-level variable and can
be used as such.3

By the way, in cases where the unit of
analysis is individuals from the general popu-
lation, it is reasonable to directly use the Cen-
sus categories as a base for comparability
across studies. It would not be advisable in

specialty populations, though. In studies of
the poor, there are not enough gradations of
the lower income levels for reasonable vari-
ance. Likewise, a survey of medical doctors
would not yield enough variation at the higher
limits of income for meaningful analysis.

Special Case of Dummy Variables

Dummy variables  designate the presence or
absence of a characteristic. They are often
constructed to be used as interval-level vari-
ables in statistics such as multiple regression
since the coefficients are interpretable.
Dummy variables are always coded with a “1,”
designating the presence of an attribute and a
“0,” as the absence of an attribute. Simply, this
is how it works. The regression formula is

Y = a + b1X1 + b2X2 + … + bnXn

where Y is the dependent variable, a is the in-
tercept where Y = 0, b is the regression coeffi-
cient, and X is the independent variable.

Let us say that we think gender has an
impact on some dependent variable and we
would like to use gender in our regression
equation. In fact, we think that being female
results in more of the dependent variable.
Gender is a nominal-level variable, however,
and it is incorrect to use nominal-level vari-
ables in statistics that assume interval-level
measurement. We can transform the nomi-
nal-level variable (gender) to a dummy vari-
able (femaleness) by coding females “1” and
males “0” (the absence of femaleness). Look
at what that does to the equation. If the value
for X1 is the femaleness dummy value, the
value of the b1X1 portion of the equation
would be 0 for men (because you would be
multiplying by 0) and the value for women
would be some non-zero value. That is why
the only coding of dummy variables that will
work is the “0” and “1” coding scheme.

What if the nominal variable of interest
has more than two categories? For this
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example, let us say the unit of analysis is cities
and the nominal variable of interest is region
of the country operationalized as North,
South, East, and West. You would construct a
series of dummy variables totaling the num-
ber of nominal categories minus 1. In this
case you would construct three (4–1) dummy
variables of this form:

If region equals “North,”
northernness equals 1

If region does not equal “North,”
northernness equals 0

If region equals “South,”
southernness equals 1

If region does not equal “South,”
southernness equals 0

If region equals “East,”
easternness equals 1

If region does not equal “East,”
easternness equals 0

We do not include a westernness dummy
variable because it would overdetermine the
model, statistically speaking. In other words,
if we have information on whether or not a
city is northern, southern, or eastern, we
know which ones are western (those which
scored 0 on all the preceding dummies). No
additional information is provided by that
last dummy variable; in fact, it provides re-
dundant information. Our rule of thumb is
that when deciding which dummy to “leave
out,” in the absence of a compelling theoreti-
cal choice (like femaleness was above), leave
out the potential dummy variable with the
smallest number of cases.

Validity and Reliability
of Measures

In program evaluation, as well as in the social
sciences generally, the issues of validity and
reliability of measures is important, as we
tend to measure concepts that are not easily
observed in reality. In measurement, we im-

pose rules; in assessing the validity and reli-
ability of our measures, we are evaluating the
“goodness” of the rules. Psychologists tend to
take tests of validity and reliability very seri-
ously. They even have academic journals in
which the articles are solely validity and reli-
ability tests. Good program evaluators will
routinely evaluate validity and reliability of
measures as well.

Validity

When assessing validity we are concerned
with whether we are measuring what we
think we are measuring. In other words, a
measure is valid to the extent it captures or
measures the concept or thing it is intended
to measure. The farther removed our mea-
sures are from the concepts they are intended
to measure, the more concerned we are with
their validity. Measurement validity also re-
quires that the correct numerals are assigned
to specific units. The difference between the
correct assignment and the actual assignment
is called measurement error.

William Bowen and Chieh-Chen Bowen
(1998) offer several steps to mitigate against
measurement error:

• taking repeated measurements of the
same empirical entity;

• when the measurements require
instrumentation, using mechanical
devices to fix the reference point of
observation;

• making electronic observations that
print automatically whenever possible;

• taking the average of repeated
measurements of the same empirical
entity (58).

Another method, training observers, is spe-
cifically discussed later in this chapter.

The most common form of validity is
also the least rigorous, face validity. It answers
the question, “On the face of it, does this ap-
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pear to be a valid measure of the concept?”
Face validity is better than no validity at all.
For example, does “voting” appear to be a
valid measure of political participation? Most
reasonable people would agree that it is. Face
validity is enhanced if the measure can be
linked to previous published literature. In
this case, all scholars use voting as a measure
of political participation and have to give a
good explanation if they do not use it.

Content validity addresses the following
question: “How well does the content of the
test [i.e., measure] sample the kinds of things
about which conclusions are to be drawn?”
(Isaac and Michael 1981, 119) This type of
validity is typically important in measures
like achievement tests where one is concerned
about whether the test items are representa-
tive of the universe of items that could mea-
sure the concept. In assessing content validity,
experts use logically deduced judgments to
make an assessments of the validity of the in-
strument. For example, in assessing the items
on a school achievement test for second grad-
ers, experts would judge whether the items
test knowledge or skills one would expect a
second grader to have and whether there is an
adequate sample of items to tap all aspects of
that achievement.

Criterion Validity

Criterion validity addresses this question:
“Does the test compare well with external
variables considered to be direct measures of
the characteristic or behavior in question?”
(Isaac and Michael 1981, 119)  Basically, one
compares the results of a test with another
external test or variable assumed to be mea-
suring the same concept.

In program evaluation, criterion validity
often takes the form of correlating multiple
measures of a concept that are gathered at the
same time. This form of criterion validity is
referred to as concurrent validity, because the
measures are taken concurrently. High corre-

lations between items that are assumed to be
measures of the same phenomenon have high
concurrent validity.

Another form of criterion validity is pre-
dictive validity. In predictive validity one is
less concerned with what the test measures as
long as it predicts an outcome. Predictive va-
lidity is considered to be the stronger of the
two forms of criterion validity (Bowen and
Bowen 1998, 60). An example of this form is
GRE scores. The question is whether GRE
scores are predictive of success in graduate
school. If they are, then the GRE is a good ad-
missions tool. In most admission decisions,
however, the GRE is seldom the sole predic-
tor of success. Multiple measures are used—
undergraduate grade point average, essays,
letters of recommendation. To the extent that
these multiple measures predict success, they
have high predictive validity. To the extent
that these measures are highly correlated,
they exhibit concurrent validity.

Construct Validity

Construct validity relates to this question:
“To what extent do certain explanatory con-
cepts or qualities account for performance on
a test?” (Isaac and Michael 1981, 119). L.
Cronbach (1970, 143) says that there are
three parts to construct validation: suggesting
what constructs possibly account for test per-
formance, deriving hypotheses from the
theory involving the construct, and testing
the hypotheses empirically. What separates
construct validity from other forms is its reli-
ance on theory and theoretical constructs,
along with empirical inquiry into hypoth-
esized relationships. It is more rigorous in
that it hypothesizes not only what should be
correlated with the measure, but what should
not be correlated on the basis of theory.

In program evaluation there are two
techniques commonly used to address con-
struct validation. One is to conduct a “known
group” test. For example, if you have con-
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structed an index that is supposed to measure
liberalism, you could administer the items to
a group which is known to be liberal (e.g.,
elected Democrats in Minnesota, members of
Common Cause), and they should receive
liberal scores. Moreover, if you administered
the same instrument to a group known to be
conservative (e.g., the Christian Coalition,
Family Research Council), they should score
low on the liberalism scale. The two groups
would then be expected to score similarly on
a scale that is unrelated to liberalism, like the
concept of being introverted.

A second technique to establish con-
struct validity is the theoretical and empirical
use of factor analysis. Fred Kerlinger (1973)
argues that factor analysis is the most power-
ful method of construct validation. Factor
analysis not only shows which measures
“hang together” and their relative contribu-
tion to the index, but it also empirically dem-
onstrates the divergence of the index from
other indexes. Conceptually, this is similar to
the divergence of the liberalism index and the
introversion index above.

Reliability

Kerlinger says a measure is reliable “if we
measure the same set of objects again and
again with the same or comparable measur-
ing instrument [and] we get the same or
similar results” (1973, 443). A measure is reli-
able to the extent that essentially the same re-
sults are produced in the same situation, and
that these results can be reproduced repeat-
edly as long as the situation does not change.
Reliable measures are dependable, stable,
consistent, and predictable.

The following example demonstrates the
distinction between valid measures and reli-
able measures. Suppose you went to a
doctor’s office and your weight was logged in
at 135 pounds. When you returned home you
wanted to check your bathroom scale for ac-

curacy (validity). When you got on the scale
it registered 135 pounds. You then assumed
that your scale is a valid measure of your
weight. It measures what you had hoped it
would measure—an accurate reading of your
weight (criterion validity).

Suppose, however, when you came home
your weight registered 120 pounds. You could
not believe it so you got off the scale and then
got back on. Once again it registered 120
pounds. So you got off and on again and it
registered 120 pounds. Your bathroom scale
is reliable, since it took the same situation
(you at 135 pounds) and repeatedly gave the
same result (registered the weight as 120
pounds). Since you purchased your scale at a
garage sale, however, you are confident that
the doctor’s scale gives a better representation
of your weight than your scale—the doctor’s
scale is a valid measuring instrument. If you
had gotten on and off your doctor’s scale and
it repeatedly registered 135 pounds, the
doctor’s scale would be judged both valid and
reliable.

The basic characteristics of a reliable mea-
sure, then, are stability, equivalence, and inter-
nal consistency. Stability is demonstrated by
generating the same results under similar con-
ditions. Equivalence means that two raters
would give the same rating to a single condi-
tion using your measurement rules. Internal
consistency means that all the items in a mea-
sure or index are related to the same phenom-
enon. The types of reliability tests used on in-
dexes are covered in the next sections.

Split-Half Reliability

This type of reliability test can be used when
there are enough items on an instrument
such that you can randomly assign items to
two subsets, or halves, and correlate the re-
sults of the halves. The higher the correlation,
the higher the internal consistency of the in-
dex items.
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Equivalent Forms

Another method to test the reliability of an
index is by using equivalent forms. In this
method, the same person responds to two in-
struments that are hypothesized to be equiva-
lent. The results from the two sets of re-
sponses are correlated. Once again, the higher
the correlation, the greater the evidence of a
stable, reliable index.

Test-Retest

The test-retest method is another measure of
equivalence of a measure or index. In this
situation, a person responds to an instrument
(test) and responds to the same instrument
(retest) over a period of time. The results of
the two sets of responses are correlated and
used as evidence of reliability.

There are some easy methods to in-
crease the reliability of measures—by using
multiple measures of a concept, by adding
more items to an index, by ensuring that
there are no ambiguous items or measures,
and by providing clear and unambiguous
instructions for raters, coders, and survey
respondents. The use of multiple measures
will ensure that if you find that one of your
measures is unreliable, then you have a
back-up measure to use.4 Other statistical
tests of reliability (such as Cronbach’s alpha)
can be found in all statistical packages built
for social scientists. If you construct an in-
dex and find that it is not reliable enough
(the rule of thumb on Cronbach’s alpha is
0.8), adding additional items to the index
will increase reliability by a predictable
amount. Ambiguous items or measures, par-
ticularly in mail surveys, yield unreliable re-
sults, as respondents may interpret the items
in a manner inconsistent with the surveyor’s
intent. The same is true for ambiguous in-
structions.

In program evaluation, when you use
trained observers to gather data, there is the

added concern over interrater reliability. Let
us say that you are going to evaluate the ef-
fectiveness of a neighborhood beautifica-
tion program. You take four pictures of
street conditions ranging from 1, which is
very neat and tidy, to 4, which is a mess. You
hire students who will rate the blocks you
have randomly sampled from each of the
participating neighborhoods. Before you
send the students out to collect the data,
you have a one-hour training session in
which you point out what discriminates a 1
from a 2, a 2 from a 3, and a 3 from a 4.
These aspects include the amount of visible
litter, condition of trash containers, pres-
ence of abandoned automobiles, condition
of tree and lawn grooming, visibility, and
condition of signage. You then take all the
students to a nonparticipating neighbor-
hood and have each of them rate the same
block (pretesting the instrument) and com-
pare their ratings. If the ratings differ, point
out which aspect to take into account to
correctly rate the block. Continue the pro-
cess until all students rate the blocks simi-
larly (or fire the ones who consistently rate
incorrectly).

Once you let the students out on their
own, you need to check and make sure they
are still rating correctly—measuring reli-
ably. A number of ways exist for ensuring
this. First, you can spot check while students
are rating. Secondly, you can send another
student to rate the same block right after it
has been rated and assess the interrater reli-
ability. Thirdly, you can send the students in
two-person teams, instructing each to make
an individual rating and then compare the
ratings, reconciling any discrepancies on the
spot.

Whenever you are using observers to
gather data, they must be trained, they must
practice the technique, and they must be pe-
riodically checked to ensure reliability of
their data gathering techniques.
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Measurement in Perspective

Now that we have covered the basics of mea-
surement, we will look at the measurement of
an actual variable—“psychological type” mea-
sured by the Myers-Briggs Type Indicator
(MBTI). The MBTI is a commonly used psy-
chological indicator that sorts people into 16
psychological types. It is derived from Carl
Jung’s (1875–1961) theory of psychological
type based on normal, as opposed to abnor-
mal, psychology. He hypothesized that people
act in predictable ways depending on their in-
nate type. The MBTI itself was developed by
Katharine Cook Briggs (1875–1968) and her
daughter, Isabel Briggs Myers (1897–1980).
MBTI is used in a variety of instances includ-
ing career development, relationship counsel-
ing, team building, and diversity training.

The conceptual definition of psychologi-
cal type is the innate pattern of preferences of
an individual that causes him or her to be-
have in predictable ways. According to Jun-
gian theory, the preferences are based on how
one takes in information, how one organizes
and processes information, and where one’s
attention is most easily focused. Operation-
ally, the indicator is a combination of prefer-
ence sorting on four different, dichotomous
dimensions, or scales as they are referred to
in the Myers-Briggs literature. Those dimen-
sions are extraversion5 versus introversion,
sensing versus intuition, thinking versus feel-
ing, and judging versus perceiving. Therefore,
psychological type is what we call a multidi-
mensional concept—it has four separate di-
mensions.

Because Jungian theory is based on nor-
mal psychology, neither of the dichotomous
anchors of a dimension is better than the
other—someone preferring extraversion is
not better than one preferring introversion;
someone preferring sensing is not more nor-
mal than someone preferring intuition.6 The
idea is to sort people on each dimension.

Therefore, each dimension is a dichotomous
nominal variable; preferences are labels. The
combination of preferences is a nominal vari-
able as well. The maximum number of per-
mutations of the combinations is sixteen;
therefore, there are sixteen personality types.

The MBTI instrument is a self-report
questionnaire consisting of ninety-five items.
The items are selected and developed based
on their ability to distinguish between the in-
dividual dichotomies. Each item contributes
to only one of the four dichotomies. Some
items contribute more to distinguishing be-
tween the two ends of the dichotomy. These
items are “weighted” on that basis. Conse-
quently, each item receives a score of 0, 1, or 2
based on how it contributes to the particular
classification. Examples of some items which
contribute to each of the dichotomies are
listed in table 3.1.

Researchers or counselors who use the
MBTI must be trained professionally in the
conduct, scoring, and interpretation of the
MBTI. This requirement addresses one com-
ponent of the reliability of the MBTI. This
training ensures that the directions will be
given unbiasedly, that the instrument will be
scored accurately, and that the ethical consid-
erations in their interpretation and use are
assured. Other factors  affect the reliability of
the MBTI related to the respondents. First, a
respondent might feel pressured to respond
in a way that is either socially desirable or in a
manner the respondent feels is appropriate in
light of the environment in which the MBTI
is administered. For example, if the MBTI is
administered in a work environment, the re-
spondent may answer in a manner to please
superiors. Secondly, if a person is lacking in
self-esteem, there may be a tendency to an-
swer in terms of what they perceive is their
idealized self rather than with their real pref-
erences. Thirdly, if people have developed
skills for their job or home environment
(such as a natural introvert “learning” to be-
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Extravert/Introvert Scale

1. In a large group, do you more often

(A) introduce others—Extravert (2)
(B) get introduced?—Introvert (2)

2. Which word in the pair appeals
to you more?

(A) reserved—Introvert (1)
(B) talkative—Extravert (2)

3. Which word in the pair appeals
to you more?

(A) party—Extravert (1)
(B) theatre—Introvert (0)

4. Are you

(A) easy to get to know—Extravert (1)
(B) hard to get to know?—Introvert (2)

Sensing/Intuitive Scale

1. Would you rather have as a friend

(A) someone who is always coming
up with new ideas—Intuitive (1)

(B) or someone who has both feet
on the ground—Sensing (2)

2. Which word in the pair appeals
to you more?

(A) facts—Sensing (2)
(B) ideas—Intuitive (1)

3. Which word in the pair appeals
to you more?

(A) foundation—Sensing (0)
(B) spire—Intuitive (2)

4. Do you think it is more important
to be able

(A) to see the possibilities in a
situation—Sensing (1)

(B) or to adjust to the facts as they
are—Intuitive (0)

Thinking/Feeling Scale*

1. Which word in the pair appeals
to you more?

(A) convincing—Thinking (2)
(B) touching—Feeling (2)

2. Which word in the pair appeals
to you more?

(A) who—Feeling (0)
(B) what—Thinking (1)

3. Do you more often let

(A) your heart rule your head—
Feeling (2)

(B) your head rule your heart?—
Thinking (1)

4. Would you rather work under someone
who is

(A) always kind—Feeling (1)
(B) or always fair?—Thinking (0)

Judging/Perceiving Scale

1. Does following a schedule

(A) appeal to you—Judging (2)
(B) or cramp you?—Perceiving (2)

2. Which word in the pair appeals
to you more?

(A) systematic—Judging (2)
(B) casual—Perceiving (2)

3. Which word in the pair appeals
to you more?

(A) quick—Judging (0)
(B) careful—Perceiving (1)

4. In getting a job done, do you depend on

(A) starting early, so as to finish
with time to spare—Judging (0)

(B) or the extra speed you develop
at the last minute—Perceiving (1)

TABLE 3.1

Items from MBTI by Scale (with Weight)

*  The only scale that demonstrates differences by gender is Thinking/Feeling. Only items common to both
genders are included in this listing.
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come comfortable with public speaking),
they may respond with the learned response
rather than their natural preferred response.
A fourth threat to reliability is when the re-
spondent sees no clear choice, thus answering
inconsistently. Misreading of items or leaving
too many items unanswered also has an im-
pact on the reliability of the MBTI. Since
those who administer the MBTI have no con-
trol over these respondent-based threats to
reliability, they must use their training to
provide an environment in which the respon-
dent is less likely to be susceptible to those
threats.

The types of reliability tests used with the
MBTI include split-half and test-retest. The
MBTI does not have an equivalent form, as
all forms contain the same core of scored
questions. The results of the split-half reli-
ability tests using data stored in the national
MBTI data bank indicated that the reliability
is high among adults regardless of age and
gender and lowest among “underachieving”
high school students (Myers and McCaulley
1985, 164–69) and students in rural areas.
The Cronbach’s alpha coefficients exceeded
0.8 in all but the Thinking/Feeling Scale
(a=0.76).7 Examination of the available test-
retest data shows remarkable consistency
over time. When respondents changed prefer-
ences, it was usually only on one scale and
typically if original strength of the preference
was low on that scale (170–74).

In terms of validity, the items in table 3.1
can be examined on the extent of face valid-
ity. What do you think? It is generally held
that the items that contribute to each di-
chotomous scale have face validity. The most
important validity for MBTI is construct va-
lidity, as the indicator is grounded in theory.
To estimate validity of the MBTI, researchers
correlated the results with a number of other
personality indicators, particularly those con-
structed by other Jungian theorists. The cor-
relations generally for each scale ranged from
0.4 to 0.75 (175–223).

Conclusion

Measurement is a very important aspect of
program evaluation. It involves defining con-
cepts of interest, organizing rules for the as-
signment of numbers to the ways the concept
manifests itself in the empirical world, and en-
suring the validity and reliability of the mea-
sures. When you read the examples of pro-
gram evaluations in the remainder of the
book, be cognizant of the some of the inge-
nious way the authors measure outcomes and
carefully report evidence concerning the valid-
ity and reliability of their measures. Measure-
ment is an art and a science. In program evalu-
ation, measurement is crucial when the future
of the program is in the evaluator’s hands.

Notes

1. Recall that variables indicate the various ways
the concept appears in nature. Variables must
take on at least two forms (e.g., male and
female) or else they are considered constants.
Constants cannot be used in statistical
analyses as statistics are based on variance.

2. Statistical purists distinguish between
interval-level variables and ratio-level
variables. Ratio variables have an absolute zero
and, thus, one can say, for example, that
someone who has $50 has twice as much
money as someone who has $25. However,

this distinction is seldom followed in practice,
and determination of appropriate statistics is
not changed by virtue of this distinction.
Therefore, we have chosen to consider ratio a
special form of interval variable.

3. We also know there is a classical debate
between statistical purists and methodological
pragmatists on when an ordinal-level variable
“approximates” an interval-level variable and,
consequently, does not seem to violate the
assumptions of interval-level statistics. Suffice
it to say that a five-category ordinal variable is
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probably not used appropriately as an
interval-level variable, whereas the twenty-five-
category Census variable on income is used
more appropriately.

4. Remember that using multiple measures also
allows one to assess the validity of the
measures. To the extent that these measures
are highly correlated (assuming they are both
reliable), then validity is enhanced.

5. This spelling is the one Jung preferred and the
one used by professionals trained to adminis-
ter the MBTI.

6. We will not go into a lengthy discussion about
the meaning of each of these dichotomous
pairs. The purpose here is to provide a
measurement example using the MBTI. Those
interested in learning more about MBTI
should consult Myers and McCaulley 1985 or
McCaulley 1981. There are other related books
in the popular press, such as Elliott and Lassen
1998 and Pearman and Albritton 1997.

7. The MBTI has a method to convert the raw
scores on the scales to interval-level scores for
use in interval-level statistics.
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Performance measurement and bench-
marking are hot topics at all levels of govern-
ment and in nonprofit organizations. Inspired
by David Osborne and Ted Gaebler’s Rein-
venting Government and launched onto the
national scene by then Vice President Al
Gore’s National Performance Review and the
Government Performance Results Act of 1993
(Results Act), performance measurement is a
label typically given to efforts undertaken by
governments and nonprofit agencies to meet
the demand for documenting results (Wholey
and Hatry 1992).*

The Results Act came about during a time
when there was declining public confidence in
government, continuing budget pressures,
and increasing demands for effective public
services. Its purposes are to shift the focus of
management to results (as opposed to inputs
and outputs); to improve service delivery,
program efficiency, and program effective-
ness; to improve public accountability; to sup-
port resource allocation and other policy
decision making; and, ultimately, to improve

public confidence in government. The Results
Act requires that agencies undertake strategic
planning to identify missions, long-term
goals, and strategies for achieving goals. These
plans must also explain the key external fac-
tors that may affect the achievement of those
goals.

The process of performance measure-
ment is defined explicitly in the Results Act;
surprisingly, it gives an outline that any orga-
nization may use to implement performance
measurement and performance management.
Each agency prepares an annual performance
plan that shall

1. establish performance goals to define
the level of performance to be achieved
by a program activity;

2. express such goals in an objective,
quantifiable, and measurable form;

3. briefly describe the operational
processes, skills and technology, and the
human, capital, information, or other
resources required to meet the
performance goals;

4. establish performance indicators to be
used in measuring or assessing relevant

CHAPTER 4

Performance Measurement
and Benchmarking

* The group referred to as the National Performance
Review, or NPR, is now called the National Part-
nership for Reinvention.
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outputs, service levels, and outcomes of
each program activity;

5. provide a basis for comparing actual
program results with the established
program goals; and

6. describe the means to be used to verify
and validate measured values.
(P.L. 103–62, sec. 4b.)

State and local governments have been mea-
suring the effectiveness of their services for
quite some time; however, the focus on per-
formance as an accountability measure has
never been as prominent as it is today. The
purpose of this chapter is to introduce you
to the differences between performance
measurement and program evaluation, to
cover the components of a performance-
based management system, to discuss the
components of a good performance mea-
sure, and to expose you to the concept of
benchmarking as it pertains to performance
measurement.

Performance Measurement
versus Program Evaluation

The Government Performance Results Act of
1993 has been dubbed “the full employment
act for program evaluators” (Newcomer
1997, 9) because the demand for quantitative
measures is so pervasive. This does not mean
that program evaluation and performance
measurement are synonymous. Program
evaluation is the more inclusive of the terms.
Evaluation efforts are systematic efforts to
determine whether a program did what it in-
tended and can focus on inputs, operations,
and results (Newcomer 1997, 9). They look at
“why” a program did or did not function as
intended or “how” it functioned. Perfor-
mance measures are quantitative indicators
that tell us “what” is going on in terms of out-
puts or outcomes, but do not explain why or
how this occurred. They deal with high-per-
forming operations.

Harry Hatry (1997) makes the following
comparisons. Program evaluations tend to be
performed by people from outside the
agency—such as university researchers or
outside contractors. This is because program
managers have a vested interest in demon-
strating that their programs do, in fact, work.
Moreover, they have an incentive to want to
keep their jobs. So, program evaluations are
performed by objective, disinterested outside
groups or evaluation units within very large
organizations (such as the Department of
Housing and Urban Development). Perfor-
mance measurement, however, is conducted
internally with data gathered and analyzed by
agency officials. It provides these officials
with feedback to perform their jobs more ef-
fectively. Performance measurement is con-
ducted annually; program evaluations are
not. Full-fledged program evaluations are ex-
pensive. Annual evaluations really do not
make sense, as one would not expect a funda-
mental change in the outcomes of a program
from year to year. Performance measurement,
however, implies delivering existing services
more effectively, more efficiently, and with
greater satisfaction for citizens. This annual
feedback on operations tackles a different set
of issues than the causality implied in pro-
gram evaluations.

But this does not mean that the data gen-
erated from annual performance manage-
ment reviews cannot inform program
evaluations. In fact, with performance data
already gathered, a program evaluator can
target more resources to performing the
evaluation since time is saved at the data
gathering stage. Much of the data gathered
for performance is ultimately usable in the
evaluation. Kathy Newcomer’s quote at the
beginning of this section is appropriate,
though; because measurement itself is such
an important feature in evaluation, evalua-
tors are already trained to deal with quantita-
tive measurement issues.
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Performance-Based
Management

Performance measurement for its own sake
cannot be worthwhile unless it is integrated
into a performance-based management sys-
tem. Figure 4.1 depicts key steps and critical
practices in the implementation of perfor-
mance-based management as implemented
in the Results Act. The first step in perfor-
mance-based management is to get agree-
ment on the program’s mission, goals, and
the strategies for achieving these goals. From
the beginning, it is important to include
members from every level of the organiza-
tion—board members, citizens, customers,
regulators, and any other relevant stakehold-
ers. This ensures that expectations about ser-
vice delivery will be clear from the outset and
that the participants have accepted perfor-
mance measurement and the use of those
measures to improve service delivery. As
with any strategic planning activity, this step
allows participants to assess the program’s
environment—the strengths, weaknesses, op-
portunities, and threats—and use that assess-
ment to inform their deliberations.

The second step is to actually measure the
performance according to the plan developed
in step 1. Good, appropriate performance
measures are ones which empirically demon-
strate the results of the program’s activities.
There is neither time nor resources to measure
all indicators of performance for a particular
goal. Consequently, the number of measures
should be limited to the best and most vital
ones, with measures linked to each goal articu-
lated in step 1. Understandably, measures that
can respond to multiple aspects of the pro-
gram are more efficient than those addressing
a single priority. Measures should also be suffi-
ciently complete and accurate. Although that
sounds like a given, “sufficiently complete”
means that an attempt is made to measure
enough aspects or dimensions per goal to feel
good about the validity of the measure on that

goal. Accuracy, as well, poses both validity and
reliability concerns. However, unlike full-scale
evaluations, in performance measurement you
have to make trade-offs on costs versus valid-
ity and reliability, as this is an annual activity.

As with program evaluations, the results
of performance measurement cannot be uti-
lized unless they are in the hands of decision
makers before they make their decisions. It is
impossible to gather annual performance
data the day the decision makers meet.
Therefore, there should be a plan and a sched-
ule for the routine (at least quarterly) collec-
tion of data. Moreover, responsibility for the
collection of the data should be assigned spe-
cifically to agency personnel who then are
held accountable for gathering the data and
are evaluated and rewarded for this as a duty
associated with their jobs. Table 4.1 lists some
specifications of performance measures to
keep in mind when establishing a perfor-
mance-based process.

Performance measurement is imple-
mented to enhance operations. This should
be the goal of the process—as opposed to be-
ing a method of punishing employees. At step
1, this should be made clear so that at step 3
the results can be used productively. The re-
sults can be used to identify performance
gaps, and the program can then be modified
and improved during the next reporting pe-
riod. The data can also be used to generate
annual reports and be used by decision mak-
ers in their executive roles.

Step 3 involves performance monitoring or
using the data to improve operations. There
are a number of modes the monitoring may
take. First, current performance can be com-
pared with prior performance. Obviously, this
requires baseline data. Therefore, this type of
comparison may not be made in the first year
of performance management. The second
mode is comparing current performance with
performance targets. This is the model utilized
in the Results Act and in the state of Oregon’s
(1997) highly touted strategic plan. These per-
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formance targets are discussed and agreed
upon in step 1. In step 3, the targets are evalu-
ated and modifications in them are suggested.
The third method compares the program’s
performance with the performance of similar
programs. This comparison could be between
the same programs implemented in different
geographical areas. For example, the Environ-
mental Protection Agency could compare per-
formance in divisions with similar functions

FIGURE 4.1

Performance-Based Management: Key Steps and Critical Practices

Source: U.S. Government Accounting Office, Executive Guide: Effectively Implementing the Government Results
Performance Act. Washington, D.C.:  Government Printing Office, 1996, 10.

across its ten regions (or among a subset of
comparable regions). A more difficult com-
parison is between similar programs that are
not part of a larger organization. The difficulty
comes about in two ways. First, the two pro-
grams may not measure performance in the
same way, making the comparisons tenuous.
Secondly, programs (read “competition”) may
not want to share information or may be re-
quired by confidentiality or proprietary con-
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nation beyond staff ’s control. For example,
welfare-to-work programs may be more suc-
cessful at the beginning of a program when
they place those who are most easily placed, a
process called “creaming.” A performance
management response to this situation might
be to change the nature of the training por-
tion of the program to better meet the needs
of people who are less well equipped to enter
the work force. Natural disasters, changes in
regulations, reductions in force (RIF), and
economic recessions are other examples of
uncontrollable factors. You can then make

TABLE 4.1
Quantitative Data Collection

a. Specification of a performance indicator

Type information to be collected
Data source

I. Agency or program records
II. Observation
III. Survey (mail, telephone,

in person)
IV. Other (e.g., technology)

Data collection instrument
Data collection procedures
Sampling design (random, purposeful)
Sample size

b. Performance indicators should be

Relevant
Reliable (e.g., based on sufficiently

large samples)
Valid (e.g., based on high response

rates from representative samples)
Sensitive
Not too costly (e.g., based on small

samples)

c. Performance indicators can often be
developed from existing informal systems for
assessing program performance:

Get agreement on standards
Use representative samples

cerns not to release the information. The final
comparison mode is through benchmarking.
This is discussed in the following section.

In order to be useful in performance
monitoring, the performance data should be
disaggregated by relevant characteristics.
Harry Hatry (1997) identifies this as a major
obstacle to the effective use of outcome/per-
formance information.

Outcome data that are provided are usu-
ally too highly aggregated to be meaning-
ful for lower-level personnel. City-wide
or state-wide data provide a summary of
the outcomes but hide much information
as to how the program is working for dif-
ferent categories of customers and for
different key service characteristics. Pro-
gram evaluation personnel routinely
break out their data on outcomes by such
characteristics. This, however, is not
nearly as common in performance mea-
surement in the public sector. For many
programs it is clearly desirable to distin-
guish outcomes for various age groups,
persons in different geographical parts of
the agencies’ jurisdiction, gender, ethnic
or racial groups, income category, house-
hold size and composition, whether fami-
lies own or rent their homes, educational
level, and so on. In addition outcome data
becomes (sic) more useful if segmented
by the particular office or facility, such as
an individual fire station, specific park,
specific library, sanitation district, or so-
cial service office. (40)

Once the data are in a usable form, the
next step in monitoring performance is for
staff to provide explanatory information on
the key factors which affected current perfor-
mance and what can be done to improve per-
formance in the future. Questions should be
asked such as, “Why did we not meet the tar-
get?” or “Why are the outcome scores so low/
high?” Sometimes there is a reasonable expla-
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statistical adjustments to  control for these
and any other factors likely to affect perfor-
mance. The feedback mechanism should not
only identify the key factors but provide for a
dialogue on how the operation will be modi-
fied to enhance performance in the modified
environment.

Figure 4.1 also lists some performance-
based management practices that can rein-
force implementation of the performance
monitoring system. By increasing participa-
tion and by establishing agreement on the
goals, objectives, and measurement system, a
manager can delegate greater authority and
allow greater flexibility to achieve results. Ac-
countability is enhanced because all actors
have accepted their role in the process. The
presence of clear, agreed-upon targets makes
it easier for managers to create incentives for
performance by staff, grantees, or contrac-
tors. From their point of view, this takes away
some of the uncertainty that occurs when
people do not know the basis upon which
they will be evaluated—there is little room
for managerial subjectiveness to enter the
process. Integrating management reforms al-
lows for the redirection of program activities
to achieve improved results.

Once you have gone through one round
of annual performance measurement, it is
reasonable to audit or evaluate the perform-
ance measurement system. As a result of the
feedback system, you might want to gather
contextual information to determine the ex-
tent of agreement on goals and strategies to
implement them. If the process went
smoothly and there were no surprises, there
probably was agreement. If there appears to
be question of agreement, however, you
would want to revisit the mission, goals, and
strategic process, making sure all the relevant
stakeholders are included in the discussions.

A second aspect of evaluation is an as-
sessment of whether the performance mea-
surement system that is in place is truly the
appropriate one. Did you use appropriate

measures? Would some other system or
method make more sense given the nature of
the program? What improvements can be
made so that the system produces results?
This is a reflection on the process of the
implementation of the performance-based
management system.

A final utilization question is whether the
performance information generated was use-
ful in management as well as in policy deci-
sion making. This can be assessed by
debriefing the program’s management team
and noting which, if any, information con-
tributed to their ability to shape the program
for improvement. When a particular measure
is considered unimportant, is that because it
did not measure what it attempted to mea-
sure? Should that measure be changed or
discarded? For policymakers, was the infor-
mation available to them before policy deci-
sions were made? Did any policymakers make
reference to the measures in their delibera-
tions? This full cycle of evaluation of the per-
formance system results in a dynamic system
poised to deal effectively with the program’s
environment.

Benchmarking

The underlying principle in performance
monitoring is improvement of service deliv-
ery. It is not enough to simply gather perfor-
mance data; the information should be used
as feedback to continuous improvement in an
agency. Greg Meszaros and James Owen
make the distinction between performance
monitoring and benchmarking, with bench-
marking being the “process of comparing in-
ternal performance measures and results
against those of others in the industry or sec-
tor” (1997, 12). They define benchmarking
“as a structured series of steps and activities
to compare inside products, services, and
practices to like activities employed by out-
side leaders in the industry” (12). So bench-
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marking implies comparison and steps to
take in the comparison process.

Harry Hatry and Joseph Wholey identify a
number of candidates to which an agency can
compare itself. The first, and perhaps easiest,
comparison is the agency’s own previous per-
formance. In other words, the benchmark or
baseline from which future improvement is
gauged is the previous year’s performance. The
notion here is that incremental improvement
is a reasonable expectation—or that some im-
provement is better than no improvement at
all. A second benchmark can be a comparison
with the performance of similar units within
the organization. For example, one might
compare citizen satisfaction with a city’s recre-
ational services with citizen satisfaction with
public works services. This requires that data
(and services) be comparable enough to merit
comparison. Many cities routinely collect citi-
zen satisfaction data from multiservice sur-
veys. These data would be reasonable
benchmarks for comparison across depart-
ments. Another of the more internal agency
benchmarks can come from the comparison of
performance outcomes across different client
groups. In cities, this comparison can be made,
for example, across wards, age groups, income
status, or other determinants of “need.”

The benchmarks used in the Results Act
are preset performance targets agreed upon
by the respective agency and monitored by
the General Accounting Office. These pre-set
targets can be derived in any number of ways
(certainly in all the methods discussed in this
section). Unlike the benchmarks mentioned
earlier, however, these are less routine com-
parisons upon which success or failure to
achieve the targets is more tangible. Conse-
quently, rewards are more easily justified and
barriers to performance are quantified.

External benchmarks are increasingly
popular. The most basic is a benchmark based
on the performance of other jurisdictions or
agencies. This requires that the jurisdictions be
similar in size, extent of service coverage, in-

come, and other relevant variables. It also re-
quires that comparable performance data are
collected across the jurisdictions and that the
data are willingly shared. This, of course, as-
sumes a level of trust across the jurisdictions;
however, some of these data can be collected
from routine reports available from govern-
mental sources and professional associations
like the International City/County Manage-
ment Association.

Another external benchmark can be to
state and federal standards in areas where
these exist. Examples of standards emanating
from the Clean Water Acts or the Environ-
mental Protection Agency easily come to
mind. Professional associations also are a
source for benchmarking standards. For ex-
ample, the American Library Association has
established standards dealing with per capita
holdings and circulation. While these profes-
sional association established standards are
reasonable targets, one must be aware that
sometimes these standards can be inflated in
the local context. We would expect the Ameri-
can Library Association to suggest “more”
holdings rather than “fewer” holdings. In other
words, these standards need to be evaluated in
the context of the local environment.

The current trend in benchmarking is to
make a comparison to the “best in its class.”
Richard Fischer (1994, S-4) describes this pro-
cess as “comparing several competitors on the
same benchmarks to see who is best, finding
out why that competitor is best, and then us-
ing the best practices as a means of achieving
better performance in your own program or
service.” This so-called “modern day bench-
marking” began with the Xerox Corporation
in 1979 (Omohundro and Albino 1993). Xerox
was losing market share to the Japanese in an
industry they once dominated. They then
compared their machine parts and manufac-
turing processes with those of the Japanese
firms and found they had higher material costs
and defection rates than their competitors.
They altered their relations with their suppli-
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FIGURE 4.2

Seven-Step Process for Benchmarking

Source: Kenneth A. Bruder and Edward M. Gray, “Public Sector Benchmarking: A Practical Approach,”   Public
Management 76, no. 9 (September, 1994): S-9–S-14. Reprinted with permission from Kaiser Associates, 2000.

ers and improved the defect rate substantially
(Meszaros and Owen 1997, 11), regaining
market share. Xerox then compared their
warehousing and distribution system to that
of L.L. Bean, a firm which is not a competitor
but which had a reputation of being best in its
class on these functions. This broadens the
term “benchmarking” from comparisons with
competitors to comparisons with those whose
similar functions are considered best in their
class.

Kenneth Bruder and Edward Gray (1994)
identify seven steps in the public sector’s
benchmarking process building on the best-
in-class notion. This process is displayed in
figure 4.2. The first step is to determine
which functional areas within your organ-
ization will benefit most from bench-
marking and which will have the greatest
impact. This impact can be in terms of cost,
service outcome, room for improvement, or
other relevant variable. The second step is to

identify the key performance variables to
measure cost, quality, and efficiency for the
functions you have selected. The third step is
to choose the best-in-class organizations for
each benchmark item. Note that different or-
ganizations can be identified for each item.
The idea is to improve functions within the
organization, thus improving overall quality
and effectiveness. The fourth step is to mea-
sure the performance of the best-in-class en-
tities for each benchmarked function. You
can get these data from published sources, by
sharing data, or by interviewing experts on
the function.

The fifth step involves measuring your
own performance for each benchmarked
item and identifying the gaps between your
organization’s performance and that of the
best-in-class organization. This data collec-
tion should be a continuous process with re-
sponsibility for gathering the data assigned
specifically to someone on staff. The sixth is
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to specify actions and programs to close the
gaps. In this step, you use the data to make
organizational changes that result in program
improvement. The final step is to implement
and monitor your benchmarking results.

The benchmarking process flows from an
organization’s goals and objectives and is
grounded in the desire for continuous im-
provement of services. The purposes of
benchmarking are to “establish the criteria
which underlie performance, to identify
problem areas within respective services, and
to improve service delivery by importing best
practices” (Fischer 1994, S-4). Benchmarking
is an integral part of any performance moni-
toring effort.

Conclusion

The Results Act required that ten performance
measurement pilot projects be implemented
before the government-wide implementation
in 1997. In fact, approximately seventy pilots
were launched during that time. Joseph
Wholey and Kathryn Newcomer (1997) report
some lessons learned from the pilots that are
instructive for any agencies considering imple-
menting performance-based management sys-
tems.

• Top leadership support is clearly the
critical element that can make or break
strategic planning and performance
efforts. The key finding of virtually all
observers of performance measurement
efforts is that the support of agency
leadership is essential to ensure the
success of the system.

• The personal involvement of senior line
managers is critical. Senior line managers
must be involved in the planning process.
Performance measures must be relevant
and useful to line management.

• Participation of the relevant stakeholders
is needed to develop useful plans and
performance measures.

• Technical assistance in the design of
useful performance measurement
systems is often necessary but may not
be available when needed. At that point
the agencies are on their own to develop
the expertise.

• Uncertainty about how performance
data will be used will inhibit the design
of useful performance measurement
systems. The current fervor for budget
cuts has sent an important message to
managers coping with demands of
performance measurement report cards;
systematic performance measurement
could provide useful data to inform
budget cutting. (94–95)

The next question should be “Is there
any evidence that the performance measures
were used?” Wholey and Newcomer cite
evidence that agreement on performance
measures have tightened lines of communi-
cation about performance expectations in
some agencies (e.g., National Highway Traf-
fic Safety Administration, Environmental
Protection Agency, Coast Guard); internal
reallocation of resources has occurred (e.g.,
Coast Guard, Army Audit Agency, Inter-
American Foundation); heightened aware-
ness among employees about the need to be
outcome oriented has been reported (e.g.,
National Air and Space Administration,
Coast Guard, Energy Information Adminis-
tration); incentives to reward high perform-
ers have been introduced (e.g., Housing and
Urban Development, Public Health Service)
(1997, 96–97).

As the public seeks more and more ac-
countability from all sectors, it is clear that
performance-based management is bound to
become the rule and not the exception.
Thoughtful implementation of performance-
based management systems is good for man-
agers, service deliverers, customers, and
decision makers.
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There are experimental designs and there
are experimental designs. A distinction must be
made between experimental designs and the
quasi-experimental designs that are discussed in
Part III. The concern here is with the most pow-
erful and “truly scientific” evaluation design—
the controlled, randomized experiment.
Essentially three “true” experimental designs can
be found in the literature:

(1) the pretest-posttest control group
design,

(2) the Solomon Four-Group Design, and

(3) the posttest-only control group
design.

Actually, a fourth variation—the factorial de-
sign—was discussed in chapter 2.

As Peter Rossi and Howard Freeman
(1985, 263) note, randomized experiments
(those in which participants in the experi-
ment are selected for participation strictly by
chance) are the “flagships” in the field of pro-
gram evaluation because they allow program
personnel to reach conclusions about pro-
gram impact (or lack of impact) with a high
degree of certainty. These evaluations have
much in common with experiments in the
physical and biological sciences, particularly
as they enable the research results to establish

PART II

Experimental Designs

causal effects. The findings of randomized
experiments are treated with considerable re-
spect by policymakers, program staff, and
knowledgeable publics.

The key is randomization, that is, ran-
dom assignment. True experimental designs
always assign subjects to treatment randomly.
As long as the number of subjects is suffi-
ciently large, random assignment more or
less guarantees that the characteristics of the
subjects in the experimental and control
groups are statistically equivalent.

As David Nachmias points out, the classi-
cal evaluation design consists of four essen-
tial features: comparison, manipulation,
control, and generalizability (1979, 23–29).
To assess the impact of a policy, some form of
comparison must be made. Either a compari-
son is made of an experimental group with a
control group or the experimental group is
compared with itself or with some selected
group before and after treatment. In a true
experimental design, the experimental group
is compared to a control group.

The second feature of an evaluation de-
sign is manipulation. The idea is that if a
program or policy is actually effective, the in-
dividuals (or cities, or organizations) should
change over the time of participation. If we



are able to hold all other factors in the world
constant during the evaluation, then the
change in policy (manipulation) should
cause a change in the target exposed to it (in-
dividuals, cities, or organizations).

The third feature of the experimental de-
sign—control—requires that other factors be
ruled out as explanations of the observed rela-
tionship between a policy and its target. These
other factors are the well-known sources of in-
ternal invalidity discussed in chapter 2: history,
maturation, testing, instrumentation, statisti-
cal regression, selection, and experimental
mortality. As Nachmias points out, these
sources of internal invalidity are controlled
through randomization (1979, 27–28).

The final essential feature of the classical
design is generalizability, or the extent to

which research findings can be generalized to
larger populations and in different settings.
Unfortunately, the mere use of the controlled,
randomized experimental design will not in
itself control for sources of external invalidity
or the lack of generalizability.

The three chapters  in this section exam-
ine and critique three studies that illustrate
the use of the pretest-posttest control group
design, the Solomon Four-Group Design,
and the posttest-only control group design.

References

Nachmias, David. 1979. Public Policy Evaluation:
Approaches and Methods. New York: St. Martin’s.

Rossi, Peter H., and Howard E. Freeman. 1985.
Evaluation: A Systematic Approach. 3d ed.
Beverly Hills, Calif.: Sage.

56 PART II EXPERIMENTAL DESIGNS



The pretest-posttest control group ex-
periment, the classical experimental design,
consists of two comparable groups: an ex-
perimental group and a control group. Al-
though a number of authors use the terms
“control group” and “comparison group” in-
terchangeably, in a strict sense they are not.
True control groups are formed by the pro-
cess of random assignment. Comparison
groups are matched to be comparable in im-
portant respects to the experimental group.
In this book, the distinction between control
groups and comparison groups is strictly
maintained.

When the pretest-posttest control group
design is used, individuals are randomly as-
signed to one of the two groups. Random as-
signment of members of a target population
to different groups implies that whether an
individual (city, organization) is selected for
participation is decided purely by chance. Pe-
ter Rossi and Howard Freeman elaborate:

Because the resulting experimental and
control groups differ from one another
only by chance, whatever processes may
be competing with a treatment to pro-
duce outcomes are present in the experi-
mental and control groups to the same

extent except for chance fluctuations. For
example, given randomization, persons
who would be more likely to seek out the
treatment if it were offered to them on a
free-choice basis are equally likely to be
in the experimental as in the control
group. Hence, both groups have the same
proportion of persons favorably predis-
posed to the intervention. (1985, 235)

But how is randomization accomplished?
Randomization is analogous to flipping a
coin, with all of those flipping heads being as-
signed to one group and all of those flipping
tails being assigned to another. The most
common ways of affecting random assign-
ment are the following:

1. Actually flipping a coin for each subject
(allowing all heads to represent one
group and tails the other).

2. Throwing all the names into a hat or
some other container, thoroughly
mixing them, and drawing them out one
at a time, allowing odd draws to
represent one group and even draws the
other.

3. Using a table of random numbers or

CHAPTER 5

Pretest-Posttest
Control Group Design
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random numbers generated by a
computer program.

It is important to distinguish between
random assignment and random sampling. At
first glance, they may appear to be identical,
and in some instances they may be identical.
Major differences exist, however, between the
two techniques. Random sampling ensures
representativeness between a sample and the
population from which it is drawn. Random
selection (sampling) is thus an important fac-
tor in the external validity of a study—that is,
the extent to which a study’s results can be
generalized beyond the sample drawn. For ex-
ample, in the study presented in this chapter,
Harrison McKay and colleagues evaluated a
program of treatment combining nutrition,
health care, and education on the cognitive
ability of chronically undernourished children
from around the world. Thus, the question is
this (assuming that the study itself is reliable):
To what degree can the impact of this program
conducted in Colombia be generalized to the
probable impact of similar programs on other
children throughout the world?

Random assignment, as opposed to ran-
dom selection, is related to the evaluation’s
internal validity—that is, the extent to which
the program’s impact is attributed to the
treatment and no other factors.

Obviously, the best course would be to se-
lect subjects randomly and then to assign them
randomly to groups once they were selected.
(This discussion has digressed a bit from the
discussion of the pretest-posttest control group
design, but the digression is important.)

Returning to the design: Subjects are ran-
domly assigned to an experimental group
and a control group. To evaluate the effective-
ness of the program, measurements are taken
twice for each group. A preprogram measure
is taken for each group before the introduc-
tion of the program to the experimental
group. A postprogram measure is then taken
after the experimental group has been ex-
posed to (or has  completed) the program.

Preprogram scores are then subtracted
from postprogram scores. If the gain made by
the experimental group is significantly larger
than the gain made by the control group,
then the researchers can conclude that the
program is effective. The pretest-posttest
control group design is illustrated in table
5.1. Group E is the experimental group, or
the group receiving the program. Group C is
the control group. The “O” indicates a test
point and the “X” represents the program.

TABLE 5.1
Pretest-Posttest Control Group Design

Pretest Program Posttest
Group E O X O
Group C O O

The critical question is this: When should such
a design be used? Although it is extremely
powerful, this design is also costly and difficult
to implement. It is not possible, for example,
to withhold treatment purposely from some
groups and to assign them randomly to con-
trol groups (in matters of life and death, for
example). And in many cases, program par-
ticipants are volunteers; there is no compa-
rable control group (those persons who had
the desire and motivation to participate in the
program but who did not volunteer). Then
there is the matter of cost. Experimental evalu-
ation designs are generally more costly than
other designs because of the greater amount of
time required to plan and conduct the experi-
ment and the higher level of analytical skills
required for planning and undertaking the
evaluation and analyzing the results.

This design is frequently used in health
or employment programs. A popular, but
now somewhat dated, Urban Institute publi-
cation, Practical Program Evaluation for State
and Local Governments, documents condi-
tions under which such experimental designs
are likely to be appropriate for state and local
governments (Hatry, Winnie, and Fisk 1981,
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107–15). The more significant conditions in-
clude the following:

1. There is likely to be a high degree of ambi-
guity as to whether outcomes were caused
by the program if some other evaluation
design is used. The design is appropriate
when the findings obtained through the
use of a less powerful design may be
criticized for not causing the results.
Take a hypothetical example of a medical
experiment involving a cold remedy. If
no control group was used, would not
critics of the experiment ask, “How do
we know that the subject would not have
recovered from the cold in the same
amount of time without the pill?”

2. Some citizens can be given different ser-
vices from others without significant dan-
ger or harm. The experimental design
may be used if public officials and the
evaluators agree that the withdrawn or
nonprovision of a service or program is
not likely to have harmful effects. An ex-
ample might be discontinuing evening
hours at a local branch library, which is
not likely to harm many individuals.

3. Some citizens can be given different services
from others without violating moral and
ethical standards. Some programs, al-
though not involving physical danger,
may call for not providing services to
some groups. For example, an experiment
to assess the effectiveness of a counseling
program for parolees might be designed
in such a way that certain parolees do not
receive counseling (and thus might be
more likely to commit a crime and be re-
turned to prison). This could be seen by
some as unethical or immoral.

4. There is substantial doubt about the effec-
tiveness of a program. If a program is not
believed to be working or effective, con-
trolled, randomized experimentation is
probably the only way to settle the issue
once and for all.

5. There are insufficient resources to provide
the program to all clients. Even when a
program is expected to be helpful, the re-
sources necessary to provide it to all eli-
gible clients may not be available. In the
article in this chapter, McKay and col-
leagues did not have sufficient financial
resources to provide the program to all
chronically undernourished children in
Cali, Colombia. They thus were able to
evaluate the program by comparing chil-
dren who had received the program with
those who had not—even though it
would have been desirable to provide the
program to all children.

6. The risk in funding the program without
a controlled experiment is likely to be sub-
stantially greater than the cost of the ex-
periment; the new program involves large
costs and a large degree of uncertainty.
The income maintenance experiments
described in chapter 2 were designed to
test a new form of welfare payment.
These evaluations are among the most
expensive ever funded by the federal
government. Yet the millions of dollars
spent on the experiment are insignificant
when compared to the cost of a nation-
wide program that did not provide the
desired results.

7. A decision to implement the program can
be postponed until the experiment is com-
pleted. Most experiments take a long
time—a year or more. If there is consid-
erable pressure (usually political) to fully
implement a program, experimentation
may be difficult to apply.

What all this means is that there are probably
many occasions when an experimental design
is not appropriate. In contrast, there are times
when such a design is clearly needed. The fol-
lowing article, “Improving Cognitive Ability
in Chronically Deprived Children,” is an ex-
ample of the pretest-posttest control group
design.
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Improving Cognitive Ability in Chronically Deprived Children

Harrison McKay  •  Leonardo Sinisterra  •  Arlene McKay
Hernando Gomez  •  Pascuala Lloreda

READING

In recent years, social and economic plan-
ning in developing countries has included
closer attention than before to the nutrition,
health, and education of children of preschool
age in low-income families. One basis for this,
in addition to mortality and morbidity studies
indicating high vulnerability at that age, (1) is
information suggesting that obstacles to normal
development in the first years of life, found in
environments of such poverty that physical
growth is retarded through malnutrition, are
likely also to retard intellectual development
permanently if early remedial action is not
taken (2). The loss of intellectual capability,
broadly defined, is viewed as especially serious
because the technological character of contem-
porary civilization makes individual productiv-
ity and personal fulfillment increasingly
contingent upon such capability. In tropical and
subtropical zones of the world between 220 and
250 million children below 6 years of age live in
conditions of environmental deprivation ex-
treme enough to produce some degree of mal-
nutrition (3); failure to act could result in
irretrievable loss of future human capacity on a
massive scale.

Although this argument finds widespread
agreement among scientists and planners,
there is uncertainty about the effectiveness of
specific remedial actions. Doubts have been
growing for the past decade about whether
providing food, education, or health care di-
rectly to young children in poverty environ-
ments can counteract the myriad social,
economic, and biological limitations to their
intellectual growth. Up to 1970, when the
study reported here was formulated, no defini-
tive evidence was available to show that food

and health care provided to malnourished or
“at risk” infants and young children could pro-
duce lasting increases in intellectual function-
ing. This was so in spite of the ample
experience of medical specialists throughout
the tropical world that malnourished children
typically responded to nutritional recupera-
tion by being more active physically, more able
to assimilate environmental events, happier,
and more verbal, all of which would be hy-
pothesized to create a more favorable outlook
for their capacity to learn (4).

In conferences and publications emphasis
was increasingly placed upon the inextricable
relation of malnutrition to other environmen-
tal factors inhibiting full mental development
of preschool age children in poverty environ-
ments (5). It was becoming clear that, at least
after the period of rapid brain growth in the
first 2 years of life, when protein-calorie mal-
nutrition could have its maximum deleterious
physiological effects (6), nutritional rehabilita-
tion and health care programs should be ac-
companied by some form of environmental
modification of children at risk. The largest
amount of available information about the
potential effects of environmental modifica-
tion among children from poor families per-
tained to the United States, where poverty was
not of such severity as to make malnutrition a
health issue of marked proportions. Here a
large literature showed that the low intellectual
performance found among disadvantaged
children was environmentally based and prob-
ably was largely fixed during the preschool
years (7). This information gave impetus to
the belief that direct treatments, carefully de-
signed and properly delivered to children dur-
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ing early critical periods, could produce large
and lasting increases in intellectual ability. As a
consequence, during the 1960s a wide variety
of individual, research-based preschool pro-
grams as well as a national program were de-
veloped in the United States for children from
low-income families (8). Several showed posi-
tive results but in the aggregate they were not
as great or as lasting as had been hoped, and
there followed a widespread questioning of the
effectiveness of early childhood education as a
means of permanently improving intellectual
ability among disadvantaged children on a
large scale (9).

From pilot work leading up to the study
reported here, we concluded that there was an
essential issue that had not received adequate
attention and the clarification of which might
have tempered the pessimism: the relation of
gains in intellectual ability to the intensity and
duration of meliorative treatment received
during different periods in the preschool years.
In addition to the qualitative question of what
kinds of preschool intervention, if any, are ef-
fective, attention should have been given to the
question of what amount of treatment yields
what amount of gain. We hypothesized that
the increments in intellectual ability produced
in preschool programs for disadvantaged chil-
dren were subsequently lost at least in part be-
cause the programs were too brief. Although
there was a consensus that longer and more
intensive preschool experience could produce
larger and more lasting increases, in only one
study was there to be found a direct attempt to
test this, and in that one sampling problems
caused difficulties in interpretation (10).

As a consequence, the study reported
here was designed to examine the quantita-
tive question, with chronically undernour-
ished children, by systematically increasing
the duration of multidisciplinary treatments
to levels not previously reported and evaluat-
ing results with measures directly comparable
across all levels (11). This was done not only
to test the hypothesis that greater amounts of

treatment could produce greater and more
enduring intellectual gains but also to de-
velop for the first time an appraisal of what
results could be expected at different points
along a continuum of action. This second ob-
jective, in addition to its intrinsic scientific
interest, was projected to have another ben-
efit: that of being useful in the practical appli-
cation of early childhood services. Also
unique in the study design was the simulta-
neous combination of health, nutrition, and
educational components in the treatment
program. With the exception of our own pi-
lot work (12), prior studies of preschool nu-
tritional recuperation programs had not
included educational activities. Likewise, pre-
school education studies had not included
nutritional recuperation activities, because
malnutrition of the degree found in the de-
veloping countries was not characteristic of
disadvantaged groups studied in the United
States (13), where most of the modern early-
education research had been done.

Experimental Design
and Subjects

The study was carried out in Cali, Colombia,
a city of nearly a million people with many
problems characteristic of rapidly expanding
cities in developing countries, including large
numbers of families living in marginal eco-
nomic conditions. Table 1 summarizes the
experimental design employed. The total
time available for the experiment was 3˚
years, from February 1971 to August 1974.
This was divided into four treatment periods
of 9 months each plus interperiod recesses.
Our decision to begin the study with children
as close as possible to 3 years of age was based
upon the 2 years of pilot studies in which
treatment and measurement systems were
developed for children starting at that age
(14). The projected 180 to 200 days of pos-
sible attendance at treatment made each pro-
jected period similar in length to a school
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year in Colombia, and the end of the fourth
period was scheduled to coincide with the be-
ginning of the year in which the children
were of eligible age to enter first grade.

With the object of having 60 children
initially available for each treatment group
(in case many should be lost to the study
during the 3˚ year period), approximately
7500 families living in two of the city’s low-
est-income areas were visited to locate and
identify all children with birth dates be-
tween 1 June and 30 November 1967, birth
dates that would satisfy primary school en-
try requirements in 1974. In a second visit to
the 733 families with such children, invita-
tions were extended to have the children
medically examined. The families of 518 ac-
cepted, and each child received a clinical ex-
amination, anthropometric measurement,
and screening for serious neurological dys-
functions. During a third visit to these fami-
lies, interviews and observations were
conducted to determine living conditions,
economic resources, and age, education, and

occupations of family members. At this
stage the number of potential subjects was
reduced by 69 (to 449), because of errors in
birth date, serious neurological or sensory
dysfunctions, refusal to participate further,
or removal from the area.

Because the subject loss due to emigra-
tion during the 4 months of preliminary data
gathering was substantial, 333 children were
selected to assure the participation of 300 at
the beginning of treatment; 301 were still
available at that time, 53 percent of them
male. Children selected for the experiment
from among the 449 candidates were those
having, first, the lowest height and weight for
age; second, the highest number of clinical
signs of malnutrition (15); and third, the
lowest per capita family income. The second
and third criteria were employed only in
those regions of the frequency distributions
where differences among the children in
height and weight for age were judged by the
medical staff to lack biological significance.
Figure 1 shows these frequency distributions

TABLE 1

Basic selection and treatment variables of the groups of children in the study.
N

Group In 1971 In 1975 Characteristic

T1(a) 57 49 Low SES, subnormal weight and height. One treatment period,
between November 1973 and August 1974 (75 to 84 months of age)a

T1(b) 56 47 Low SES, subnormal weight and height. One treatment period,
between November 1973 and August 1974 (75 to 84 months of age),
with prior nutritional supplementation and health care

T2 64 51 Low SES, subnormal weight and height. Two treatment periods, between
November 1972 and August 1974 (63 to 84 months of age)

T3 62 50 Low SES, subnormal weight and height. Three treatment periods,
between December 1971 and August 1974 (52 to 84 months of age)

T4 62 51 Low SES, subnormal weight and height. Four treatment periods, between
February 1971 and August 1974 (42 to 84 months of age)

HS 38 30 High SES. Untreated, but measured at the same points as groups T1–
T4

T0 116 72 Low SES, normal weight and height. Untreated
a. SES is family socioeconomic status.
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and includes scales corresponding to percen-
tiles in a normal population (16).

The 116 children not selected were left
untreated and were not measured again until
4 years later, at which point the 72 still living
in the area and willing once again to collabo-
rate were reincorporated into the longitudi-
nal study and measured on physical growth
and cognitive development at the same time
as the selected children, beginning at 7 years
of age. At 3 years of age these children did not
show abnormally low weight for age or
weight for height.

In order to have available a set of local
reference standards for “normal” physical and
psychological development, and not depend
solely upon foreign standards, a group of
children (group HS) from families with high
socioeconomic status, living in the same city
and having the same range of birth dates as
the experimental group, was included in the
study. Our assumption was that, in regard to
available economic resources, housing, food,
health care, and educational opportunities,
these children had the highest probability of
full intellectual and physical development of
any group in the society. In relation to the re-
search program they remained untreated, re-
ceiving only medical and psychological
assessment at the same intervals as the
treated children, but the majority were at-
tending the best private preschools during
the study. Eventually 63 children were re-
cruited for group HS, but only the 38 noted
in Table 1 were available at the first psycho-
logical testing session in 1971.

Nearly all the 333 children selected for
treatment lived in homes distributed through-
out an area of approximately 2 square kilome-
ters. This area was subdivided into 20 sectors
in such a way that between 13 and 19 children
were included in each sector. The sectors were
ranked in order of a standardized combination
of average height and weight for age and per
capita family income of the children. Each of

the first five sectors in the ranking was as-
signed randomly to one of five groups. This
procedure was followed for the next three sets
of five sectors, yielding four sectors for each
group, one from each of four strata. At this
point the groups remained unnamed; only as
each new treatment period was to begin was a
group assigned to it and families in the sectors
chosen so informed. The children were as-
signed by sectors instead of individually in or-
der to minimize social interaction between
families in different treatment groups and to
make daily transportation more efficient (17).
Because this “lottery” system was geographi-
cally based, all selected children who were liv-
ing in a sector immediately prior to its
assignment were included in the assignment
and remained in the same treatment group re-
gardless of further moves. In view of this pro-
cess, it must be noted that the 1971 N’s
reported for the treatment groups in Table 1
are retrospective figures, based upon a count
of children then living in sectors assigned later
to treatment groups. Table 1 also shows the
subject loss, by group, between 1971 and 1975.
The loss of 53 children—18 percent—from
the treatment groups over 4 years was consid-
erably less than expected. Two of these chil-
dren died and 51 emigrated from Cali with
their families; on selection variables they did
not differ to a statistically significant degree
from the 248 remaining.

A longitudinal study was begun, then,
with groups representing extreme points on
continua of many factors related to intellectual
development, and with an experimental plan
to measure the degree to which children at the
lower extreme could be moved closer to those
of the upper extreme as a result of combined
treatments of varying durations. Table 2 com-
pares selected (T1-T4), not selected (T0), and
reference (HS) groups on some of the related
factors, including those used for selecting chil-
dren for participation in treatment.
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FIGURE 1

Frequency distributions of height and weight (as percent of normal for age) of the subject pool of 449
children available in 1970, from among whom 333 were selected for treatment groups. A combination of
height and weight was the first criterion; the second and third criteria, applied to children in the overlap
regions, were clinical signs of malnutrition and family income. Two classification systems for childhood
malnutrition yield the following description of the selected children: 90 percent nutritionally “stunted” at
3 years of age and 35 percent with evidence of “wasting”; 26 percent with “second degree” malnutrition,
54 percent with “first degree,” and 16 percent “low normal.” (16)

Treatments

The total number of treatment days per
period varied as follows: period 1, 180 days;
period 2, 185; period 3, 190; period 4, 172. A
fire early in period 4 reduced the time avail-
able owing to the necessity of terminating the
study before the opening of primary school.
The original objective was to have each suc-
ceeding period at least as long as the preced-

ing one in order to avoid reduction in inten-
sity of treatment. The programs occupied 6
hours a day 5 days a week, and attendance
was above 95 percent for all groups; hence
there were approximately 1040, 1060, 1080,
and 990 hours of treatment per child per pe-
riod from period 1 to period 4, respectively.
The total number of hours of treatment per
group, then, were as follows: T4, 4170 hours;
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T3, 3130 hours; T2, 2070 hours; T1 (a and b),
990 hours.

In as many respects as possible, treatments
were made equivalent between groups within
each period. New people, selected and trained
as child-care workers to accommodate the pe-
riodic increases in numbers of children, were
combined with existing personnel and distrib-
uted in such a way that experience, skill, and
familiarity with children already treated were
equalized for all groups, as was the adult-child
ratio. Similarly, as new program sites were
added, children rotated among them so that all
groups occupied all sites equal lengths of time.
Except for special care given to the health and
nutritional adaptation of each newly entering
group during the initial weeks, the same sys-
tems in these treatments were applied to all
children within periods.

An average treatment day consisted of 6
hours of integrated health, nutritional, and
educational activities, in which approxi-
mately 4 hours were devoted to education
and 2 hours to health, nutrition, and hygiene.
In practice, the nutrition and health care pro-
vided opportunities to reinforce many as-
pects of the educational curriculum, and
time in the education program was used to
reinforce recommended hygienic and food
consumption practices.

The nutritional supplementation pro-
gram was designed to provide a minimum of
75 percent of recommended daily protein and
calorie allowances, by means of low-cost foods
available commercially, supplemented with vi-
tamins and minerals, and offered ad libitum
three times a day. In the vitamin and mineral
supplementation, special attention was given
to vitamin A, thiamin, riboflavin, niacin, and
iron, of which at least 100 percent of recom-
mended dietary allowance was provided (18).

The health care program included daily
observation of all children attending the
treatment center, with immediate pediatric
attention to those with symptoms reported
by the parents or noted by the health and

education personnel. Children suspected of
an infectious condition were not brought
into contact with their classmates until the
danger of contagion had passed. Severe
health problems occurring during weekends
or holidays were attended on an emergency
basis in the local university hospital.

The educational treatment was designed
to develop cognitive processes and language,
social abilities, and psychomotor skills, by
means of an integrated curriculum model. It
was a combination of elements developed in
pilot studies and adapted from other pro-
grams known to have demonstrated positive
effects upon cognitive development (19).
Adapting to developmental changes in the
children, its form progressed from a struc-
tured day divided among six to eight different
directed activities, to one with more time
available for individual projects. This latter
form, while including activities planned to
introduce new concepts, stimulate verbal ex-
pression, and develop motor skills, stressed
increasing experimentation and decision tak-
ing by the children. As with the nutrition and
health treatments during the first weeks of
each new period, the newly entering children
received special care in order to facilitate
their adaptation and to teach the basic skills
necessary for them to participate in the pro-
gram. Each new period was conceptually
more complex than the preceding one, the
last ones incorporating more formal reading,
writing, and number work.

Measures of
Cognitive Development

There were five measurement points in the
course of the study: (i) at the beginning of
the first treatment period; (ii) at the end of
the first treatment period; (iii) after the end
of the second period, carrying over into the
beginning of the third; (iv) after the end of
the third period, extending into the fourth;
and (v) following the fourth treatment pe-
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riod. For the purpose of measuring the im-
pact of treatment upon separate compo-
nents of cognitive development, several
short tests were employed at each measure-
ment point, rather than a single intelligence
test. The tests varied from point to point, as
those only applicable at younger ages were
replaced by others that could be continued
into primary school years. At all points the
plan was to have tests that theoretically mea-
sured adequacy of language usage, immedi-
ate memory, manual dexterity and motor
control, information and vocabulary, quan-
titative concepts, spatial relations, and logi-
cal thinking, with a balance between verbal
and nonverbal production. Table 3 is a list of
tests applied at each measurement point.
More were applied than are listed; only
those employed at two or more measure-
ment points and having items that fulfilled
the criteria for the analysis described below
are included.

Testing was done by laypersons trained
and supervised by professional psychologists.
Each new test underwent a 4 to 8 month devel-
opmental sequence which included an

initial practice phase to familiarize the exam-
iners with the format of the test and possible
difficulties in application. Thereafter, a series
of pilot studies were conducted to permit the
modification of items in order to attain ac-
ceptable levels of difficulty, reliability, and ease
of application. Before each measurement
point, all tests were applied to children not in
the study until adequate inter-tester reliability
and standardization of application were ob-
tained. After definitive application at each
measurement point, all tests were repeated on
a 10 percent sample to evaluate test-retest reli-
ability. To protect against examiner biases, the
children were assigned to examiners randomly
and no information was provided regarding
treatment group or nutritional or socioeco-
nomic level. (The identification of group HS
children was, however, unavoidable even in the
earliest years, not only because of their dress
and speech but also because of the differences
in their interpersonal behavior.) Finally, in or-
der to prevent children from being trained
specifically to perform well on test items, the
two functions of intervention and evaluation
were separated as far as possible. We intention-

TABLE 2

Selection variables and family characteristics of study groups in 1970 (means). All differences be-
tween group HS and groups T1–T4 are statistically significant (P< .01) except age of parents. There
are no statistically significant differences among groups T1–T4. There are statistically significant
differences between group T0 and combined groups T1–T4 in height and weight (as percent of
normal), per capita income and food expenditure, number of family members and children, and
rooms per child; and between group T0 and group HS on all variables except age of parents and
weight.

Group

Variable T1–T4 T0 HS

Height as percent of normal for age 90 98 101
Weight as percent of normal for age 79 98 102
Per capita family income as percent of group HS 5 7 100
Per capita food expenditure in family as percent of group HS 15 22 100
Number of family members 7.4 6.4 4.7
Number of family under 15 years of age 4.8 3.8 2.4
Number of play/sleep rooms per child 0.3 0.5 1.6
Age of father 37 37 37
Age of mother 31 32 31
Years of schooling, father 3.6 3.7 14.5
Years of schooling, mother 3.5 3.3 10.0
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ally avoided, in the education programs, the
use of materials or objects from the psycho-
logical tests. Also, the intervention personnel
had no knowledge of test content or format,
and neither they nor the testing personnel
were provided with information about group
performance at any of the measurement
points.

Data Analysis

The data matrix of cognitive measures gen-
erated during the 44-month interval be-
tween the first and last measurement points
entailed evaluation across several occasions
by means of a multivariate vector of obser-
vations. A major problem in the evaluation
procedure, as seen in Table 3, is that the tests
of cognitive development were not the same
at every measurement point. Thus the re-

sponse vector was not the same along the
time dimension. Initially, a principal com-
ponent approach was used, with factor
scores representing the latent variables (20).
Although this was eventually discarded be-
cause there was no guarantee of factor in-
variance across occasions, the results were
very similar to those yielded by the analyses
finally adopted for this article. An important
consequence of these analyses was the find-
ing that nearly all of the variation could be
explained by the first component (21), and
under the assumption of unidimensionality
cognitive test items were pooled and cali-
brated according to the psychometric model
proposed by Rasch (22) and implemented
computationally by Wright (23). The tech-
nique employed to obtain the ability esti-
mates in Table 4 guarantees that the same
latent trait is being reflected in these esti-
mates (24). Consequently, the growth curves
in Fig. 2 are interpreted as representing
“general cognitive ability” (25).

Table 5 shows correlations between pairs
of measurement points of the ability estimates
of all children included in the two points. The
correspondence is substantial, and the matrix
exhibits the “simplex” pattern expected in psy-
chometric data of this sort (26). As the correla-
tions are not homogeneous, a test for
diagonality in the transformed error covari-
ance matrix was carried out, and the resulting
chi-square value led to rejection of a mixed
model assumption. In view of this, Bock’s
multivariate procedure (27), which does not
require constant correlations, was employed to
analyze the differences among groups across
measurement points. The results showed a sig-
nificant groups-by-occasions effect, permit-
ting rejection of the hypothesis of parallel
profiles among groups. A single degree-of-
freedom decomposition of this effect showed
that there were significant differences in every
possible Helmert contrast. Stepdown tests in-
dicated that all components were required in
describing profile differences.

TABLE 3
Tests of cognitive ability applied at different measure-
ment points (see text) between 43 and 87 months of
age. Only tests that were applied at two adjacent points
and that provided items for the analysis in Table 4 are
included. The unreferenced tests were constructed
locally.

Measurement
Test points
Understanding complex commands 1,2
Figure tracing 1, 2, 3
Picture vocabulary 1, 2, 3
Intersensory perception (33) 1, 2, 3
Colors, numbers, letters 1, 2, 3
Use of prepositions 1, 2, 3
Block construction 1, 2, 3
Cognitive maturity (34) 1, 2, 3, 4
Sentence completion (35) 1, 2, 3, 4
Memory for sentences (34) 1, 2, 3, 4, 5
Knox cubes (36) 1, 2, 3, 4, 5
Geometric drawings (37) 3, 4
Arithmetic (38, 39) 3, 4, 5
Mazes (40) 3, 4, 5
Information (41) 3, 4, 5
Vocabulary (39) 3, 4, 5
Block design (42) 4, 5
Digit memory (43) 4, 5
Analogies and similarities (44) 4, 5
Matrices (45) 4, 5
Visual classification 4, 5
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The data in Table 4, plotted in Fig. 2
with the addition of dates and duration of
treatment periods, are based upon the same
children at all measurement points. These
are children having complete medical, so-
cioeconomic, and psychological test records.
The discrepancies between the 1975 N’s in
Table 1 and the N’s in Table 4 are due to the
fact that 14 children who were still partici-
pating in the study in 1975 were excluded
from the analysis because at least one piece
of information was missing, a move made to
facilitate correlational analyses. Between 2
percent (T4) and 7 percent (HS) were ex-
cluded for this reason.

For all analyses, groups T1(a) and T1(b)
were combined into group T1 because the
prior nutritional supplementation and health
care provided group T1(b) had not been
found to produce any difference between the
two groups. Finally, analysis by sex is not in-
cluded because a statistically significant dif-
ference was found at only one of the five
measurement points.

Relation of Gains to Treatment
The most important data in Table 4 and Fig. 2
are those pertaining to cognitive ability scores
at the fifth testing point. The upward progres-
sion of mean scores from T1 to T4 and the
nonoverlapping standard errors, except be-
tween T2 and T3, generally confirm that the
sooner the treatment was begun the higher the
level of general cognitive ability reached by age
87 months. Another interpretation of the data
could be that the age at which treatment began
was a determining factor independent of
amount of time in treatment.

It can be argued that the level of cognitive
development which the children reached at 7

TABLE 4

Scaled scores on general cognitive ability, means and estimated standard errors, of the four
treatment groups and group HS at five testing points.

Average age at testing (months)
Group N 43 49 63 77 87

Mean score
HS 28 –0.11 .39 2.28 4.27 4.89
T4 50 –1.82a .21 1.80 3.35 3.66
T3 47 –1.72 –1.06 1.64 3.06 3.35
T2 49 –1.94 –1.22 .30b 2.61 3.15
T1 90 –1.83 –1.11 .33 2.07 2.73

Estimated standard error
HS 28 .192 .196 .166 .191 .198
T4 50 .225 .148 .138 .164 .152
T3 47 .161 .136 .103 .123 .120
T2 49 .131 .132 .115 .133 .125
T1 90 .110 .097 .098 .124 .108

Standard deviation
All groups 1.161 1.153 1.169 1.263 1.164
a. Calculated from 42 percent sample tested prior to beginning of treatment.
b. Calculated from 50 percent sample tested prior to beginning of treatment.

TABLE 5

Correlation of ability scores across measure-
ment points

Measurement
points 1 2 3 4 5

1 — .78 .68 .54 .48
2 — .80 .66 .59
3 — .71 .69
4 — .76
5 .—
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years of age depended upon the magnitude of
gains achieved during the first treatment pe-
riod in which they participated, perhaps
within the first 6 months, although the con-
founding of age and treatment duration in the
experimental design prohibits conclusive test-
ing of the hypothesis. The data supporting
this are in the declining magnitude of gain,
during the first period of treatment attended,
at progressively higher ages of entry into the
program. Using group T1 as an untreated
baseline until it first entered treatment, and

calculating the difference in gains (28) be-
tween it and groups T4, T3, and T2 during
their respective first periods of treatment, we
obtain the following values: group T4, 1.31;
group T3, 1.26; and group T2, .57. When cal-
culated as gains per month between testing
periods, the data are the following: T4, .22;
T3, .09; and T2, .04. This suggests an expo-
nential relationship. Although, because of un-
equal intervals between testing points and the
overlapping of testing durations with treat-
ment periods, this latter relationship must be

FIGURE 2

Growth of general cognitive ability of the children from age 43 months to 87 months, the age at the
beginning of primary school. Ability scores are scaled sums of test items correct among items
common to proximate testing points. The solid lines represent periods of participation in a treat-
ment sequence, and brackets to the right of the curves indicate ±  1 standard error of the corre-
sponding group means at the fifth measurement point. At the fourth measurement point there are
no overlapping standard errors; at earlier measurement points there is overlap only among obvi-
ously adjacent groups (see Table 4). Group T0 was tested at the fifth measurement point but is not
represented in this figure, or in Table 2, because its observed low level of performance could have
been attributed to the fact that this was the first testing experience of the group T0 children since
the neurological screening 4 years earlier.
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viewed with caution, it is clear that the older
the children were upon entry into the treat-
ment programs the less was their gain in cog-
nitive development in the first 9 months of
participation relative to an untreated baseline.

The lack of a randomly assigned, un-
treated control group prevents similar quan-
tification of the response of group T1 to its
one treatment period. If group HS is taken as
the baseline, the observed gain of T1 is very
small. The proportion of the gap between
group HS and group T1 that was closed dur-
ing the fourth treatment period was 2 per-
cent, whereas in the initial treatment period
of each of the other groups the percentages
were group T4, 89; group T3, 55; and group
T2, 16. That the progressively declining re-
sponsiveness at later ages extends to group T1
can be seen additionally in the percentages of
gap closed between group T4 and the other
groups during the first treatment period of
each of the latter: group T3, 87; group T2, 51;
and group T1, 27.

Durability of Gains

Analysis of items common to testing points
five and beyond has yet to be done, but the
data contained in Fig. 3, Stanford-Binet intel-
ligence quotients at 8 years of age, show that
the relative positions of the groups at age 7
appear to have been maintained to the end of
the first year of primary school. Although the
treated groups all differ from each other in
the expected direction, generally the differ-
ences are not statistically significant unless
one group has had two treatment periods
more than another. A surprising result of the
Stanford-Binet testing was that group T0
children, the seemingly more favored among
the low-income community (see Table 2),
showed such low intelligence quotients; the
highest score in group T0 (IQ = 100) was be-
low the mean of group HS, and the lowest
group HS score (IQ = 84) was above the
mean of group T0. This further confirms that

the obstacles to normal intellectual growth
found in conditions of poverty in which live
large segments of the population are very
strong. It is possible that this result is due
partly to differential testing histories, despite
the fact that group T0 had participated in the
full testing program at the preceding fifth
measurement point, and that this was the
first Stanford-Binet testing for the entire
group of subject children.

The difference between groups T0 and T1
is in the direction of superiority of group T1
(t = 1.507, P < .10). What the IQ of group
T1 would have been without its one treatment
period is not possible to determine except in-
directly through regression analyses with
other variables, but we would expect it to have
been lower than T0’s, because T0 was signifi-
cantly above T1 on socioeconomic and an-
thropometric correlates of IQ (Table 2). Also,
T1 was approximately .30 standard deviation
below T0 at 38 months of age on a cognitive
development factor of a preliminary neuro-
logical screening test applied in 1970, prior to
selection. Given these data and the fact that at
96 months of age there is a difference favoring
group T1 that approaches statistical signifi-
cance, we conclude not only that group T1
children increased in cognitive ability as a re-
sult of their one treatment period (although
very little compared to the other groups) but
also that they retained the increase through
the first year of primary school.

An interesting and potentially important
characteristic of the curves in Fig. 3 is the ap-
parent increasing bimodality of the distribu-
tion of the groups with increasing length of
treatment, in addition to higher means and
upward movement of both extremes. The
relatively small sample sizes and the fact that
these results were found only once make it
hazardous to look upon them as definitive.
However, the progression across groups is
quite uniform and suggests that the issue of
individual differential response to equivalent
treatment should be studied more carefully.
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Social Significance of Gains

Group HS was included in the study for the
purpose of establishing a baseline indicating
what could be expected of children when
conditions for growth and development were

optimal. In this way the effectiveness of the
treatment could be evaluated from a frame of
reference of the social ideal. It can be seen in
Table 4 that group HS increased in cognitive
ability at a rate greater than the baseline
group T1 during the 34 months before T1 en-
tered treatment. This is equivalent to, and
confirms, the previously reported relative de-
cline in intelligence among disadvantaged
children (29, p. 258). Between the ages of 4
and 6 years, group HS children passed
through a period of accelerated development
that greatly increased the distance between
them and all the treatment groups. The re-
sult, at age 77 months, was that group T4 ar-
rived at a point approximately 58 percent of
the distance between group HS and the un-
treated baseline group T1, group T3 arrived
at 45 percent, and group T2 at 24 percent. Be-
tween 77 and 87 months, however, these dif-
ferences appear to have diminished, even
taking into account that group T1 entered
treatment during this period. In order for
these percentages to have been maintained,
the baseline would have had to remain essen-
tially unchanged. With respect to overall
gains from 43 months to 87 months, the data
show that reduction of the 1.5 standard de-
viation gap found at 43 months of age be-
tween group HS and the treated children
required a duration and intensity of treat-
ment at least equal to that of group T2; the
group HS overall growth of 5.00 units of abil-
ity is less than that of all groups except T1.

As noted, group HS was not representative
of the general population, but was a sample of
children intentionally chosen from a subgroup
above average in the society in characteristics
favorable to general cognitive development.
For the population under study, normative
data do not exist; the “theoretical normal” dis-
tribution shown in Fig. 3 represents the U.S.
standardization group of 1937 (30). As a con-
sequence, the degree to which the treatments
were effective in closing the gap between the
disadvantaged children and what could be de-

FIGURE 3

Mean scores on the Stanford-Binet Intelligence Test
at 8 years of age. Groups T0–T4 had had one year of
primary school. Group HS children had attended pre-
school and primary schools for up to five consecutive
years prior to this testing point. Mental age minus
chronological age is as follows:

Group T0 - 18 months
Group T1 - 15 months
Group T2 - 11 months
Group T3 - 9 months
Group T4 - 5 months
Group HS + 10 months
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scribed as an acceptable level cannot be
judged. It is conceivable that group HS chil-
dren were developing at a rate superior to that
of this hypothetical normal. If that was the
case, the gains of the treated children could be
viewed even more positively.

Recent studies of preschool programs
have raised the question whether differences
between standard intellectual performance
and that encountered in disadvantaged chil-
dren represent real deficits or whether they re-
flect cultural or ethnic uniquenesses. This is a
particularly relevant issue where disadvan-
taged groups are ethnically and linguistically
distinct from the dominant culture (29, pp.
262–72; 31). The historical evolution of dif-
ferences in intellectual ability found between
groups throughout the world is doubtless
multidimensional, with circumstances unique
to each society or region, in which have en-
tered religious, biological, and other factors in
different epochs, and thus the simple di-
chotomy of culture uniqueness versus depri-
vation is only a first approximation to a sorely
needed, thorough analysis of antecedents and
correlates of the variations. Within the limits
of the dichotomy, however, the evidence with
regard to the children in our study suggests
that the large differences in cognitive ability
found between the reference group and the
treated groups in 1971 should be considered
as reflecting deficits rather than divergent eth-
nic identities. Spanish was the language spo-
ken in all the homes, with the addition of a
second language in some group HS families.
All the children were born in the same city
sharing the same communication media and
popular culture and for the most part the
same religion. Additionally, on tests designed
to maximize the performance of the children
from low-income families by the use of ob-
jects, words, and events typical in their neigh-
borhoods (for example, a horse-drawn cart in
the picture vocabulary test), the difference be-
tween them and group HS was still approxi-
mately 1.50 standard deviations at 43 months

of age. Thus it is possible to conclude that the
treated children’s increases in cognitive ability
are relevant to them in their immediate com-
munity as well as to the ideal represented by
the high-status reference group. This will be
more precisely assessed in future analyses of
the relation of cognitive gains to achievement
in primary school.

Conclusions

The results leave little doubt that environ-
mental deprivation of a degree severe enough
to produce chronic undernutrition mani-
fested primarily by stunting strongly retards
general cognitive development, and that the
retardation is less amenable to modification
with increasing age. The study shows that
combined nutritional, health, and educa-
tional treatments between 3˚ and 7 years of
age can prevent large losses of potential cog-
nitive ability, with significantly greater effect
the earlier the treatments begin. As little as 9
months of treatment prior to primary school
entry appears to produce significant increases
in ability, although small compared to the
gains of children receiving treatment lasting
two, three, and four times as long. Continued
study will be necessary to ascertain the long-
range durability of the treatment effects, but
the present data show that they persist at 8
years of age.

The increases in general cognitive ability
produced by the multiform preschool inter-
ventions are socially significant in that they re-
duce the large intelligence gap between
children from severely deprived environments
and those from favored environments, al-
though the extent to which any given amount
of intervention might be beneficial to wider
societal development is uncertain (32). Ex-
trapolated to the large number of children
throughout the world who spend their first
years in poverty and hunger, however, even the
smallest increment resulting from one 9-
month treatment period could constitute an
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important improvement in the pool of human
capabilities available to a given society.
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Explanation and Critique

Students are typically critical of this article.
First, they argue that the design is not experi-
mental because the children participating in
the program were not randomly selected and
because there was no randomly assigned con-
trol group. In fact, children participating in
the program were randomly selected, and al-
though there was no completely untreated
randomly selected control group, T1 served
this purpose until the time it was subject to
treatment (as did T2 and T3).

First, let us examine the random selec-
tion of children. The researchers initially
identified virtually all the children (333) in
the target area (2 square kilometers) below
normal in terms of (1) height and weight for
age, (2) highest in number of signs of malnu-
trition, and (3) lowest in per capita family in-
come. The remaining 116 children of the
original 449 candidates identified did not
show abnormally low weight for age or
weight for height. Thus, the population for
the study became the 333 deprived children
in the target area whose parents volunteered
them for the program.

This population was then randomly as-
signed to groups T1 to T4 through a perfectly
valid geographically random assignment
process. The researchers describe the process
and the reasons behind geographic random
selection:

Nearly all the 333 children selected for
treatment lived in homes distributed
throughout an area of approximately 2
square kilometers. This area was subdi-
vided into 20 sectors in such a way that
between 13 and 19 children were included
in each sector. The sectors were ranked
in order of a standardized combination
of average height and weight for age and
per capita family income of the children.
Each of the first five sectors in the rank-
ing was assigned randomly to one of five

groups. This procedure was followed for
the next three sets of five sectors, yield-
ing four sectors for each group, one from
each of the four strata. At this point the
groups remained unnamed; only as each
new treatment period was to begin was a
group assigned to it and families in the
sectors chosen so informed. The children
were assigned by sectors instead of indi-
vidually in order to minimize social in-
teraction between families in different
treatment groups and to make daily
transportation more efficient. Because
this “lottery” system was geographically
based, all selected children who were liv-
ing in a sector immediately prior to its
assignment were included in the assign-
ment and remained in the same treat-
ment group regardless of further moves.

Is this an experimental design? Yes, so long as
the population consists of below normal chil-
dren. Were children assigned to the groups
T1–T4 randomly? Yes, through random as-
signment of geographic areas.

Then there is the issue of the control
groups. Since all of the children eventually re-
ceive the treatment, many students wonder
where the control group is. Controls are es-
tablished through the sequencing of the
treatment groups through the program. The
first group, T4, received its initial treatment
from February through November 1971. Dur-
ing this time period, groups T1 – T3 were the
control group. From December 1971 through
September 1972, T3 received its initial treat-
ment and T2 and T1 constituted the control
group. Then from November 1972 through
August 1973, T2 received its initial treatment
while T1 was the control. Finally T1 received
its treatment from November 1973 through
August 1974, but for them there was no con-
trol group.

But what about the High SES group? This
group had little real meaning and was in-
cluded only to provide additional information.
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Another important strength of the
McKay article is that it vividly portrays the
impact of maturation. The clearest impact of
maturation is shown in figure 2 of the article.
The figure shows the growth of general cogni-
tive ability of the children from age 43 months
to 87 months, the age at the beginning of pri-
mary schools. Ability scores are scaled sums of
the test items correct among the items com-
mon to proximate testing points. Table 4 in
the article shows the same information as fig-
ure 2 (in the article) but in slightly different
form. The preprogram mean cognitive ability
scores for the four groups are taken from table
4 and reproduced below (average age at test-
ing 43 months).

T1 T2 T3 T4
Ability score –1.83 –1.94 –1.72 –1.82

(43 months)

During the next six months, treatment
was given only to group T4. At the end of the
six month period, all four groups were tested
again. The change in the mean test scores for
each group is shown below:

T1 T2 T3 T4
Ability score –1.11 –1.22 –1.06 .21

(49 months)
Ability score –1.83 –1.94 –1.72 –1.82

(43 months)
CHANGE +.72 +.72 +.66 +2.03

For group T4, the treatment improved the
children’s mean cognitive ability dramatically
from –1.82 to +.21 for a gain of 2.03. The
treatment has been successful! But the three
untreated groups also improved their cogni-
tive ability by an average of .70. Thus some of

the improvement in groups T4 is explained by
maturation and not the program. If one as-
sumes that the children in the program would
have shown the same growth in cognitive abil-
ity as the children not receiving treatment
(.70), then it is probably safe to conclude that
the program accounted for about two-thirds
of the children’s change in cognitive ability
(2.03 – .70/2.03) and maturation the other
one-third (.70/2.03).

These computations are not shown to
downgrade the article or the substantial pro-
gram impact. They merely show how the au-
thors’ design allows us to estimate both the
program impacts and the influence of matu-
ration on the children’s performance.

Overall, this is an elegant article. The
sampling design was quite satisfactory. The
use of staggered treatment groups allowed for
later participants to act as controls for the
earlier participants, and it was even possible
to isolate the effect of maturation from the
effect of the program. A truly elegant article.
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CHAPTER 6

The Solomon Four-Group Design

The Solomon Four-Group Design takes its
name from its originator, Richard L. Solo-
mon. In 1949 Solomon pointed out that a
two-group, pretest-posttest design confounds
or confuses training effects with the interac-
tion between pretesting and training (Solo-
mon 1949). That is, pretesting may sensitize
the subjects to the treatment.1 The Solomon
Four-Group Design depicted in table 6.1 pro-
vides a method that shows whether groups
are sensitized by the pretest, and if so, by how
much. David Nachmias describes the design
as follows:

The Solomon Four-Group design . . . con-
tains the same features as the classic [the pre-
test-posttest control group design], plus an
additional set of comparison and experi-
mental groups that are not measured prior
to the introduction of the program. There-
fore, the reactive effect of measurement can
be directly assessed by comparing the two
experimental groups and the two compari-
son groups. The comparisons will indicate
whether X (the policy) had an independent
effect on the groups that were not sensitized
by the preprogram measurement proce-
dures. (1979, 30)2

When is such a complicated design appropri-
ate? Fortunately, only rarely. Because the de-
sign documents only the interactive effects of
testing, or pretest sensitization, it is not rec-
ommended for most evaluations (see Bausell
1986, 102). The design is ultimately appropri-
ate in cases in which a pretest is used and in
which the independent effects of this pretest
are thought to be substantial (perhaps more
significant than the program itself). This is
sometimes the case in educational programs
(e.g., Lana and King 1960).

The following article, “Evaluation of a
Multimethod Undergraduate Management
Skills Development Program” (Extejt, Forbes,
and Smith 1996), is an example of an adapta-
tion of the Solomon Four-Group Design. Not
surprisingly, the evaluation is of an educa-
tional program.

TABLE 6.1

Solomon Four-Group Design

Pretest Program Posttest
Group A O X O
Group B O O
Group C X O

Group D O
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Notes

1. Research has shown that the actual impact of the
pretest on the posttest is small to nonexistent.
See, for example, Lana 1969.

2. Nachmias uses the terms control group and
comparison group interchangeably.
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Evaluation of a Multimethod Undergraduate Management
Skills Development Program

Marian M. Extejt    J. Benjamin Forbes    Jonathan E. Smith
John Carroll University, University Heights, Ohio

ABSTRACT.   A Solomon four-group experimental design was used to measure the impact
of a multimethod development program on the managerial skills of undergraduate busi-
ness majors. Skill levels were measured through use of an assessment center. Participation
in assessment center exercises had a significant impact on more skills than did participation
in the skills development program. The study has implications for management develop-
ment program design and evaluation.

READING

Management development and training
activities account for a significant portion of
corporate expense. In 1992, U.S. businesses
with 100 or more employees spent $45 billion
on training (“Training rebounded,” 1993). Yet
Georgenson (1982) estimated that only 10%
of this expense transfers to actual changes in
job performance. Major reviews of training
and management development call for
greater attention and research into the issues
of effectiveness and skill transference to the
job (e.g., Goldstein, 1980; Wexley, 1984).

As these costs to business rise, business
leaders are voicing their dissatisfaction with
the business education that universities and
colleges provide. Porter and McKibbin (1988)
listed many criticisms of business school cur-
ricula, including inadequate emphasis on
generating “vision” in students and insuffi-
cient attention to managing people and com-
munication skills. In response, educators are
examining whether and how behavioral skills

and competencies similar to management
skills should be developed in undergraduate
and graduate students. Recently there has
been an explosion of programs, courses, and
modules that seek to develop these “soft
skills” within traditional educational pro-
grams. Several innovative programs that have
introduced managerial competencies in their
curricula have received widespread publicity.
The University of Pennsylvania’s Wharton
School, cited as having launched the most in-
novative MBA curriculum in years, focuses
on leadership skills training (Byrne &
Bongiorno, 1994). University of Tennessee
MBA students manage a hypothetical firm,
with an emphasis on oral and written com-
munications and problem-solving skills
(Massingale & Dewhirst, 1992). At Indiana
University, the MBA curriculum emphasizes
team building and leadership (Hotch, 1992).

In spite of these major efforts to develop
managerial skills and competencies in the
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educational system, the effectiveness of such
education has received little attention. Con-
sidering the growing investment of resources
by the academic community, this paucity is
troubling.

Effectiveness of Skills
Development Courses

Studies to date have focused on the ability of
programs to add value to students’ abilities.
Most have used some type of pre-post experi-
mental design. Outcome studies conducted
with MBA students have varied from those
assessing the effects of specific skill training
programs (e.g., Development Dimensions In-
ternational [DDI], 1985; Keys & Wolfe, 1990;
McConnell & Seybolt, 1991) to those at-
tempting to assess the impact of the entire
MBA program (e.g., Boyatzis, Cowen, Kolb, &
Associates, 1995).

McConnell and Seybolt (1991) reported
what may be significant improvements in
communications skills resulting from their in-
tensive, one-on-one, extracurricular program.
DDI’s (1985) study showed significant im-
provements on assessment center measures
associated with participation in an interaction
management workshop. This study also
showed that the preassessment with feedback
led to improvements in several skill areas.

Preliminary evaluation of the compe-
tency-based, outcome-oriented MBA pro-
gram at Case Western Reserve University has
been recently reported (Boyatzis et al., 1995).
Preprogram versus postprogram behavioral
measures showed improvements in oral com-
munication and group discussion skills.
Analysis of these results plus self-report and
in-depth interview measures led to the con-
clusion that there was at least some improve-
ment in 86% of the abilities assessed.

Mullin, Shaffer, and Grelle (1991) con-
ducted two evaluation studies with under-
graduates: a one-group, pretest-posttest
design and a Solomon four-group design.

The single-group study assessed the impact
of a one-semester skills development course.
Precourse assessments were fed back to the
students in individual goal planning confer-
ences. Mullins et al. noted that there were sig-
nificant improvements; however, the design
did not allow an analysis of whether the im-
provements were a result of the program or
of the pretesting with feedback. The Solomon
four-group study of Mullin et al. addressed
this question. An experimental skills develop-
ment course was compared with a traditional
principles of management course. The ex-
perimental program consisted of six learning
and assessment exercises and a team learning
approach. DDI assessment center instru-
ments were administered before and after the
course to both groups. No feedback was given
on the precourse assessments. Results showed
that the experimental program affected skill
performance, although the differences were
described as “minor, and the results …
mixed” (p. 137). Pretesting did not have a sig-
nificant effect.

In the programs assessed by DDI (1985)
and Mullins et al. (1991), the learning exer-
cises were very similar in structure and con-
tent to the DDI assessment exercises used in
the pre- and posttreatment assessments. Are
such programs successful because they “teach
to the test?” Did management skills increase
because the experimental students had been
specifically coached on how to perform in as-
sessment-center exercises?

Hypotheses

The focus in this study was on the efficacy of
management development activities in the
traditional university setting. Several re-
searchers have concluded that traditional
courses in management do not prepare stu-
dents to deal with the on-the-job demands
faced by practicing managers (Porter &
McKibbin, 1988). Dissatisfied with their new
employees’ lack of practical skills in dealing
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with these types of problems, industry has
significantly expanded its use of management
development programs. Most of these indus-
try programs use techniques based on social
learning theory. Thus, Hypothesis 1:

Undergraduates who participate in a
comprehensive management develop-
ment program based on social learning
theory techniques will exhibit a higher
level of management skills than those
who are not exposed to such a program.

Mullin et al. (1991) suggested that pre-
testing without feedback does not affect skill
improvement. Whetten and Cameron (1991)
proposed that one of the problems in devel-
oping management skills in students who
lack managerial experience in organizations
is the students’ lack of awareness of their cur-
rent level of competence in management
skills. Other findings have consistently shown
that the presence of knowledge of results
leads to improved performance (Ilgen, Fisher,
& Taylor, 1979). However, Cascio (1991)
stated that feedback is often misperceived or
not accepted by the recipient. Stone, Gueutal,
and McIntosh (1984) found that a main de-
terminant of perceived accuracy of feedback
from an in-basket exercise was the rater’s
level of expertise. It follows then that feed-
back from a professionally developed assess-
ment center is likely to be perceived as more
accurate—and thus result in greater learning
and higher motivation to improve—than is
self-assessment feedback. In fact, several lead-
ing undergraduate (e.g., Alverno College)
and graduate (e.g., Case Western Reserve
University’s Weatherhead School) programs
are based on this notion. Thus, Hypothesis 2:

Undergraduates who participate in a
comprehensive developmental assess-
ment center with professional assessor
feedback will exhibit a higher level of
management skills than those who do not
participate in an assessment center.

Finally, Cook and Campbell (1979)
warned that one threat to valid interpretation
of findings from field studies in which a pre-
test is used is that an interaction of the
pretest with the experimental variables may
occur. Because the purpose of a management
skills development program is to increase
skill levels, we were particularly interested in
any factor that could make such a program
more effective. Participation in an assessment
center may be a positive learning experience
in itself; however, it may also lead to en-
hanced motivation for the program that
follows. Thus, Hypothesis 3:

Undergraduates who participate in a
comprehensive management develop-
ment program and a comprehensive
management assessment center will dem-
onstrate a higher level of management
skills than those who participate in only
one experience or in neither.

Method
Program Description

The School of Business at John Carroll Univer-
sity (a medium-sized, private institution in the
midwestern United States, accredited by the
American Assembly of Collegiate Schools of
Business [AACSB]), conducted a three-
semester program designed to develop man-
agement skills among a group of undergradu-
ate business majors. Selection of skills to
include in the program was based on a
review of the leadership and management
competencies literature (e.g., Bass, 1981;
Boyatzis, 1982; Mintzberg, 1975) and inter-
views with top executives. The model followed
in this undergraduate management skills de-
velopment program is best described as a
comprehensive, multimethod, social learning
theory approach. It is similar to Whetten and
Cameron’s (1991) model but with more em-
phasis on several key areas: preprogram assess-
ment, exposure to real-life role models, and
opportunities for application.
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Multiple development techniques were
used. Forty-two hours were devoted to in-
class activities, primarily lectures by faculty
and visiting corporate executives, case stud-
ies, role playing, and films. Other activities
included participation in two management
simulations and individual mentoring by a
midlevel corporate executive. Time commit-
ment for activities outside the classroom var-
ied, ranging between 50 and 100 hours.

Different skills were emphasized and dif-
ferent techniques used during each semester.
The first semester emphasized modeling and
motivation and featured guest lectures by and
videotapes of successful business leaders. In
the second semester, more emphasis was
placed on specific skill learning from role
playing, experiential exercises, and related
readings. Application and integration of
managerial skills began with strategic plan-
ning in a small business simulation toward
the end of the first semester and continued
through the rest of the program. The Looking
Glass, Inc. (Lombardo, McCall, & De Vries,
1985) management simulation provided fur-
ther opportunity for application and integra-
tion of skills during the final semester.
Finally, interaction through shadowing and
role playing with mentors allowed students to
observe application of skills and to practice
them in a relevant setting.

Experimental Design

The impact of the management development
program was assessed with a Solomon four-
group design (Campbell & Stanley, 1966). This
design, outlined in Figure 1, was chosen be-
cause it allowed a careful evaluation of the im-
pact of the skills development program,
exclusive of threats to internal validity, and be-
cause it allowed determination of the impact
of the initial assessment center experience
(pretesting) on skills development and of the
interaction between the program and pretest-
ing. This method is considered one of the

most rigorous experimental techniques; how-
ever, because of its complexity it is rarely used.

Participants in Group A underwent skills
testing before (T1) and after (T2) participa-
tion in the skills program. Group B’s partici-
pants also underwent skills measurement at
T1 and T2 but did not participate in the pro-
gram. Group C participated in the develop-
ment program, but their skills were measured
only at T2. Group D received skills testing at
T2 but did not participate in the develop-
ment program.

Participants in Groups A and B received
assessment center feedback approximately 6
weeks after participation (T1). Feedback was
delivered in both a written and personal
counseling framework. The written feedback
especially emphasized behavioral changes
needed to improve managerial skills. Group
C participated in a self-assessment exercise at
the start of the program (T1). Participants re-
viewed their self-assessments with a faculty
counselor, and suggestions for improving
skills were discussed, but no written feedback
was provided. Participants in Group D un-
derwent no assessment of skill levels at T1.

Participants in all experimental groups
were required to take courses in the
university’s liberal arts core curriculum (ap-
proximately 60 semester hours) and were re-
quired to take 15 business core courses plus
any courses required for their chosen majors.
One curricular difference existed between

FIGURE 1

Solomon Four-Group Experimental Design
Used to Assess Program

Time period

T1 T2

Group A A1 X A2

Group B B1 B2

Group C X C2

Group D D2

Note: X stands for skills development program.
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those participating in the development pro-
gram (Groups A and C) and those in the con-
trol groups (Groups B and D). Control group
students were required to take a junior-level
course in business communications. Students
who successfully completed the three-semes-
ter development program had the business
communications course requirement waived.

Participants

Seventy-five undergraduate business majors
were recruited to participate in this experi-
ment. Because of the small number of stu-
dents available in each condition, assignment
to groups was made with the matched pairs
method (Kerlinger, 1973). No statistically sig-
nificant differences (p < .05) regarding age,
sex, race, academic major, grade point aver-
age, or work experience were found among
the four groups. In addition, membership in
each group reflected the school’s population
on these same variables.

Because of attrition over the program’s
three semesters, only 64 students completed
the experiment. Attrition was attributed to
two factors: (a) Six students were no longer at
the university for the final evaluation because
of study abroad, early graduation, or with-
drawal from school, and (b) 5 students de-
clined to participate in the posttest evaluation
because of the extensive time commitment.

Measurement

Sixteen management skills were behaviorally
measured with five activity-based instru-
ments, presented in the format of an assess-
ment center. This assessment center was
developed by DDI, a Pittsburgh-based con-
sulting firm that specializes in training and
development and whose employees served
as the consultants for the AACSB Outcome
Measures Study (AACSB, 1987). All instru-
ments had been designed for use with un-
dergraduate and graduate business students,
and all had been pretested by DDI for ad-

ministrative and student reaction. Data on
the reliability and validity of these instru-
ments are reported in AACSB’s (1987) re-
port. These five instruments consist of an
in-basket exercise, an analysis and oral pre-
sentation exercise, a planning exercise, a
group discussion (leaderless group) exercise,
and an interview simulation. Students par-
ticipated in each of these exercises (a 12-
hour commitment). Their behaviors were
recorded—both in written and video for-
mat—and rated by DDI with standard as-
sessment center methods.

Ratings consisted of a numeric score on
each of the 16 dimensions defined in the Ap-
pendix. Dimension ratings were made relative
to job requirements that are typical for super-
visors and entry-level managers. Ratings were
scaled 1 to 5, with the following anchors: (1)
much less than acceptable, (2) less than accept-
able, (3) acceptable, (4) more than acceptable,
and (5) much more than acceptable.

Data Analysis

A 2 x 2 x 16 multivariate analysis of variance
was used to test for both the main effects of
the program and participation in the first as-
sessment center (pretest) and for possible in-
teraction effects on each of the 16 behavioral
dependent variables. First, all dependent vari-
ables were analyzed with a full-experimental
design (main effects and interactions). For
those dependent variables that showed no
significant interaction effects (14 of 16),
univariate analyses of variance (ANOVAs)
were conducted, suppressing the interaction
effects.

An analysis of covariance (ANCOVA) was
conducted on each of the 16 behavioral di-
mensions, analyzing performance scores at T2
by program participation, with performance
scores at T1 as the covariate. In addition, t
tests were conducted on pre- versus post-
program scores for the pretested program
group and for the pretested control group.
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Results

Results for the multivariate tests for main or
interaction effects, shown in Table 1, were not
significant at the .05 level. However, a
univariate ANOVA showed a main effect for
development program participation for two
variables: general written communication
and judgment. Judgment was positively influ-
enced by the program. General written com-
munication was negatively influenced. Thus,
Hypothesis 1 was not well supported.

Main effects for the pretest (participation
in the assessment center and subsequent
feedback at T1) were evident for oral com-
munication, oral presentation, formal written
communication, managing the job, and
project planning. Hypothesis 2 was sup-
ported by the data (see Table 1).

Two significant interaction effects were
found. Students who participated in the pro-
gram and were pretested showed the highest
scores on judgment. Students who partici-
pated in both the pretesting and the develop-
ment program had significantly lower scores
on decisiveness at T2 than those who were
pretested but did not participate in the pro-
gram. The interaction hypothesis (Hypoth-
esis 3) thus was not well supported.

When the covariate of initial skill level
was accounted for, three dimensions were
significantly affected (p < .05) by the devel-
opment program: general written communi-
cation, judgment, and decisiveness (see Table
2). Program participation again had a posi-
tive effect on judgment and a negative effect
on written communication. Although scores
on decisiveness increased over time for both

TABLE 1

Behavioral Measure Results
Pretest Posttest Pretest Posttest Posttest Posttest

Program Program Control Control Program Control Interaction
Group A1 Group A2 Group B1 Group B2 Group C2 Group D2 Program Pretest Program x

Measure (n = 20) (n = 20) (n = 26) (n = 11) (n = 17) (n = 16) F F Pretest F

Meeting leadership 1.94 2.13 2.00 1.85 2.00 1.90 1.12 0.00
Individual leadership 2.10 2.58 2.04 2.30 2.36 2.22 1.47 0.85
Impact 2.72 2.71 2.72 2.95 2.56 2.56 0.47 2.53
Oral communication 3.12 3.29 3.09 3.15 2.80 2.90 0.02 6.75**
Oral presentation 3.30 3.03 3.55 2.95 2.82 2.47 2.22 4.14**
General written
   communication 3.27 2.87 3.27 3.40 2.79 3.12 4.41** 0.41
Formal written
   communication 3.25 2.83 3.10 2.85 2.47 2.53 0.11 3.59*
Managing the job 3.42 3.92 3.09 4.05 3.31 3.62 0.84 4.79**
Project planning 2.65 3.20 2.72 3.18 2.76 2.87 0.03 3.57*
Operation analysis 2.00 2.25 1.77 2.10 2.06 2.19 0.00 0.25
Quantitative analysis 1.77 2.35 1.59 2.30 2.44 2.22 0.41 0.12
Judgment 1.92 2.32 1.86 1.65 1.88 1.96 4.31** 1.30 9.58**
Decisiveness 3.70 3.72 3.86 4.10 3.94 3.75 0.26 2.04 3.43*
Delegation 3.02 2.77 2.82 2.85 2.68 2.48 0.40 2.43
Follow-up 1.87 2.60 2.27 2.05 2.06 1.81 1.67 1.98
Information monitoring 1.10 1.20 1.09 1.20 1.06 1.03 0.03 2.01

Note: Interaction effects are noted only for those variables with significant interactions. All other ANOVA results are for
a 2 x 2 model with interaction effects expressed.
* p < .10.      ** p < .05.
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groups, there was a significantly higher in-
crease in the control group.

A Comparison of Analytical Methods

The fundamental research question driving
this study was “Did the management skills
development program have an impact?” A
single, simple reply is not possible; the answer
depends on how the question is specified,
which groups are compared, and the type of
analysis conducted.

In Table 3, we present a summary of four
methods used to analyze the experiment’s re-
sults regarding program effect. One method of
measuring program impact is to test whether
individual participants’ skills improve after
program participation. A t test comparing T1
and T2 assessment center scores for students
who participated in the development program
(Group A) revealed that 9 of the 16 skills were
affected. This limited analysis could generate
optimism among program developers, but in-

TABLE 2

Behavioral Measure Results
(Analysis of Covariance)

Difference Difference
score: score:

Dimension Group A Group B Program F
(program) (program)

Meeting leadership 0.14 –0.28 2.25
Individual leadership 0.44 0.20 1.11
Impact –0.03 0.25 1.06
Oral communication 0.16 0.05 0.35
Oral presentation –0.28 –0.67 0.51
General written
   communication –0.40 0.20 5.18**
Formal written
   communication –0.43 –0.28 0.03
Managing the job 0.50 0.75 0.13
Project planning 0.55 0.45 0.01
Operational analysis 0.25 0.30 0.27
Quantitative analysis 0.58 0.70 0.00
Judgment 0.40 –0.20 9.88**
Decisiveness 0.03 0.30 4.18*
Delegation –0.25 0.05 0.16
Follow-up 0.73 –0.10 1.63
Information monitoring 0.10 0.10 0.00
** p < .05.

TABLE 3

Comparative Analysis of Program Effects
t tests

Group A, T1 vs. T2: Groups A and C vs. Analysis Analysis
Skill within-subject design Groups B and D, T2 of covariance of variance

Meeting leadership

Individual leadership Positive effect (p<.05)

Impact

Oral communication

Oral presentation Positive effect (p<.05)

General written Negative effect (p < .05) Negative effect (p <.05) Negative effect (p <.05) Negative effect (p < .05)
  communication

Formal written
  communication Negative effect (p < .05)

Managing the job Positive effect (p < .05)

Project planning Positive effect (p < .05)

Operational analysis Positive effect (p < .05)

Quantitative analysis Positive effect (p < .01)

Judgment Positive effect (p < .05) Positive effect (p < .05) Positive effect (p < .05) Positive effect (p < .05)

Decisiveness Positive effect (p < .05)

Delegation

Follow-up Positive effect (p < .05)

Information monitoring
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ternal threats to the validity of these results
abound (Campbell & Stanley, 1966).

When we included the control group in
the analysis, the program’s impact dropped
off dramatically. When the T2 scores of all
program participants (Groups A and C) were
compared with the T2 scores of all control
group members (Groups B and D), only three
scores were significantly different. When ini-
tial skill level was accounted for, again only
three skills were affected. When we conducted
an ANCOVA to compare the T2 scores of an
experimental group (A) and a control group
(B), adjusting for initial skill levels as mea-
sured at T1, only judgment and decisiveness
were affected in a positive direction. The
negative impact of the program on general
written communication skills was the same as
previously noted. Unfortunately, this analysis
does not allow us to isolate the impact of the
program exclusive of testing effects.

Comparing T2 scores by using ANOVA
to isolate the impact of the program on skill
development showed that only two skills
were affected: judgment (positively) and gen-
eral written communication (negatively).
This is a far different picture from the one
based on the t-test scores.

See Table 4 for a summary of three meth-
ods of analyzing the impact of the assessment
center experience (pretesting) on skill level. A
t-test analysis of T1 and T2 skill levels for
those students who participated only in the
testing phases of the experiment (Group B)
showed that only 4 of the 16 skills were af-
fected. Managing the job and quantitative
analysis were positively affected; participa-
tion in the assessment center activities was
associated with a decrease in meeting leader-
ship and oral presentation skills.

When we included the control group in
analyses, the assessment center’s impact in-
creased. When the T2 scores of all pretested
participants (Groups A and B) were com-
pared with the T2 scores of all posttest-only
members (Groups C and D), six scores were

significantly different. Scores on oral commu-
nication, oral presentation, formal written
communication, managing the job, project
planning, and delegation were all higher
among participants who had undergone as-
sessment center measurement at the start of
the program. However, this analysis does not
consider participation in the development
program. To assess the impact of assessment
center activity participation on skill develop-
ment, independent of program participation,
we conducted an ANOVA on only the posttest
scores. This analysis showed that five skills
were affected. Again, this is a different picture
from the one based on the t-test scores.

Discussion
A comprehensive, multimethod management
skills development program for undergradu-
ate business students was developed, adminis-
tered over three semesters, and evaluated with
assessment center measures within a Solomon
four-group experimental design. The effects of
the program were minimal; however, the as-
sessment center experience itself proved to be
an effective source of skill improvement.

Assessment Center Pretest Effects

The most significant finding of this study is
the existence of pretesting effects on 5 of the
16 management skills: oral communication,
oral presentation, formal written communi-
cation, managing the job, and project plan-
ning. We provided all who went through the
assessment center at T1 with a minimal
amount of management development guid-
ance. Reactivity to the pretesting was actually
encouraged, and, in a sense, pretesting was an
alternative form of management develop-
ment. This finding plus the results of earlier
research (Mullin et al., 1991) suggests that as-
sessment with feedback can lead to signifi-
cant management skill improvement among
undergraduates. The assessment center expe-
rience itself can serve as an important learn-
ing experience for undergraduates.
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Program Effects
The program had a significant impact on
three managerial skills. Judgment was associ-
ated with a significant positive main effect
due to the program and positive gains associ-
ated with the training. Judgment was also as-
sociated with a significant interaction
between the program and the pretesting ef-
fects. The program appears to have had a
negative effect on one skill—general written
communication. On the decisiveness dimen-
sion, there were no posttest measure main ef-
fects, although there was a significant
interaction and a greater gain for the control
group than for the program group.

Improvement in judgment is consistent
with the approach taken in this program. We
did not attempt to train particular skills, nor
did we teach to the test (i.e., here’s how to do
better in a leaderless group discussion). In-
stead, we exposed the students to a variety of
potential role models, involved them in role
playing and experiential exercises, and re-
quired their participation in realistic applica-
tion activities. Thus, program participants’

experiences and course work on problem
solving and critical thinking assisted in devel-
oping their ability to analyze relevant infor-
mation and make decisions.

The other significant change associated
with the experimental program—a decrease
in general written communication skills—
may be simply explained by considering fac-
tors in the general curriculum. For those who
completed the development program, the
traditional required business communication
course was waived. Students who completed
the traditional course had much more prac-
tice in writing memos and letters.

There are several possible explanations
for the overall lack of behavioral improve-
ment (ordered from most pessimistic to most
optimistic):

1.  Developing management skills through
formal programs is not possible. Positive
effects are often found with reaction and
learning measures but rarely with per-
formance measures (Russell, Wexley, &
Hunter, 1984).

TABLE 4

Comparative Analysis of Pretest (Assessment Center) Effects
t  tests

Group B, T1 vs. T2: Groups A and B vs. Analysis
Skill within-subject design Groups C and D (T2) of variance

Meeting leadership Negative effect (p < .05)
Individual leadership
Impact
Oral communication Positive effect (p < .01) Positive effect (p < .05)
Oral presentation Negative effect (p < .01) Positive effect (p < .05) Positive effect (p < .05)
General written communication
Formal written communication Negative effect (p < .10) Negative effect (p < .01)
Managing the job Positive effect (p < .05) Positive effect (p < .05) Positive effect (p < .05)
Project planning Positive effect (p < .10) Positive effect (p < .10)
Operational analysis
Quantitative analysis Positive effect (p < .10)
Judgment
Decisiveness
Delegation Positive effect (p < .10)
Follow-up
Information monitoring
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2. Significantly improving management
skills among undergraduates is not
possible. Undergraduates have limited
organizational experience, which results in
low motivation to improve managerial
skills.

3. It is possible to improve management skills
among undergraduates but only with
more intense, more narrowly focused
programs such as those used by DDI
(1985) and Mullin et al. (1991). This might
entail behavioral modeling, in which
specific desirable behaviors are identified
and repeatedly rehearsed and reinforced.

4. Program participants may, in fact, have
improved in their ability to perform these
skills, but postassessment performance
may have been hindered in many cases by
a lack of motivation. We have anecdotal
evidence that, at the time of the posttesting
(T2), some students were concerned only
with completing the requirements of the
program and were not at all concerned
with how well they performed.

5. The type of evaluation and its timing were
not appropriate. Our program was a
general management development
experience. We spent relatively little time
on specific skill training, even though, in
the interest of rigorous evaluation, we
chose to measure specific short-term
behavioral responses. Perhaps a long-term
evaluation of the effects of this experience
on the career success of the participants
will show more positive results.

Conclusion

The results of this study provide limited sup-
port for management skill development pro-
grams with undergraduate business students.
Although actual skill development was lim-
ited, our experience presents two interesting
issues that demand future research. First, we
had not anticipated the relatively strong im-

pact of the assessment center experience. For
learning to occur, the evaluation and feedback
components provided by an assessment cen-
ter seem crucial. Although anecdotal evidence
suggests that assessment centers themselves
may serve as development activities (Boehm,
1982; Rea, Rea, & Moomaw, 1990), no studies
to date have rigorously evaluated this phe-
nomenon. Perhaps, with students who are na-
ive to business practices and management
activities, this first experience with real-life
management activity increases awareness and
knowledge of acceptable business practices.
Our findings, and those of Mullin et al.
(1991), suggest that feedback on performance
is a critical component necessary for skill im-
provement. Research is needed to distinguish
the skill development capabilities of partici-
pation in assessment center exercises from the
development potential of feedback on perfor-
mance in an assessment center.

Second, our review of skills development
programs in university settings demonstrates
that a range of programs exists. At one end of
the continuum, skills training programs con-
centrate on a specific, limited set of skills.
Skills are typically developed one at a time.
Often, the skills training consists of practic-
ing activities that are almost identical to
those used to measure skill levels, both before
and after the training program. These types
of programs show very positive effects (DDI,
1985; Mullin et al., 1991). At the other end of
the range are management development pro-
grams. These programs use several methods
to cultivate skills, often developing more than
one skill in a single activity. The emphasis is
on educating the person, focusing on devel-
opment at all levels of Bloom’s (1956) tax-
onomy. Few, if any, of the activities resemble
the measurement activities. As we have
shown, this second type of program is much
more difficult to evaluate. More research is
needed in this area.

The demand for improved managerial
skills and for an increase in the relevance of
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managerial programs will continue. However,
these results suggest that schools of business
need to proceed much more slowly with ma-
jor curriculum changes than the apparent
current pace. Faculty and administration
must decide what type of program best meets
their goals. Given resources, faculty expertise,
the institution’s mission, and the clientele,

choices along the continuum between skills
training and skills development must be
made. Quinn, Faerman, Thompson, and
McGrath (1990) suggested that a combina-
tion approach may also be useful. Future
studies need to focus on the fit between pro-
gram type and program goals.

APPENDIX. Definitions of Behavior Dimensions of Management Skills

Dimension Definition

Meeting leadership Using appropriate interpersonal styles and methods in guiding
meetings toward their objectives; keeping meetings on course

Individual leadership Using appropriate interpersonal styles and methods in guiding
individuals toward goal achievement

Impact Creating a good first impression; commanding attention and respect;
showing an air of confidence

Oral communication Expressing ideas effectively (includes nonverbal communication)

Oral presentation Expressing ideas effectively when given time to prepare (includes
organization and nonverbal communication)

General written Expressing ideas clearly in memoranda and letters that have appro-
  communication priate organization and structure, that are grammatically correct, and

that adjust language or terminology to the audience

Formal written Expressing ideas clearly in reports or other documents that have
  communication appropriate organization or structure, that are grammatically correct,

and that adjust language or terminology to the audience

Managing the job Effectively scheduling one’s own time and activities

Project planning Establishing a course of action to accomplish a specific project or
goal; planning proper assignments of personnel and appropriate
allocation of resources; communicating expectation about tasks and
deadlines; developing contingency plans

Operational analysis Relating and comparing data from different sources; securing
relevant information and identifying key issues and relationships
from a base of information; identifying cause-effect relationships

Quantitative analysis Understanding and evaluating numerical data, tables, charts, or
graphs; performing calculations, making comparisons, and combin-
ing quantitative information (an understanding of basic trends is
more important than performing a large number of calculations)

Judgment Developing alternative courses of action that are based on logical
assumptions and factual information and that take organizational
resources into consideration
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Decisiveness Making timely decisions, rendering judgments, taking action, or
committing oneself

Delegation Allocating decisionmaking and other responsibilities to appropriate
subordinates; using subordinates’ time, skills, and potential effectively

Follow-up Establishing procedures to monitor the results of delegations

Monitoring information Establishing procedures for collecting and reviewing information
needed to manage a project or an organization

Note. All definitions were supplied by Development Dimensions International, Pittsburgh,
Pennsylvania.
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Explanation and Critique

This evaluation by Marian Extejt and her col-
leagues may not grab headlines but it is a rea-
sonable piece of work. John Carroll University,
outside of Cleveland, responded to dissatisfac-
tion with business education that universities
and colleges provide, as voiced by business
leaders. Some of these criticisms of business
school curricula included inadequate empha-
sis on generating “vision” in students and in-
sufficient attention to communications skills
and to managing people.

In response, the School of Business at
John Carroll developed and implemented a
three-semester program designed to develop
management skills among a group of under-
graduate business majors. Multiple develop-
ment techniques were used in the program.
The authors tell us:

Forty-two hours were devoted to in-class
activities, primarily lectures by faculty
and visiting corporate executives, case
studies, role playing, and films. Other ac-
tivities included participation in two
management simulations and individual
mentoring by a midlevel corporate execu-
tive. Time commitments for activities
outside the classroom varied, ranging
between 50 and 100 hours.

Different skills were emphasized and dif-
ferent techniques used during each semes-

ter. The first semester emphasized model-
ing and motivation and featured guest lec-
tures by and videotapes of successful
business leaders. In the second semester,
more emphasis was placed on specific skill
learning from role playing, experiential ex-
ercises, and related readings. Application
and integration of managerial skills began
with strategic planning in a small business
simulation toward the end of the first
semester and continued through the rest of
the program. . . . Finally, interaction through
shadowing and role playing with mentors
allowed students to observe application
of skills and to practice them in a relevant
setting.

A key component of the overall program
was an initial skills assessment center experi-
ence in which baseline data were obtained to
measure program outcomes. Sixteen manage-
ment skills were behaviorally measured.

Extejt and colleagues reacted to criticisms
of evaluations of similar programs found in
the literature by designing and implementing
a modified Solomon Four-Group Design to
evaluate the program. The four-group design
was chosen not only because it would allow
for a careful evaluation of the skills develop-
ment program itself, but because it would af-
ford the investigators the opportunity to
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determine the impact of the initial assessment
center experience—the pretest—on skills de-
velopment, and to look for any interaction be-
tween the program and pretesting.

Only seventy-five undergraduate busi-
ness majors were selected for the experiment,
and only sixty-four of these completed it.
Recognizing a potential for “unhappy ran-
domization” with such a small number of
students, Extejt and colleagues did not use
random assignment to construct the four
groups. Instead they used matched pairs
(since assignment to groups was not random,
this cannot be considered a true experimental
design). Then, to ensure that the four groups
were equivalent in all relevant respects, they
compared the groups in terms of age, sex,
race, academic major, grade point average,
and work experience. No statistically signifi-
cant differences (p < .05) were found among
the four groups. And, in addition, member-
ship in each group reflected the school’s
population on these same variables.

Table 6.2 outlines the design used for the
evaluation. Group A underwent an initial as-
sessment center experience and skills testing
both before and after the program. Group B
underwent the same experiences except for
participating in the program. Students in
these groups received both verbal and written
assessment center feedback approximately six
weeks after participation.

Strangely, Group C was exposed to a
form of pretest. Group C participated in a
skills self-assessment exercise at the pretest
point. Participants then reviewed their self-
assessments with a faculty counselor. Sugges-
tions for improving skills were discussed, but
no written feedback was provided. Partici-
pants in Group D underwent no assessment
of skills levels at the pretest point.

One curricular difference  existed be-
tween the groups. Comparison group stu-
dents were required to take a junior-level
business communications course—but the
course was waived for students successfully

completing the three-semester development
program (the experimental groups).

Students were evaluated by numeric
scores on each of sixteen dimensions defined
in the Appendix to the article. When one
looks only at a comparison of the pretest and
posttest scores of the students in Group A,
nine of the sixteen skills seemed to have been
significantly affected with seven being posi-
tively affected. But when the posttest scores
between groups A and C (experimental
groups) were compared with Groups B and D
(comparison groups), only three skills were
significantly affected with only two having
positive effects.

So this adaptation of the Solomon Four-
Group Design illustrates that sometimes
there are pretest impacts that can be stronger
than the impacts of the program. This was
clearly the case here.

This chapter on the Solomon Four-
Group Design is placed in the section of the
book on experimental designs because it is
normally an experimental design with sub-
jects randomly assigned to the four experi-
mental/control groups. In this case, however,
the authors modified the design, and it be-
came a comparison group design using
matched pairs because the authors recog-
nized at the outset that with their small num-
ber of participants, they were unlikely to have
a successful randomization. This kind of flex-
ibility in evaluations is to be encouraged. De-

TABLE 6.2

Solomon Four-Group Design for Evaluation
of the Skills Development Program

Pretest Program Posttest
Group A O X O
Group B O O
Group C  O1 X O
Group D O

1. Experienced a limited form of pretest.
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signs should always be modified to fit the
specific situation of the evaluation.

One other strength of the evaluation is in
terms of measurement. The instruments had
been developed by DDI, a consulting firm
specializing in training and development.
Data on both the reliability and validity of
the instruments had been previously re-
ported (AACSB 1987).

The major methodological disappoint-
ment to the evaluation was the participation
of Group C in a modified skills self-assess-
ment process. Group C, like Group D, should
have received no pretest treatment. It may be
that the program designers thought that
some form of skills assessment was necessary
for program participation—but the evalua-
tors did not elaborate.
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CHAPTER 7

Posttest-Only
Control Group Design

The posttest-only control group design is
a variation on the pretest-posttest design and
the Solomon design. The major difference is
that it omits the pretested groups altogether.
The posttest-only control group design is il-
lustrated in table 7.1.

Under this design, individuals are ran-
domly assigned to groups E (experimental
group) or C (control group). The first group
is subjected to the treatment, and progress is
measured during or after the program.

Nachmias aptly describes the advantages:

The . . . design controls for all intrinsic
sources of invalidity with the omission of the
pretest, testing and instrument decay become
irrelevant sources of invalidity. It can also be
assumed that the remaining intrinsic factors
are controlled, since both groups are exposed
to the same external events and undergo the
same maturational processes. In addition, the
extrinsic  factor  of selection is controlled by
the random assignment of individuals,
which removes an  initial bias in either group.
(1979, 32)

What all this means is that, with random as-
signment, a pretest may be unnecessary. This
provides some distinct advantages. For one
thing, it is sometimes difficult to convene
subjects for a pretest before a study. For an-

other, repeated measurement can sometimes
be expensive in terms of time and resources.
In addition, some evaluations are quite trans-
parent, and the researcher may wish to dis-
guise the purpose of the experiment or even
hide the fact that the study is in progress. Fi-
nally, it is possible that the pretest may cause
the subjects to react differently to the treat-
ment—the pretest sensitization problem. To
the extent that this problem exists, it is obvi-
ously eliminated if there is no pretest.

Why then have a pretest at all? If the
posttest-only control group design is so good,
why ever use the pretest-posttest control
group design? One reason is that a pretest al-
lows the evaluator to reduce the size of the
sample (and thus reduce costs). The pretest
itself is used statistically as a controlling vari-
able in a repeated measures analysis of either
variance or covariance. When subjects are in
limited supply, a pretest is typically recom-
mended (Bausell 1986, 93).

TABLE 7.1

Posttest-Only Control Group Design

Pretest Program Posttest

Group E X O
Group C O
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Another good reason exists for having a
pretest. It provides a good check on the ran-
domization process. Without a pretest, one
presumes but does not know that random as-
signment causes the experimental and con-
trol groups to start out at the same point, but
one can never be absolutely sure. The pretest
thus allows us to test for differences in the
two groups that could be accounted for by
what Lawrence Mohr terms “unhappy ran-
domization” (1988, 46).

Finally, there is always a concern about
client preference. Clients frequently feel more
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comfortable with a pretest. Evaluators can
point out the redundancy of a pretest, but if
the client is not happy, a pretest may be ap-
propriate. For these reasons, the pretest-
posttest design is much more popular than
the posttest-only design (even when the
posttest-only design is perfectly appropriate).
The following article, “Community Post-hos-
pital Follow-Up Services” by Ann Solberg, is
an example of the posttest-only control
group design.

AUTHOR’S NOTE: This demonstration project was
supported by the California State Department of
Health. I wish to acknowledge the project staff: Shirley
Carlson, LCSW; Joan Poss, MSW; Donna Ward,
MSW; Jane Van Dis, MSW; Alice Sutton, MSW; and
Daniel Hart, MSW. Others who facilitated the project
were Jeanne Book, Ph.D.; Keith Goble, LCSW; Chris
Christenson, LCSW; Denise Gobel, B.A.; and Detlev
Lindae, Ph.D. Correspondence may be directed to Ms.
Solberg at the Fresno County Department of Health,

P.O. Box 11867, Fresno, CA 93775.

In community mental health centers the
psychiatric unit is only one phase in the con-

tinuum of mental health care. The role of the
psychiatric unit is to stabilize acutely ill clients
and refer them to other mental health services
for continued care. These programs are re-
ferred to as posthospital or aftercare programs
when they are included in the discharge plan
of a client who has been hospitalized.

There is a general consensus among
mental health professionals that attending
posthospital programs is necessary to the
client’s continued progress and avoidance of
rehospitalization. However, many discharged

Community Posthospital Follow-up Services

Ann Solberg
Department of Health, Fresno County, California

Clients ready for discharge from the Fresno County Department of Health Acute Psychiatric Unit

were randomly assigned to an experimental group (n = 71) or a control group (n = 72). The

individuals in the experimental group received community follow-up services from one of four

psychiatric social workers for a period of 30 days after their discharge from the acute psychiatric

unit. The control group received no follow-up services from the project staff. The evaluation of the

project was based on a period of 60 days following each client’s discharge from the hospital. The

results showed that posthospital community follow-up, as provided in this demonstration project,

is effective in preventing or at least delaying rehospitalization, without increasing the cost of men-

tal health care.

READING
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patients referred to such programs do not
complete the referrals. Bass (1972) pointed
out that the operational principles for main-
taining the continuity of treatment were
specified as requirements for federally funded
centers. Therefore, it is the responsibility of
each mental health center to promote conti-
nuity of care within its own system. Wolkon
and associates (1978) concur that it is the re-
sponsibility of the community mental center
to help discharged patients take advantage of
needed services.

Studies in which the problem of rehospi-
talization has been examined from the view-
point of aftercare program attendance have
yielded inconsistent results. While most stud-
ies have shown that rehospitalization rates
are lower for individuals who receive after-
care services compared to those who do not
(Free and Dodd, 1961; Beard et al., 1963;
Hornstra and McPartland, 1963; Mendel and
Rappaport, 1963; Greenblatt et al., 1963;
Purvis and Miskimins, 1970; Anthony and
Buell, 1973; Smith et al., 1974; Winston et al.,
1977), other studies show no differences be-
tween aftercare and no-aftercare groups
(Brown et al., 1966; Michaux et al., 1969;
Mayer et al., 1973; Franklin et al., 1975). Kirk
(1976) attributes these diverse findings to dif-
ferences in methodology, outcome measures,
length of follow-up, type and size of patient
samples, and treatment settings. Winston and
associates (1977) identified the lack of sys-
tematic comparison of study groups as an-
other possible source of conflicting results.
Studies in which individuals who have at-
tended aftercare programs were compared to
those who have not, may have been con-
founded by subject variables stemming from
the process of self-selection.

The purpose of this article is to present
the results of a 3-month demonstration
project that ended in July 1980. The purpose
of the project was to evaluate the effective-
ness of community follow-up services in re-

ducing both rehospitalization and the overall
cost of mental health care of individuals hos-
pitalized at the Fresno County Department
of Health (FCDH) Acute Psychiatric Unit
(APU). Clients discharged from the APU
were randomly assigned to either the experi-
mental group or the control group. The con-
trol group received only those aftercare
services for which they completed referrals or
services that they sought on their own. The
experimental group received additional
posthospital follow-up services from a team
of four psychiatric social workers for a period
of up to 30 days following their discharge
from the APU. The follow-up team worked
with clients, their families, and other treat-
ment staff with the goals of improving cli-
ents’ personal and community adjustments
and increasing their involvement with the af-
tercare programs (outpatient, partial day, or
residential) to which they were referred by
APU staff. The follow-up services were
treated as an additional aftercare service.
They were intended to supplement rather
than substitute for aftercare services specified
in a client’s discharge plan.

The effectiveness of the project was
evaluated by comparing the two study groups
on selected outcome measures. The evalua-
tion period lasted for the 60 days following
each client’s discharge from the APU. The de-
cision to extend the evaluation period was
based, in part, on a statistical consideration.
The total number of clients rehospitalized
from both study groups was larger in the 60-
day period. The larger sample improved the
discriminating power of the test used to com-
pare the survival rates of the study groups. In
addition, it was believed that any beneficial
effects produced by the follow-up services
should extend beyond the service period. In
this study no attempt was made to associate
client characteristics with differences in pre-
disposition to hospitalization or in relative
success in the follow-up project.
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Two hypotheses concerning the effective-
ness of the follow-up services were tested.
(a) The follow-up services will prevent or at

least delay the rehospitalization of clients.
(b) The follow-up services will reduce the

cost of mental health services.

Method

Subjects

The population studied was defined to include
all persons who were hospitalized at the Fresno
County Department of Health (FCDH) Acute
Psychiatric Unit (APU), with the exception of in-
dividuals meeting one or more of the following
disqualifying criteria:

(1) residence outside of Fresno County,

(2) supervision by the law enforcement
system,

(3) referral to alcohol or drug abuse
programs,

(4) referral to FCDH Advocate program,

(5) referral to subacute locked facilities,

(6) transfer to a psychiatric unit in another
hospital.

These criteria helped ensure that the subjects
(1) would be accessible to the follow-up work-
ers, (2) were not in need of specialized treat-
ment programs, (3) did not have another
mental health worker supervising their treat-
ment plan, and (4) would return to the APU in
the event of future need for hospital services.

The sample consisted of 143 persons dis-
charged from the APU during a three-month
period ending in July 1980. The subjects were
randomly assigned to two groups—experi-
mental and control—upon their discharge
from their first hospital episode during the
study period. (The first hospital episode was
not necessarily the first hospital admission in
the client’s psychiatric history.) There were 71
subjects in the experimental group and 72
subjects in the control group. The experi-
mental group received the posthospital fol-

low-up services for 30 days, and the control
group did not.

The characteristics of the experimental
group were as follows: females (45%); males
(55%); age (X = 29.4; SD = 10.8); psychoses
(51%); neuroses (49%); global impairment
rating (X = 3.6; SD = 1.2). Similarly, the char-
acteristics of the control group were as follows:
females (43%); males (57%); age (X = 32.8; SD
= 12.1); psychoses (51%); neuroses (49%);
global impairment rating (X = 3.6; SD = 1.3).

Measures and Analysis

Information for testing the hypotheses was
based on a 60-day evaluation period following
each client’s discharge from his or her first
hospital episode during the study period.
Hospital data were limited to hospitalizations
taking place at the APU. Following clients
closely for 60 days to record possible admis-
sions to other hospitals was neither practical
nor necessary. The likelihood that rehospital-
ization would take place at the APU was in-
creased considerably by including in the
sample only those persons who completed
their hospital episode at the APU, rather than
being transferred to another facility. The ex-
ceptions (hospitalizations at other facilities)
were treated as a random variable, assumed to
affect both study groups equally.

Survival Time

Survival time was defined as the length of
time between a client’s discharge from the
first hospital episode and the onset of their
first rehospitalization at the APU during the
60-day evaluation period. The 60-day fixed
evaluation period resulted in incomplete in-
formation (censored observations) on the ac-
tual length of survival for many of the clients.
All that is known about these clients is that
they did not return to the hospital for at least
60 days after their first hospital episode. The
test developed by Gehan (1965), which com-
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pares two groups with respect to the length of
survival when one or both samples contains
censored observations, was used in this study.

Cost Analysis

There were three sources of mental health
care costs included in the cost analysis: (1)
the cost of rehospitalization, including treat-
ment and intake evaluations at outpatient
clinics; (2) the cost of aftercare program par-
ticipation; and (3) the cost of the follow-up
services, which were applicable to the experi-
mental group only. Overhead expenses were
included in all cost categories.

Procedure

Clients were assigned to groups at the time of
discharge from their first hospital episode
during the study period. Clients were not con-
sidered for reassignment upon their discharge
from subsequent hospitalizations. A clerk at
the APU notified the research assistant as
soon as the decision to discharge a client had
been reached. The research assistant deter-
mined, based on the aftercare referrals made
for the client by APU staff, if the client being
discharged met the target group criteria. A cli-
ent who met the target group criteria was ran-
domly assigned to the experimental group or
the control group by the research assistant us-
ing a group assignment sheet. The assignment
sheet was prepared by the project evaluator
prior to the study using the one-digit columns
of a table of random numbers. The numbers
were assigned to subjects according to their
order of appearance, beginning at the top of
the column and progressing downward. Even
numbers designated assignment to the experi-
mental group and odd numbers designated
assignment to the control group. The last sub-
ject was assigned 30 days prior to the last day
of the study period to allow for a full 30 days
of follow-up. Precautions were taken to en-
sure that the assignment of clients to groups

was not biased by special interests. The APU
staff were not informed about the target-
group criteria. The project social workers and
evaluator were not involved with subject as-
signment beyond defining the target group
and preparing the initial assignment list based
on the table of random numbers.

The research assistant contacted one of
the social workers when a client was assigned
to the experimental group. The social work-
ers then decided among themselves who
would accept the case, considering immediate
availability and size of caseloads. After reach-
ing a decision, a social worker met the client
at the APU. Within 24 hours, the social
worker made the first home visit. Follow-up
services were provided for a period of 30 days
after a client’s initial discharge from the APU
during the study period. Clients were given
only one follow-up period, regardless of sub-
sequent hospitalizations. At the end of the
30-day period, the social worker discharged
the client from the follow-up project and
made referrals to aftercare programs accord-
ing to the client’s need for continued care.

The project evaluator collected the data
for the outcome measures and made periodic
visits to the project site. Information regard-
ing hospitalizations was obtained from
records at the APU. A 24-hour report showed
the date and time of admission and dis-
charge. Aftercare program participation was
obtained from the FCDH management infor-
mation system (MIS). The type and fre-
quency of follow-up contacts were recorded
by the project social workers. Cost informa-
tion was obtained from the MIS and the ac-
counting office.

Results

Description of Follow-up Services

Of the group of 71 clients who received fol-
low-up services, 58 (82%) were seen by a
social worker at the APU prior to their dis-
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charge. Forty-six clients (65%) received a
home visit within 24 hours of their discharge.
The clients, as a group, received a total of 546
client contacts (face-to-face and telephone
contacts) during the 30-day follow-up pe-
riod. The median number of contacts was
five per client. Collateral contacts—a second
category of follow-up contacts—included
face-to-face and telephone contacts with
mental health staff and family members.
There were 551 collateral contacts in the 30-
day period, with a median of four contacts
per client. Figure 1 shows the percentage of
total client contacts (546) and total collateral
contacts (551) that were provided each day of
the 30-day follow-up period. Not shown on
this figure are 19 client and 42 collateral con-
tacts that took place after the 30-day follow-
up period ended. It was not in the best
interest of 26 (37%) clients to discharge them
on precisely the 30th day.

There were 54 clients (76%) who are iden-
tified as “service completers,” because they
cooperated with the social workers through-
out the 30 day period. The other 17 clients
(24%) were designated as drop-outs because

they refused services during the first few con-
tracts or were resistive to the extent that the
social workers stopped initiating contact with
them before the follow-up period ended.

Hospital Contacts

During the 60-day evaluation period, 8 ex-
perimental subjects (11.3%) and 20 control
subjects (27.8%) were hospitalized at least
once. Two experimental subjects and four
control subjects were rehospitalized twice.
Clients in the experimental group were in the
hospital a total of 83.9 days, compared to
206.6 days accumulated by the control group.
The total hospital days for the control group
was estimated for 71 clients by multiplying
the group average, based on 72 clients, by 71.

The survival-time distributions for the
study groups are presented in Figure 2. Com-
paring the groups on survival time, the re-
sults of Gehan’s test support the hypothesis
that the follow-up services are effective in
preventing or at least delaying the recurrence
of hospitalization (V = 2.77; p < .05). The
median survival time for the experimental

FIGURE 1

Percentage of Client and Collateral Follow-Up Contacts Received by Experimental Group
Subjects Each Day of the 30-day Follow-Up Period
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group was 22.8 days, compared to 17.4 days
for the control group. Also, none of the ex-
perimental subjects was rehospitalized within
14 days of discharge from the APU, compared
to nine control subjects (12.7%) who were
rehospitalized during the same period. The
two-week period after discharge has been
identified as a period of high risk for rehospi-
talization.

Cost of Mental Health Care

Table 1 shows the cost of mental health care
for the study groups during the 60-day evalu-
ation period. The total cost for the experi-
mental group ($60,165) was $10,298 less than
the total cost for the control group ($70,463).
The t-test for these outcomes showed no sig-
nificant differences between the two groups
regarding total program costs (t = 1.21 <
1.96; p > .05). The total hospital cost (Acute
Psychiatric Unit) was $13,407 for the experi-
mental group and $49,703 for the control
group. A significant difference was found be-

tween the two groups, indicating a reduction
in the cost of hospitalization for the experi-
mental group (t = 8.50 = 1.96, p =.05). The
cost of aftercare services was observably
higher for the experimental group ($25,093)
compared to the control group ($20,760), but
the t-test showed that the costs were not sta-
tistically different from one another (t = 1.18
< 1.96, p > .05). The cost figures for aftercare
services were based on 439 aftercare contacts
for 40 experimental subjects and 355 after-
care contacts for 37 control subjects.

Discussion

In this study, the event of readmission was
used as a complex index of the individual’s
overall adjustment and acceptance by the
family and community. Solomon and Doll
(1979) have indicated that there are many
factors that contribute to a decision to rehos-
pitalize a person, other than the individual’s
psychiatric status. These include family and
community acceptance of the individual,

FIGURE 2

Survival Rates for Study Groups
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characteristics and perceptions of admitting
personnel, factors in the mental health deliv-
ery system (e.g., hospital policies, census, and
availability of community alternatives), and
the individual’s perception of the hospital as
being a solution to his or her problems. The
follow-up team dealt with all factors that had
the potential for increasing a client’s commu-
nity tenure. Rehospitalization was considered
only when no other solution could be found.

The results showed that community fol-
low-up services, as provided in this demon-
stration project, provide an effective means
of reducing the rehospitalization of individu-
als who have been hospitalized in a short-
term acute psychiatric facility at the Fresno
County Department of Health. The results of
the survival-time analysis showed that the
follow-up services were effective, at least in
delaying further hospitalizations. Many cli-
ents who received follow-up services and
were not hospitalized during the 60-day
evaluation period may have been hospitalized
afterward. While it is doubtful that clients
with a history of relapse will be prevented
from ever returning to the hospital, persons
whose psychiatric condition is not chronic
are more likely to have future hospitalizations
prevented altogether. Because not all
rehospitalizations can be prevented, the fol-
low-up period should be renewed each time a
person is hospitalized. The limit of one fol-

low-up period in this study was a require-
ment of the design used for the evaluation.

The cost analysis showed that the savings
in hospital costs were substantial ($36,296).
The follow-up staff stated that they could
have served an additional ten cases (total 81)
without reducing the effectiveness of their
follow-up efforts, and therefore, the potential
for savings may be somewhat underesti-
mated. In addition, the cost analysis showed
that there were no significant increases in af-
tercare program costs nor in total mental
health care costs as a result of adding the fol-
low-up component to the service delivery
system. In other words, the savings in hospi-
tal care paid for the additional cost of provid-
ing follow-up services.

Factors in the follow-up model that are
believed to be effective in reducing hospital-
ization include (1) an assertive approach to
follow-up, (2) contact with the client and
staff prior to the client’s discharge, (3) more
frequent contact in the beginning of the fol-
low-up period, (4) services provided to the
client in his or her natural environment, and
(5) the role of follow-up workers as case
managers. The follow-up workers were
strongly encouraged to contact clients more
often at the beginning of the follow-up pe-
riod. Consequently, most clients (82%) re-
ceived an initial visit by a follow-up worker
on the psychiatric unit, and a greater percent-

TABLE 1

A Comparison of Study Groups on the Cost of Mental Health Care During
a 60-Day Period After Subjects’ Discharge from Acute Psychiatric Unit

Experimental Group Control Group
Cost Components Total SD Total SD t

Acute Psychiatric Unit $13,407 $15,882 $49,703 $32,583 8.50*
Aftercare Services $25,093 $24,072 $20,760 $19,733 1.18
Follow-up Services $21,665 $15,219 — —
Total $60,165 $40,650 $70,463 $52,313 1.32

Note: The cost of follow-up services includes the salaries of 3.5 full-time equivalent psychiatric social
workers, a part-time psychiatric social worker supervisor, a full-time research assistant, supplies, travel
expenses, and all overhead expenses.
*p ≤ .05.
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age of contacts took place early in the follow-
up period. Previous readmission data for the
psychiatric unit in this study have consis-
tently shown that a greater percentage of cli-
ents return within the first two weeks after
discharge than during any other time period
up to 90 days after discharge. Therefore, fol-
low-up services were especially emphasized
during the early days of the follow-up pe-
riod—identified as a high risk period. The ef-
fectiveness of this strategy was demonstrated
by the result that none of the experimental
subjects returned to the hospital within two
weeks after their discharge from the psychiat-
ric unit, whereas nine control subjects were
rehospitalized during the same period.

Because this study was carefully con-
ducted, following principles of controlled re-
search, it is believed that these results can be
replicated using different samples from the
same population. The decision to continue
the project was based on this rationale. How-
ever, there will be two changes in the follow-
up procedure. First, the follow-up period will
be renewed each time a client is discharged
from the hospital. A second change will allow
the follow-up period to vary between 30 and
40 days. The social workers judged that for
about one-third of the clients, a strict adher-
ence to a 30-day period may result in abrupt
discharges, which are potentially detrimental
to their progress.

It is believed that posthospital community
follow-up services have a likelihood for simlar
success in other locations. Characteristics that
are unique to clients in other settings may
need to be considered in developing an effec-
tive follow-up strategy.

Summary

The purpose of this project was to evaluate
the effectiveness of community follow-up
services in the context of a true experimental
design. One hundred forty-three clients ready
for discharge from the Fresno County De-

partment of Health Acute Psychiatric Unit
were randomly assigned to either an experi-
mental group or a control group. There were
71 subjects in the experimental group and 72
subjects in the control group. The individuals
in the experimental group received commu-
nity follow-up services from one of four psy-
chiatric social workers for a period of 30 days
after their discharge from the acute psychiat-
ric unit. The control group received no fol-
low-up services from the project staff.

The evaluation period lasted for 60 days
following each client’s discharge from the
hospital. The results showed that posthospital
community follow-up, as provided in this
demonstration project, is effective in increas-
ing the survival time of clients and in reduc-
ing the cost of mental health care. The
survival time—length of time outside of the
hospital—was significantly greater for the ex-
perimental group compared to the control
group (p ≤ .05). The median survival time for
the experimental group was 22.8 days and for
the control group, 17.4 days. The percentage
of experimental subjects who were rehospital-
ized (28%), and the number of hospital days
for the experimental group (84) was less than
one-half the number of hospital days for the
control group (207). The savings in hospital
costs ($35,896) more than paid for the cost of
the follow-up services ($21,665), and the total
cost for the experimental group ($60,165) was
$10,298 less than the total cost for the control
group. It was concluded, based on the results
of the cost analysis, that hospital expenditures
were substantially reduced, and this savings
paid for the cost of the follow-up program.

Note

1. One of the four social workers left the
project during the fifth week. This social
worker was not replaced, because the
project was found to be overstaffed
relative to the number of clients being
included as experimental subjects.
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Explanation and Critique

One of the most interesting facets of program
or policy evaluation is that real-world
projects do not always exactly fit the model.
In fact, they seldom do. The article by Ann
Solberg is a perfect example. As we have seen,
Solberg’s research reported on a project to
evaluate the effectiveness of community fol-
low-up services in reducing both rehospital-
ization and the overall cost of mental health

care of individuals hospitalized at the Fresno
County Department of Health Acute Psychi-
atric Unit (APU). Solberg details:

Clients discharged from the APU were
randomly assigned to either the experi-
mental group or the control group. The
control group received only those after-
care services for which they completed
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referrals or services that they sought on
their own. The experimental group re-
ceived additional posthospital follow-up
services from a team of four psychiatric
social workers for a period of up to 30
days following their discharge from the
APU. The follow-up team worked with
the clients, their families, and other treat-
ment staff with the goals of improving
clients’ personal and community adjust-
ments and increasing their involvement
with aftercare programs (outpatient, par-
tial day, or residential) to which they were
referred by APU staff. The follow-up ser-
vices were treated as an additional after-
care service. They were intended to
supplement rather than substitute for af-
tercare services specified in a client’s dis-
charge plan.

When one thinks of the posttest-only
control group design, eliminating the pretest
comes to mind. For example, one might envi-
sion an experimental reading program in
which students are randomly assigned to ex-
perimental and control groups and are given
reading tests before and after the program. In
the posttest-only design, the pretest is simply
eliminated—knowing that random assign-
ment has, in effect, made the two groups
equal and thus the pretest unnecessary.

In Solberg’s evaluation, however, a pre-
test was not possible. What could be pre-
tested? Nothing. Thus, in evaluations such as
this, the pretest-posttest design and the
Solomon Four-Group Design are not used
because they cannot be used.  Also, as we
know, the design is a valid experimental de-
sign in its own right and even has advantages
over other forms of experimental designs
(e.g., the threat of the testing effect).

In examining Solberg’s research, consider
her application of the posttest-only control
group design. The randomized assignment
was obviously the key to the validity of the de-
sign, but this was not the only strength of the

paper. For one thing, Solberg provided data on
the characteristics of the experimental group
and the control group (gender, age, psychosis,
neurosis, global impairment rating). Given the
fact that randomized assignment of the pa-
tients was used, presentations of such com-
parisons was not really necessary. In the
introduction to Part II of this volume, “Experi-
mental Designs,” it was stated that as long as
the number of subjects is sufficiently large,
random assignment guarantees that the char-
acteristics of the subjects in the experimental
and control groups are statistically equivalent.

With only seventy-one subjects in the ex-
perimental group and seventy-two in the
control group, Solberg apparently wanted to
assure the reader that the groups were, in fact,
statistically equivalent. A nice touch.

This discussion has emphasized the fact
that the key to experimental designs is ran-
dom assignment. Random assignment, again,
means that the treatment or program to
which the subject is assigned bears no rela-
tion to any characteristic of the subject. It is
important, however, that random assignment
be distinguished from random selection.

To illustrate, look again at the Solberg ar-
ticle. Solberg first selected the subjects of her
study from the Fresno APU. To achieve true
external validity, she should have selected
subjects at random from the population of
persons discharged from psychiatric hospi-
tals. For Solberg to do this, however, the costs
would have been prohibitive. Instead, she
randomly assigned all subjects discharged
from the Fresno County Department of
Health Acute Psychiatric Unit who met the
inclusion criteria to experimental and control
groups. This procedure reduced the general-
ity of findings, but it also reduced costs and
random errors. Random selection is not a
requisite for a true experimental design
(Langbein 1980, 67–68). Solberg abandoned
random selection entirely (but not random
assignment) but still has a valid experimental
design. However, she lost generalizability.
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This is an example of one of the trade-offs
discussed in chapter 1. To her credit, Solberg
was very careful about this. She reported the
following:

The results showed that community fol-
low-up services, as provided in this dem-
onstration project, provide an effective
means of reducing the rehospitalization
of individuals who have been hospital-
ized in the short-term acute psychiatric
facility at the Fresno County Department
of Health. [emphasis added]

Solberg is certainly correct in not generaliz-
ing beyond this unit.

Overall, although we may have questions
about some segments of Solberg’s article

(e.g., How were hospitalization costs deter-
mined?), the research reported provides a
fine example of the posttest-only control
group design.
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It is the absence of random assignments
that distinguishes quasi-experiments from
true experiments. Quasi-experiments employ
comparison groups just as do experiments. In
the quasi-experimental design, the researcher
strives to create a comparison group that is as
close as possible to the experimental group in
all relevant respects. And, just as there are a
variety of experimental designs, there are a
similar variety of basic designs that fall into
the quasi-experimental category. These in-
clude the pretest-posttest comparison group
design, the regression-discontinuity design,
the interrupted time-series comparison group
design, and the posttest-only comparison
group design.

Laura Langbein identifies a number of
ways in which quasi-experiments are distinct
from randomized experiments in practice.
First, quasi-experiments tend to be retrospec-
tive—that is, to occur after a program is in
place. When the decision to evaluate comes
after the program has been implemented, the
option of conducting a true experiment is
usually foreclosed.

Second, the internal validity of most
quasi-experiments is usually more question-
able than that of experiments. The researcher
must identify and measure all the relevant

characteristics of the experimental group and
attempt to construct a similar comparison
group. Successfully executing this task is fre-
quently problematic (Langbein 1980, 87–89).
Although quasi-experiments are not true ex-
periments, they are far from useless. Peter
Rossi and Howard Freeman are actually quite
positive about them:

The term “quasi-experiment” does not im-
ply that the procedures described are
necessarily inferior to the randomized
controlled experiment in terms of reach-
ing plausible estimates of net effects. It is
true that, without randomization, equiva-
lence . . . cannot be established with as
much certainty. The possibility always re-
mains that the outcome of a program is
really due to a variable or process that has
not been considered explicitly in the de-
sign or analysis. However, quasi-experi-
ments, properly constructed, can provide
information on impact that is free of most,
if not all, of the confounding processes
(threats to validity). . . . Indeed, the find-
ings from a properly executed quasi-ex-
perimental design can be more valid than
those from a poorly executed randomized
experiment. (1985, 267)

PART III

Quasi-Experimental Designs



References

Langbein, Laura Irwin. 1980. Discovering Whether
Programs Work: A Guide to Statistical Methods for
Program Evaluation. Glenview, Ill.: Scott,
Foresman.

Rossi, Peter H. and Howard E. Freeman. 1985.
Evaluation: A Systematic Approach. 3d ed.
Beverly Hills, Calif.: Sage.

108 PART III QUASI-EXPERIMENTAL DESIGNS



The pretest-posttest comparison group de-
sign, sometimes referred to as the nonequiv-
alent group design, is similar in every respect to
the pretest-posttest control group design except
that the individuals (cities, organizations) in the
program being evaluated and in the compari-
son group are not assigned randomly—the
comparison group is nonequivalent. The re-
searcher attempts to identify a group for com-
parison comparable in essential respects to
those in the program. The validity of the quasi-
experiment depends in large part on how
closely the comparison group resembles the ex-
perimental group in all essential respects. Table
8.1 illustrates the design.

Obviously a multitude of uses exist for
this design, and, in fact, it is one of the designs
most frequently found in the literature. If ran-
dom assignment is not possible, researchers
attempt to find a group similar to the experi-
mental group to use as a “pseudo-control.” In
many cases this is extremely difficult. In fact,

it is so difficult that one research scholar,
Barker Bausell, recommends against its use, as
follows:

Although this is probably a minority opin-
ion, I recommend against the use of
nonequivalent control groups, especially
for beginning researchers. In many ways,
quasi-experimental research (as these
models are sometimes called) is more dif-
ficult to perform well than research involv-
ing the random assignment of subjects.
Such research is also seldom conclusive,
since it is subject to so many alternative
explanations. (1986, 138)

One way in which evaluators seek to es-
tablish a comparison group as similar as pos-
sible to the experimental group is through the
matched-pair design. This approach assigns
subjects to experimental and “control” condi-
tions on the basis of some common charac-
teristics the evaluator wishes to measure. For
example, in education research, students in an
experimental group might be matched with
other students on the basis of grade and read-
ing level to form a comparison group. Only
these two factors are controlled. Other factors
that could affect the outcome (home, envi-
ronment, intelligence) are not controlled.

When is this design most often used? It is
used in retrospective analysis when it is too

CHAPTER 8

Pretest-Posttest
Comparison Group Design

TABLE 8.1

The Pretest-Posttest Comparison
Group Design

Pretest Program Posttest
Group E O X O

Group C O O
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late to assign a control group. It is also fre-
quently used in evaluating programs in which
the participants are volunteers and thus a true
control group cannot be found.

Finding an adequate comparison group for
a volunteer program is precisely the problem
that was facing Tim Newcomb in the
article to follow: “Conservation Program Evalu-
ations: The Control of Self-Selection Bias.”
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Public and private electric utilities across
the United States have developed a variety of
conservation programs for their residential
customers during the past five years. This ef-
fort has been spurred in part by the federal
Residential Conservation Service, which be-
gan in 1979 and requires the larger utilities to
offer a home energy audit service to their cus-
tomers. From the point of view of the utili-
ties, these programs are beneficial to the
extent that they reduce the residential load in
a cost effective way.

Precise analyses of the cost-effectiveness of
these programs are difficult to make because
relatively little is known about the amount of
electricity conserved by the programs. Several
recent reviews have noted the lack of accurate
research on residential electricity conservation
and have called for better evaluation strategies
to measure conservation (Berry, 1981; Pease,
1982). In the early stages of conservation pro-
gram planning, estimates of potential electric-
ity savings came from engineering studies.
Recent evaluation studies by Seattle City Light

Conservation Program Evaluations
The Control of Self-Selection Bias

Tim M. Newcomb
Seattle City Light

The Seattle City Light Department evaluated its weatherization program for low-income homeowners
to determine how much electricity was conserved, and whether the program was cost-effective. The
study employed a control group of future program participants in order to avoid the biased estimate
that could result because participants are a voluntary, nonrandom group of utility customers. Sur-
veys, energy audits, and electricity meter data confirmed the similarity of the experimental and
control groups prior to home weatherization. Following the installation of conservation measures,
the consumption of the experimental group declined by an average of 3400 Kwh per year, when
compared with the control group. This experimental design is believed to have nullified the poten-
tial biases due to selection, testing, regression, history, and instrumentation. The bias due to mortal-
ity, defined in this study as customer turnover, was seen to be very minor. This design can be applied
to evaluate programs that operate continuously, provided that the guidelines for the program do
not change and that clearly defined measurements of program success are available.

READING
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(Weiss and Newcomb, 1982; Newcomb, 1982)
and by Oak Ridge National Laboratory (Hirst
et al., 1983a) found that conservation esti-
mates developed prior to program implemen-
tation were considerably larger than the
observed amount of conservation.

Inaccuracies in engineering estimates may
be due, in part, to the tremendous variation in
electricity consumption patterns among resi-
dential customers. Olsen and Cluett (1979)
and Hirst et al. (1983a) report that some of
this variation can be explained by differences
in home size, income level, and number of oc-
cupants. More than half of the variation
among households remains after these factors
are accounted for. Engineering studies, which
are conducted in a few homes, cannot take
into account the complex relationships among
unique home dwellers, unique homes, and
varying combinations of energy conservation
measures. For these reasons, accurate estima-
tion of the conservation achieved by a residen-
tial program must be based upon actual field
measurements of electricity use by the partici-
pating population.

The purpose of this article is to describe a
quasi-experimental design for estimating av-
erage household electricity conservation that
controls for the major threats to internal va-
lidity and does not require complex statistical
methods for analysis. The design uses a
nonequivalent control group as described by
Campbell and Stanley (1966) consisting of
residential customers who participated in the
same conservation program at a later date.
This research strategy is useful in situations
where a program operates over a period of
several years and maintains constant and re-
strictive guidelines for accepting participants.
Under these conditions, early participants will
resemble later ones with respect to important
preprogram characteristics.

This approach to estimating electricity
conservation has been applied to three resi-
dential conservation program evaluations at
Seattle City Light. The evaluation of electric-

ity savings for the Low Income Electric Pro-
gram (LIEP) will be presented here as an ex-
ample of the approach.

Seattle City Light serves approximately
270,000 residential customers and plans to
weatherize 20,000 homes by 1989 through the
LIEP. This is expected to yield between 60 and
70 million kilowatt-hours of conserved elec-
tricity each year. The predicted cost of the
weatherization over 8 years is 25 million in
1980 dollars. The LIEP offers a free home en-
ergy audit and free home weatherization to
applicants whose total annual household in-
come is less than 90% of the median income
for the Seattle-Everett Standard Metropolitan
Statistical Area. All applicants must accept
ceiling and underfloor insulation as needed, as
well as duct insulation, hot-water tank insula-
tion, and repairs that are judged necessary by
the utility auditors. Wall insulation, pipe insu-
lation, and weatherstripping and caulking are
optional. The participants included in this
analysis all had electric heat as their primary
source of space heat. The average 1981 LIEP
participant received approximately $1400 in
weatherization materials and labor at no cost.

The average cost to Seattle City Light for
a weatherization job was approximately $2500
in 1981, including administration, home en-
ergy audits, and inspection of weatherization.
An accurate assessment of the electricity sav-
ings is essential to evaluate and justify such
large expenditures.

Reasons for Selecting LIEP
Participants as a Control Group

A simple pre-post experimental design could
not provide accurate program conservation
estimates for several important reasons.
Weather fluctuations from one year to the next
have a strong impact upon electricity use in
homes that use electric space heat, and could
easily mask or magnify the effects of home
weatherization. Seattle City Light increased its
residential rates approximately 65% in August
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of 1980, causing its customers to decrease their
consumption of electricity. This effect coin-
cided with the LIEP weatherization and, while
the rate hike cannot be separated cleanly from
the effects of the program, it probably pro-
duced reductions in electricity use beyond the
results of weatherization. There were no time
series data available of sufficient quality to al-
low the estimation of weather and rate hike ef-
fects using multiple regression.

All of these reasons demonstrate the need
for the inclusion of a control group in this
study that is as similar as possible to the LIEP
participants. No group of residential customers
fitting this description had been selected for
analysis prior to the program, and current
household income data were not available for
any group except participants. Further, since
the program is voluntary, participants almost
certainly differ from the average low-income
customer in attitudes and education. Recent
studies by Olsen and Cluett (1979) and by
Berry (1981) report that participants in volun-
tary residential conservation programs tend to
have more education and use more electricity
than the average customer. Without knowing
beforehand exactly what the attributes of the
program participants were, the best choice for
a control group was the group of people who
would later sign up for the program. This
choice was confirmed through a comparison
of survey data and electricity consumption fig-
ures for the LIEP weatherized homes and the
control group to be presented in a later section.

A description of the experimental and the
control groups, and the general approach to
calculating electricity conservation estimates
from the program are outlined as follows:

◆ The program participants, or “experimental
group,” received home conservation
measures in 1981. The electricity use for this
group prior to the program (September
1980 to May 1981) will be referred to as
E1. The electricity use for this group after
the program weatherized the homes

(September 1981 to May 1982) is referred
to as E2.

◆ The “control group” of homeowners
received home conservation measures in
1982. The electricity consumption during
the period from September 1980 to May
1981 will be called C1. The electricity in
use from September 1981 to May 1982 for
this group is C2. In this case, C2 represents
electricity use for the control group before
the homes were weatherized.

◆ The computation of the estimates of
conservation due to the program involves
computing the pre-to-post change in
consumption for the experimental group,
E2 - E1, and the corresponding change for
the control group, C2 - C1. The latter
difference is subtracted from the former
to find the estimate of  conserved
electricity, which is (E2 - E1) - (C2 - C1).

Estimating the Impact of
Weatherization on Electricity Use

Comparison of the Preprogram
Attributes of the Weatherized Homes and
the Control Homes

Three sources of information about the ex-
perimental and control groups of homes were
available. Data collected at the time of the
home energy audit describe the age and size
of the home, the number of occupants, and
the type of space heating. A mail survey of a
random sample of each of the groups gath-
ered information on the conservation actions
taken in addition to the LIEP, and on the rea-
sons for the homeowner’s participation. Fi-
nally, the utility’s customer metering system
provided electricity consumption figures for
each customer in periods of two months.
Each of these sources can be used to test the
assumption that the two groups were similar
before the weatherization occurred.

Table 1 compares the groups with respect
to average heated floor area, percentage of
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homes having each type of electric space heat,
and average number of nighttime occupants.
The reports by Hirst et al. (1983a) and by
Olsen and Cluett (1979) showed that home
size and number of occupants were positively
correlated with level of consumption. The fact
that there is little difference between the ex-
perimental and control groups for these two
measures is strong support for the argument
that the groups are similar. The close similarity
in types of space heating is also significant be-
cause different types of space heating respond
differently to fluctuations in temperature.

The survey responses to the mailed ques-
tionnaire are shown in table 2. The response
rates to these surveys were 81% and 76% for
the experimental group and the control
group, respectively, indicating that the re-
sponses are representative of the respective
survey populations sampled. There is little
difference with regard to the respondents’
stated reasons for participating in LIEP, except
for a small increase in those who mentioned
saving on electricity bills in 1982. The per-

centage of respondents who took each of the
four conservation actions in addition to the
LIEP is also very similar, which shows that any
measured effects of the program weatheriza-
tion are not affected by differences in
extraprogram weatherization. The two groups
appear to resemble each other with respect to
their motivation and their reliance on the
program for changes in home weatherization.

The single most critical test of the similar-
ity of the two groups must be their respective
levels of electricity use during the same time
period before the experimental group received
weatherization. Any differences in either the
amount of electricity used or in the response
curves of electricity use to weather would re-
quire adjustments before the impact of the
program could be measured. Table 3 presents
the average electricity consumption figures and
the standard errors for these averages, for five
two-month billing periods prior to LIEP par-
ticipation. The differences between the groups
are not significant at the 5% level for any of the
five two-month periods. Since electricity use is

TABLE 1

LIEP Participants, 1981 and 1982: Selected Demographic and Dwelling
Characteristics

t-Tests of
1981 Participants 1982 Participants Differences

Experimental Group Control Group Between Groups
(N = 326) (N = 227) Two-Tailed

Floor area of home
  Mean square feet 1258 1323 t = –1.26
  Standard Error 35 38 p > .10

Number of occupants
  Mean number 2.6 2.5 t = 0.71
  Standard error 0.1 0.1 p > .10

Type of electric heat
  % Furnaces 20.4 21.6 t = –0.34
  % Baseboard 70.6 73.6 p > .50
  % Other 3.5 3.0 t = –0.77

p > .10
t = 0.33
p > .50
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the criterion variable in this analysis, the simi-
larity offers strong support for the choice of
later participants as the control group.

The evidence for similarity was judged
strong enough to support the estimation of
electricity conservation using the calculations
described earlier. A further discussion of the
advantages and disadvantages of this design
follows the estimation of the annual program
conservation.

Calculation of the Electricity
Conservation Estimates

The description of the quasi-experimental de-
sign that has been developed up to this point
is oversimplified. This is so because homes
were weatherized under LIEP continuously

during 1981 and 1982, rather than in a short
period. Figure 1 shows that as homes were
weatherized in 1981, they were dropped from
the preprogram consumption averages, and
added to the postprogram averages. As homes
in the control group were weatherized in
1982, they were dropped from the control
group consumption averages.

All of the preprogram bimonthly billing
records for the experimental group were
grouped by two-month periods and an aver-
age was computed for each period, although
the number of cases in each preprogram pe-
riod changed (decreased) as homes received
weatherization and were removed from the
preprogram group. In a similar fashion, all of
the electricity billing data for postprogram
periods for the experimental group were

TABLE 2

LIEP participants, 1981 and 1982: Survey Responses – Reasons for Participating
in LIEP and Conservation Actions Taken Outside LIEP

t-Tests of
1981 Participants 1982 Participants Differences

Experimental Group Control Group Between Groups
(N = 197) (N = 110) Two-Tailed

% %

Reasons for participating

Program is free 70 70 t = 0

Save on bills 89 97 t = –2.85
p < .01

Believe in conservation 75 77 t = –0.40
p > .50

Increase value of home 55 58 t = –0.51
p > .50

Increase comfort of home 80 77 t = 0.61
p > .50

Help solve energy crisis 61 57 t = 0.68
p > .10

Conservation actions taken outside LIEP within 12 months of weatherization
Installed thermal windows 10 12 t = –0.54

p > .50
Installed storm windows 16 21 t = –1.06

p > .10
Installed energy-efficient
water heater 9 7 t = 0.63

p > .50
Installed solar water heater 1 1 t = 0
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grouped by period and averaged. The number
in each billing period changed (increased)
over time as more homes were weatherized.

The control group remained stable
throughout the preprogram period. However,
as these homes entered the program in early
1982, they were dropped from the control
group, and the number of cases available for
control purposes declined during successive
billing periods in 1982 through May of 1982,
which was the last period used in the analysis.

The varying numbers of homes in the
two groups is a problem that will occur in a
design of this type unless the treatment is ap-
plied to the entire group of participants in a
brief period. The evaluation of programs op-
erating in a natural setting is more likely to
face the continuous mode of program opera-
tion described here. An accurate system for
tracking and assigning participants to one or
the other of the two groups as the treatment
occurs is helpful for a design of this kind.

Figure 2 is a graph of each two-month
electricity consumption average for the ex-
perimental group and the control group using
the method described above. While the two
groups are similar during the period up to
September 1980, they diverge after that time.

The small difference during the September
1980 period is due to the relatively minor im-
pact of weatherization during summer
months when consumption for space heating
is very low. The number of heating degree
days during the period from November 1980
to April 1981, was only 87% of the number of
heating degree days from November 1981 to
April 1982. The colder winter of 1981–1982
had an obvious impact upon the consump-
tion of the control group homes in Figure 2.
This increased consumption was not shared
by the experimental group; however, a simple
pre-post design would have reduced the esti-
mate of electricity conservation over this pe-
riod for the experimental group because the
colder winter raised the consumption of elec-
tricity by comparison with the previous year.

Table 3 displays the mean values for the
experimental and control groups, before and
after the experimental group received weather-
ization. The t-test values for each of the ten dif-
ferences between mean values are listed in the
third column with the probability that such a
value would occur by chance. One-tailed t-tests
were used for both the before and after periods,
because the hypothesis to be tested is that the
experimental group does not have a lower bi-

FIGURE 1
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monthly electricity level at each period than
the control group. While all of the preperiod
differences between means are insignificantly
different from zero, four of the five postperiod
differences are highly significant.

The actual computations of electricity
conservation are presented in Table 4. The
first column contains the pre-to-post changes
by billing period for the experimental group,
referred to earlier as E2 - E1. The correspond-
ing differences for the control group are given
in column 2, and referred to as C2 - C1. The
NET CHANGE, (E2 - E1) - (C2 - C1), is com-
puted in column three. The total net change
for the ten-month period under study is

FIGURE 2

LIEP Electricity Consumption (KWH) 1980–1982

-3083Kwh. To compute an estimated annual
amount of electricity conservation, the ratio
of electricity use by the control group for one
full year (July 1980 to May 1981) to that
group’s use for ten months (September 1980
to May 1981), equal to 1.11, was multiplied by
-3083 Kwh/10 months. The result is -3422
Kwh/year of electricity conservation. The
value of the conserved electricity to the aver-
age LIEP participant is $485 (1981 dollars)
over the 30-year lifetime of the weatherization
measures (Weiss, 1983; this is also the net
present value to the customer since the weath-
erization was free).
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TABLE 3

LIEP Participants, 1981 and 1982: Electricity Consumption Before and After Weatherization
of the Experimental Group

t-Tests of
Differences

1981 Participants 1982 Participants Between Groups
Bimonthly Billing Period Experimental Group Control Group One-Tailed

Preperiod
September 1980

Mean Kwh/2 months 1893 1902 t = –0.08
Standard Error 98 55 p > .05
N 68 201

November 1980
Mean Kwh/2 months 3686 3829 t = –0.70
Standard Error 160 128 p > .05
N 113 208

January 1981
Mean Kwh/2 months 5195 5434 t = –1.13
Standard Error 155 144  p > .05
N 185 210

March 1981
Mean Kwh/2 months 4389 4567 t = –1.11
Standard Error 105 121 p > .05
N 293 209

May 1981
Mean Kwh/2 months 3010 3114 t = –0.91
Standard Error 76 86 p > .05
N 293 209

Postperiod
September 1981

Mean Kwh/2 months 1780 1871 t = –0.85
Standard Error 91 57 p > .05
N 68 209

November 1981
Mean Kwh/2 months 3232 3960 t = –3.95
Standard Error 137 123 p < .05
N 113 209

January 1982
Mean Kwh/2 months 5031 6169 t = –5.03
Standard Error 156 164  p < .01
N 185 208

March 1982
Mean Kwh/2 months 4116 5027 t = –4.92
Standard Error 98 157 p < .01
N 293 160

May 1982
Mean Kwh/2 months 2631 3519 t = –4.15
Standard Error 70 202 p < .01
N 293 39
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TABLE 4

LIEP Participants, 1981 and 1983: Computation of Electricity Conservation from
Bimonthly Changes in Consumption of the Experimental and Control Groups

Changes for the Changes for the Net Change Due
Bimonthly 1981 Participants 1982 Participants to LIEP Program
Comparison Experimental Group Control Group Weatherization
Periods E2 – E1 C2 – C1 (E2 – E1) – (C2 – C1)

September 1981
   minus –113 Kwh/2 mo. –31 Kwh/2 mo. –82 Kwh/2 mo.
September 1980

November 1981
   minus –454 131 –585
November 1980

January 1982
   minus –164 735 –899
January 1981

March 1982
   minus –273 460 –733
March 1981

May 1982
   minus –379 405 –784
May 1981

Note: Net change over ten-month period: –3083 Kwh.

Discussion

From the point of view of quasi-experimental
design theory, the design described here has
some significant strengths. The assumption
that the control and experimental groups are
alike can be examined carefully. The some-
what unique group of customers that partici-
pated in the LIEP can be compared to another
very similar group without performing a mul-
tiple-regression analysis of the relationship
between income levels, electricity consump-
tion, and weatherization levels.

Most of the threats to internal validity de-
scribed by Campbell and Stanley (1966) can
be discounted in this study. The problem of
selection in the LIEP study is a recurrent one
in residential energy conservation research
(Hirst et al., 1983b). Since voluntary partici-
pants may be unlike a random sample of cus-

tomers, this difference must either be con-
trolled through the proper design, or counter-
acted through statistical techniques. The
nonequivalent control group design used here
effectively dispenses with this threat through
its comparison of two groups of customers
who have volunteered for the same program
during adjacent time periods.

The problem of mortality in the experi-
mental group has its counterpart here in those
LIEP participants who had to be excluded
from analysis either because they moved into
homes shortly before the weatherization, or
moved out shortly after the weatherization.
For these cases there were not enough two-
month billing periods under one owner to
permit pre-post comparison. Approximately
10% of the controls and 13% of the experi-
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mentals were discarded for this reason. An ex-
amination of the impact of change of owner-
ship on consumption shows that in 50% of the
cases the level of electricity consumption
changed by more than 25% with the owner-
ship change. Given this large impact, a com-
parison of preprogram and postprogram
levels regardless of ownership is not possible.
These large changes underscore the high level
of variability in electricity use among the
single-family customers of Seattle City Light.

Table 5 presents preprogram consump-
tion data for the experimental group and for a
sample of homes excluded due to ownership
changes. The comparison suggests that the ex-
cluded cases may have used slightly less elec-
tricity than the cases that were included in the
analysis. The result of this exclusion may have
been to overestimate the average conservation
due to the program.

The use of future program participants
has limitations for program evaluation that
stem from the method’s dependence upon
constant program guidelines for participation.
As the requirements for entry into a program
change, the possibility of finding a similar
group of future participants disappears.

The design employed in this analysis can
only be used when a program operates con-
tinuously under relatively unchanging guide-
lines for a sufficient period to permit the
accumulation of large groups for statistical
analysis. Even under these conditions, such a
design will be difficult to defend if the
dependent variables are qualitative, or less
well-defined than bimonthly electricity con-
sumption. In such cases, it must be defended
on theoretical grounds rather than by com-
paring preprogram characteristics of the ex-
perimental and control groups.

TABLE 5

The LIEP Experimental Group and Excluded LIEP Cases Average Preprogram Electricity Use
for Four Billing Periods

t-Tests of
Differences

1981 Participants 1981 Participants Between Groups
Bimonthly Billing Period Experimental Group Excluded Two-Tailed

September 1980
Mean Kwh/2 months 1893 1840 t = 0.29
Standard Error 98 155 p > .50
N 68 20

November 1980
Mean Kwh/2 months 3686 3837 t = –0.41
Standard Error 160 336 p > .50
N 113 24

January 1981
Mean Kwh/2 months 5195 4870 t = 0.90
Standard Error 155 328  p > .10
N 185 28

March 1981
Mean Kwh/2 months 4389 3928 t = 1.55
Standard Error 105 278 p > .10
N 293 25
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Explanation and Critique

Developing an evaluation is an exercise of the
dramatic imagination. The art of evaluation
involves using the science of evaluation to
create a design and gather information that
is appropriate for a specific situation and a
particular policymaking context. The quasi-
experiment with constructed controls (com-
parison group) provides the researcher with
the opportunity to exercise artistic creativity.
Tim Newcomb rose to this challenge. “Con-
servation Program Evaluations: The Control
of Self-Selection Bias” is absolutely elegant.

Seattle City Light operated a Low Income
Electric Program (LIEP) that offered a free
energy audit and free home weatherization to
applicants whose total annual household in-
come was less than 90 percent of the median
income for the Seattle-Everett Standard Met-
ropolitan Statistical Area. The average 1981
LIEP participant received approximately
$1,400 in weatherization materials at no cost.

The average cost to Seattle Light for each job
was $2,500, including administration and en-
ergy audits. The company planned to weath-
erize 20,000 homes by 1989 through LIEP at a
cost of $25 million in 1980 dollars. Given such
cost, it was imperative to develop an approach
to accurately estimate electricity conservation
that could be attributed to the program. How
could this be done?

Because the program was voluntary,
Newcomb could not use an experimental de-
sign and randomly assign low-income utility
customers into program and control groups.
Furthermore, a comparison of low-income
utility participants with nonparticipants would
be inappropriate because simply by volunteer-
ing for the program a select group of low-in-
come utility customers showed their concern
with utility costs. They thus might be assumed
to conserve more in response to the 1980 rate
increase than nonvolunteers. (This rate in-
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crease of some 65 percent was an effect of his-
tory which could have had an impact on the
evaluation without the comparison group.)
The simple pretest-posttest design could not be
used because of year-to-year fluctuations in the
weather. Nor were time-series data available to
allow the estimation of weather and rate hike
effects using multiple regression.

Thus, Newcomb was faced with the need
to find a comparison group for the study as
similar as possible to LIEP participants. Obvi-
ously, no true control group was available. He
described his predicament:

No group of residential customers fitting
this description had been selected for analy-
sis prior to the program, and current house-
hold income data were not available for any
group except participants. Further, since the
program is voluntary, participants almost
certainly differ from the average low-in-
come customer in attitudes and educations.

Newcomb found his comparison group
and overcame the self-selection problem by
using as “constructed controls” the group of
people who later signed up for the program.
The characteristics of the comparison group
in terms of housing, income, preweather-
ization electricity use, and so on were proven
to be comparable. Most importantly, the self-
selection problem was overcome through
Newcomb’s unique design. The pretest-
posttest comparison group design used in this
study effectively dispensed with the selection
threat to validity through its comparison of
two groups of customers who volunteered for
the same program during adjacent time
periods.

Substantively, what did this evaluation
show? Newcomb compared the energy con-
sumption of both groups for the before-and-
after periods by using the one-tailed t-test.
The t-test was used to determine whether the
average energy consumption of weatherized
residents was different from the average
consumption by those not weatherized. Thus

Newcomb used a difference of means test with
the t-statistic to determine whether there was a
statistically significant difference between the
means. In general, the t-test is an inferential
statistic used to determine whether the null
hypothesis, the test or alternate hypothesis
(that there is a difference) is accepted. The
one-tailed t-test was appropriate in this case
because Newcomb’s hypothesis was that the
experimental group would have lower bi-
monthly electricity consumption rates than
the control group. When a direction (lower) is
implied in a hypothesis (rather than just “dif-
ferent”), a one-tailed test is dictated.

Newcomb found that there was no sig-
nificant difference between the energy con-
sumption of the two groups in all the pretest
periods. After the homes of the experimental
group had been weatherized, however, there
was a significant difference in energy con-
sumption between the two groups for four of
the five periods. It was only in the warmest
months that the differences between the two
groups was not significant.

By using this carefully selected compari-
son group, Newcomb was able to show that
the program resulted in a savings of 3,422
kilowatt hours per year for the average par-
ticipant. The value of the conserved electricity
(1981 dollars) amounted to $485 per partici-
pant over the 30-year lifetime of the weather-
ization measures. Given variations in the
temperature from winter to winter, Newcomb
never could have made these calculations
without having a credible comparison group.
More simply, because winters are different,
the energy consumption of the families par-
ticipating in the program will vary from year
to year; therefore, it is not possible to simply
compare this year’s energy use with last year’s.
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THE INTERRUPTED TIME-SERIES comparison group
design is a very strong quasi-experimental de-
sign. This design examines whether and how an
interruption (of treatment, program, etc.) af-
fects a social process and whether the observed
effect is different from the process observed in
an untreated group or among different types of
treatments. The design assumes that data are
collected at multiple points before the treat-
ment and at multiple points after the treatment
and that the same data are collected for units
not treated. The design is schematically shown
in table 9.1, in which “O” is the observation,  “t1”
and “t2” are treatment groups 1 and 2, respec-
tively; “c” is the untreated comparison group;
“t – 1” and “t – 2” are observation times at two
points before the treatment, whereas “t + 1” and
“t + 2” are observation times following the

treatment; and “X1”and “X2” denote two differ-
ent treatments.

For a design to be an interrupted time-
series with comparison group, the compari-
son group can be an untreated group similar
with respect to the treated group on as many
variables are possible, or the comparison
can be made to similar units receiving a dif-
ferent form of the treatment, or both. This is
a strong design because the nature of the
time-series design eliminates the bias that
results when one makes only one observa-
tion of a phenomenon. In other words,
when data are collected at only one point,
the researcher must determine whether the
observation is reflective of the normal trend
in the data. Without this assurance, the re-
searcher cannot be sure that the collected
data are not reflective of an abnormal high
or low fluctuation. The model is strength-
ened further by the number of observations
over time. Models with data collected at four
points before and after the treatment are su-
perior to models with two points but infe-
rior to those with ten observation points
before and after the treatment. This is rea-
sonable because the more points of data, the
better one can specify the trend and the
more certain the research is that the obser-

CHAPTER 9

Interrupted Time-Series
Comparison Group Design

TABLE 9.1

Interrupted Time-Series Comparison
Group Design

Before After

Ot1t–2 Ot1t–1 X1 Ot1t+1 Ot1t+2

Ot2t–2 Ot2t–1 X2 Ot2t+1 Ot2t+2

Oct–2 Oct–1 Oct+1 Oct+2
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vations are reflective of the social process.
Consequently, researchers try to assemble as
many data points before and after the treat-
ment as possible or as resources will allow.

The type of intervention dictates the type
of impact the researcher expects. In other
words, the hypothesized impact is driven by
theory—that is, knowledge of the form the
impact will take. Laura Langbein provides a
graphic presentation of the different forms
the impacts can take in  her book, Discovering
Whether Programs Work (1980, 91); see figure
9.1. The following is a paraphrased descrip-
tion from her original work.

The patterns shown in figure 9.1(a) and
9.1(b) indicate that the program has had an
immediate and abrupt impact. The treated
group in figure 9.1(a) rises immediately after
the treatment, but the untreated group re-
mains basically unchanged. In figure 9.1(b),
both groups continue an upward trend. How-
ever, the rapid change in slope for the treated
group immediately after the treatment dis-
plays the program impact above and beyond
that which one would expect through history
or maturation. Moreover, the effect is perma-
nent; the treated group’s scores remain high
in the period following the treatment.
Langbein warns that investigators should not
expect patterns like these when program im-
pact is hypothesized to be gradual or incre-
mental. Figures 9.1(c) and 9.1(d) suggest a
delayed result. When this is the case, re-
searchers should attempt to rule out any
changes that occurred subsequent to the
treatment that could explain the delayed
change. Figure 9.1(e) could indicate a gradual
intervention that was effective. Figure 9.1(f)
shows a program that only increased the in-
stability of the outcome measure. Thus, the
researcher must have in mind the kind of im-
pact he or she is expecting in order to inter-
pret the results of the time-series analysis.

When using time-series analysis, the re-
searcher can plot the outcome measures dis-
cretely (as demonstrated in figure 9.1) or

smooth the curve by using a moving average
to plot points. For example, the plotted point
at “t – 3” would be the average of the out-
come measures at “t – 2,” “t – 3,” and “t – 4”;
the point at “t – 2” would be the average of
“t – 1,” “t – 2,” “t – 3,” and so on. Physically
this removes some abrupt or drastic changes
(noise) caused by spurious events. It captures
the trend in the data. The fact that time-
series analysis takes account of trends in the
data and noise make it superior to simple
before-and-after designs. (“Noise” refers to
departures from the underlying trend — fluc-
tuations above or below the trend line.) One
can assess the impact of an interruption or
treatment on a preexisting trend in a number
of different ways. Perhaps the easiest is a
simple, visual assessment of the data arrayed
by year. According to Lawrence Mohr, this
technique is most effective in “well-behaved”
series—those without a great deal of noise
and with visually consistent slopes (1988,
155–56). Simply, one tries to get an impres-
sion of the trend before the treatment and
compares that with the posttreatment trend
(sometimes referred to as the transfer func-
tion). Dramatic changes either in the slope or
the intercept during the posttest time is in-
dicative of the treatment’s effects. It always is
a good idea for evaluators to visually assess
the relationships in their data to get a feeling
for the form of the transfer function.

When there is a great deal of noise, it be-
comes difficult to assess trends. Unfortu-
nately, social processes seldom exhibit purely
linear trends. This problem is confounded by
the fact that not all noise is “white noise”—
that is, nonrandom disturbances or corre-
lated error terms which result in what is
called autocorrelation. Autocorrelation vio-
lates a fundamental assumption of ordinary
least squares regression, that assumption be-
ing independent, random errors—among
other things. Although violations of this
assumption do not bias the regression
coefficient (b) over infinite trials, the vari-
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FIGURE  9.1

Possible Results from ITSCG Design

Source: Langbein 1980, 91.



126 PART III QUASI-EXPERIMENTAL DESIGNS

ance estimates are understated. This not only
makes it easier to get a statistically significant
result but reduces the confidence that the
particular b in a specific equation is accurate.
Fortunately, there are ways to control for
autocorrelation statistically. For example, the
arima procedure accomplishes that.

The availability of computer programs
that easily compute time-series statistics has
increased the number of time-series evalua-
tions. Systematic collection of data on a
myriad of topical areas has also assisted in the
growth of use. Many of the assumptions and

mathematics involved are complex—surely
beyond the boundaries of this book.

The following article, “Regulatory Strate-
gies for Workplace Injury Reduction” by
Garrett Moran, is an example of the inter-
rupted time-series comparison group design. It
also illustrates how an evaluator deals with re-
gression artifact as a threat to internal validity.
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Regulatory Strategies for Workplace Injury Reduction
A Program Evaluation

Garrett E. Moran
The American University

Methods for the effective regulation of workplace safety have been the subject of continuing con-
troversy. One possible method is the targeting of high injury rate establishments, labeled THIRE.

This article evaluates the PAR program of the Mine Safety and Health Administration, which em-

ploys a THIRE strategy to regulate safety in stone, sand, and gravel mines. The results suggest that

the program may have been effective in reducing the number of injuries in this sector of the min-

ing industry.

READING

AUTHOR’S NOTE: The author wishes to express
his sincere appreciation to Laura Irwin Langbein,
Associate Professor, School of Government and
Public Administration, The American University,
for her support and guidance throughout the prepa-
ration of this manuscript. Thanks also to Michael
Greene, Associate Professor, Center for Technology
and Administration, The American University, for
assistance with methodological issues and computer
programming; to Lorraine Blank who provided
helpful comments and assisted with the editing of
the document; and to Mr. Harrison Combs, Jr., of
the Mine Safety and Health Administration who

supplied the data. No approval of the analytic
methods or conclusions should be attributed either
to Mr. Combs or to MSHA.

During the last few years great attention
has been focused on the issue of safety in the
workplace. Economists and policy analysts
have vigorously debated the merits of gov-
ernment intervention in the “safety market-
place.” This debate has focused both on
whether such involvement is appropriate and,
if so, what the optimal form for intervention
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should be. There seems to be widespread
agreement that market imperfections exist,
yet there is little confidence that a govern-
mental remedy would improve the situation.
As Wolf (1979) has so clearly shown, the
character of the public sector often makes it
unlikely that the legislature will succeed
where the marketplace has failed.

Several economic theorists have argued
that the social costs incurred as the result of
the standards enforcement approach to safety
enhancement, the approach almost universally
employed in federal programs, far exceed the
resulting benefits. A determination of this sort
requires consideration of such issues as the
valuation of human life and health, which are
beyond the scope of this discussion (for ex-
ample, see Viscusi, 1979, 1980). Other authors,
notably Mendeloff (1980), argue that consid-
erations other than that of economic efficiency
must be brought to bear. This position admits
a loss of efficiency is a geniune possibility,1 but
suggests that society as a whole may be willing
to make such a trade-off in order to lessen the
probability that identifiable subgroups may be
unduly exposed to possible injury (Okun,
1975).

Regardless of which position one en-
dorses on this question, an effective and inex-
pensive method for reducing injuries is called
for. In the evaluation literature, much atten-
tion has been given to each aspect of this is-
sue. Smith (1980) and Mendeloff (1980) both
conclude that the regulation and inspection
efforts of OSHA (Occupational Safety and
Health Administration) probably, though not
certainly, have a small, but statistically signifi-
cant effect. Viscusi (1979, 1980) and others
come to the opposite conclusion, claiming
the injury rates are not changed by OSHA’s
programs. Differences in methodology and
approach can certainly account for the seem-
ingly contradictory results, but perhaps the
most significant conclusion is that the deter-
mination of the effectiveness of such pro-
grams is a difficult and complex matter.

Mendeloff (1980: 103–105) cites data
suggesting that workforce demographics
alone account for a very substantial propor-
tion of the variance in injury rates.2 In devel-
oping a model of the possible impact of
OSHA he points out that an inspection pro-
gram of the typical sort can only be expected
to reduce the probability of injuries that re-
sult from violation of an existing safety stan-
dard and are detectable in the context of
periodic site visits. He concludes that this
class of injuries, which he labels injuries
caused by detectable violations (ICDV’s),
represents a rather small proportion of the
total. Because OSHA has historically targeted
industry groups with high overall injury
rates, he suggests that interindustry variation
in the percentage of ICDV’s may, in an aggre-
gate analysis, obscure any effects the inspec-
tion program might have.

It is rather easy to construct numerical
examples that illustrate how such a situ-
ation could easily lead to underestimates
of the OSHA inspection effect. For ex-
ample, suppose that the ICDV category
contains 10% of all injuries in the non-
target industries, but only 5% in the tar-
get industries. Suppose further that
OSHA really has been effective, that
ICDV injuries are going down by 5% in
other industries and—because of the in-
tense inspection effort—going down by
10% in the target industries. However,
suppose that non-ICDV injuries are go-
ing up by 5% in all industries. Because of
the injury mix, the calculations show that
the overall target industry rate would go
up by 4.25%, while the nontarget rate
would go up by only 4.00%. Thus the lack
of impact found by this study could be
consistent with an actual program impact
[Mendeloff, 1980: 94–95].

Economists, in particular, have suggested
that a more effective approach than the com-
bination of standards and inspections might
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be developed around the idea of an injury
tax. Such a system would, they argue, com-
pletely avoid the issue of whether a cause of
injury was detectable by inspection, might be
less expensive to administer, and would more
consistently provide economic incentives to
proprietors to lessen the possible causes of
injuries. The question of whether a tax sys-
tem could perform in the intended manner
will in all likelihood remain an academic one.
Mendeloff (1980) cogently argues that the
political environment is unlikely to permit
passage of legislation that may be described
as making it acceptable to harm workers as
long as one could pay for the privilege.

In place of the taxation approach,
Mendeloff (1980) calls for an approach that
he labels THIRE, Targeting High Injury Rate
Establishments. Such a program, by concen-
trating on the demonstrated “bad apples,”
would be politically appealing and because it
would select firms with high injury rates com-
pared to others in the same industry, it would
avoid the problem of differential ICDV’s that
made it difficult to determine program effec-
tiveness. He suggests that the time, penalty,
and compliance costs associated with high in-
spection frequencies would serve as a form of
injury tax on these dangerous establishments.
The employer would thus have an incentive to
reduce perils outside of the ICDV class, just so
he could get the inspectors and the costs they
impose “off his back.”

The crucial operating principle of the
targeting program is that it imposes in-
cremental costs on employers for each
additional injury or injury loss. . . . Link-
ing the frequency of inspection to rela-
tive safety performance may have an
analytic rationale as well. Poorly per-
forming establishments may plausibly
carry out injury prevention more cheaply
at the margin than high-rate establish-
ments. Under a system based on changes
in rates, a high-rate firm would not be

inspected at all unless its rate worsened.
Under a THIRE system, in contrast, it
would be inspected frequently unless its
rate improved [Mendeloff, 1980: 134].

Mendeloff admits that such a program
might be less effective in practice than it
would appear on paper. He acknowledges the
possibility of worsened performance in indus-
tries with relatively low injury rates,3 but he
hypothesizes that the reductions obtained by
what would effectively be a tax on any injury
in the high-rate group would outweigh the in-
creases in injuries caused by ICDV’s in the
lower-rate group. Also, postaccident investiga-
tions would continue in the entire population
of firms, and the threat of future inclusion in
the targeted population would theoretically
provide motivation to prevent a deteriorating
safety record. Given the possibility of such
shifts in performance in the different groups
of firms, Mendeloff suggests that THIRE be
implemented on a regional basis so that con-
trol districts would be available for compari-
son. As an alternative or supplement, he
suggests time-series data be collected on such
a program so that it would be possible to
separate, at least partially, the impact of the
program from that of ongoing trends.

The Par Program

A program that demonstrates many of the fea-
tures of THIRE has been in operation within
the Mine Safety and Health Administration
(MSHA) since 1975. This accident reduction
program, identified by the acronym PAR, se-
lects for special attention those metal/non-
metal mines which, on the basis of a weighted
injury index, are shown to have significantly
greater numbers of injuries than other compa-
rable operations. The index numbers that
serve as the selection criterion take into ac-
count the size of the operation, the rate of lost
workday injuries and their seriousness, policy
differences regarding the definition of lost
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workdays, the difference in rates compared to
the national norm, and the upward or down-
ward trend compared to the norm.

The analysis presented below focuses on
mines from a single sector of the metal/non-
metal mining field—sand, gravel, and stone
mines—and thus can be expected to have com-
parable proportions of ICDV’s. As Table 1 illus-
trates, the targeting strategy of the PAR
program clearly focuses intensive attention on
the program mines. The mean numbers of in-
spections, orders, citations, and inspector hours
on site are all from two to ten times higher for
the PAR mines than for the general population
of sand, gravel, and stone mines (here labeled
as “All Mines”). A comparison group of mines
that also had recorded poor performance in the
area of safety but had not been included in the
PAR program (labeled Non-PAR Hi Mines)
received even less attention than did the general
population of mines.4 The costs associated with
such inspection-related activity should, accord-
ing to Mendeloff ’s thesis, provide a substantial
economic incentive to reduce dangerous
conditions.

The mines in the program are larger than
those excluded from PAR, having nearly four
times as many miners as the general popula-
tion. Examination of this table demonstrates
that the program has certainly focused on the
“bad apples,” as defined in terms of absolute
numbers of injuries. The mean number of to-
tal injuries (including fatalities and nonfatal,
day-lost injuries) is more than eight times as
high in the PAR mines, whereas the weighted
injury index numbers, used as the selection
criterion for the program, are more than
three times as high. Thus, even when the in-
jury data is weighted for the size of the opera-
tion and other relevant factors by the injury
index numbers, the PAR mines are still sub-
stantially more hazardous places to work
than the average.

Table 1 also shows clearly that there is
another group of mines that may be even

more dangerous workplaces than the PAR
mines. The injury index numbers for the
Non-PAR Hi group are, on average, 55%
higher than those of the PAR mines and
nearly seven times as high as the comparable
figures for the general mine population. Al-
though these mines were excluded from the
PAR program due to their small size, they are
of interest because they provide some basis
for determining what patterns may emerge in
the injury rate trends over time when no gov-
ernmental intervention is involved other than
the typical standards enforcement approach.
This notion will be addressed at greater
length below.

It appears that PAR does in fact meet the
conditions for defining the THIRE program

TABLE 1

Comparison of Quarterly Group Means
All Mines1 PAR Mines Non-PAR Hi

Variable N = 3855 N = 24 N = 286

No. of miners 30.34 119.20 10.85
Hours worked/
   employee 495.87 536.42 439.84
No. of inspections .80 1.61 .70
No. of orders .08 .79 .05
No. of citations 2.53 8.92 1.45
No. of hours on site 6.51 22.09 4.12
Nonfatal day-lost
   injuries .29 2.55 .25
No. of fatalities2 .003 .020 .004
Total number of
   injuries .30 2.57 .26
Injury index 2.87 12.26 19.06
Fatality rate3,4 .22 .43 1.05
Injury rate4 14.55 61.23 95.40

Note: All means differ significantly (Alpha = .05), except
for those variables referenced in notes (2) and (3) below.
1. The mines included in the PAR and Non-PAR Hi groups
have been excluded from the All Mines group for purposes
of the difference of means tests.
2. PAR mines differ significantly from All Mines (Alpha =
.01) and from Non-PAR Hi Mines (Alpha = .02), but there
is no significant difference between All Mines and Non-
PAR Hi Mines.
3. There is a significant difference between All Mines and
Non-PAR Hi Mines (Alpha = .03), but there are no signifi-
cant differences between either All Mines and PAR Mines
or Non-PAR Hi Mines and PAR Mines.
4. Fatality and injury rates are defined respectively as the
number of fatalities or injuries per million hours worked.
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that Mendeloff has outlined. Let us turn our
attention now to the issue of its effectiveness
in reducing injuries.

Methodology

The overriding difficulty in evaluating a pro-
gram of this sort is that of regression to the
mean, a fact clearly recognized by Mendeloff
(1980: 143–144) in his discussion of the
THIRE approach. When mines are selected
for participation based on their extreme
scores, it is highly probable that regression ar-
tifacts will result in those scores decreasing,
regardless of the presence of any intervention.
The problem then becomes one of attempting
to separate the effects, if any, resulting from
the program from those that would have oc-
curred due to statistical artifacts.

Campbell and Stanley (1963) recom-
mend the use of the multiple time-series de-
sign as a means of addressing the problem.
The difficulty persists, however, unless a suf-
ficiently similar comparison group can be lo-
cated. Although there is no wholly
satisfactory way around this problem, it was
determined that an approximate solution
may be found by comparing PAR mines to
others that had high-injury index numbers,
yet were excluded from the program for other
reasons. As was apparent in Table 1, the
group of mines designated as Non-PAR Hi
mines were significantly more injury prone
than were the PAR mines. Unfortunately, they
also differ on most other variables examined.
Notably, these mines are quite small, averag-
ing only about 10 miners compared to 30 in
the general population and nearly 120 in the
PAR group. The absence of a viable alterna-
tive dictates that this group serve as the com-
parison group. Regression techniques will be
used to hold size differences between the PAR
and Non-PAR mines constant.

A second difficulty is that mines were in-
ducted into PAR at different points in time and

were retained only until the index numbers sug-
gested they were again in line with industry
norms. This problem was dealt with by con-
structing a counter that had an initial value of
zero, became one when the mine entered the
program, and was incremented by one each
quarter thereafter. This counter was intended to
represent both the effect of the PAR program
intervention and because mines would have
been inducted into the program about the time
of their peak injury index numbers, the regres-
sion artifact as well.5 For the regression to the
mean simulation comparison group (the Non-
PAR Hi group) the counter assumed the value
one when the mine had its peak injury index
number and was incremented identically, thus
representing the regression artifact alone.

In order to control for other influences
on the mines that may be associated with the
passage of time, a separate counter is in-
cluded in the model. This variable had the
initial value of one and was increased by one
throughout the 22 quarters for which data
were available.

Because reduction of the absolute number
of injuries is the more important policy consid-
eration, the dependent variable selected was the
total number of injuries per mine per quarter.6

This necessitated inclusion of an independent
variable to measure exposure because, as was
discussed above, the PAR mines tended to have
more miners who worked longer hours than
the Non-PAR Hi mines. The total number of
hours worked per mine per quarter was conse-
quently included in the model.

Quarterly data for all sand, gravel, and
stone mines were obtained from MSHA for
the period from the beginning of 1975 until
the middle of 1980. The resulting pooled
cross-sectional time-series data set was ana-
lyzed by means of weighted least squares
(Kmenta, 1971; Berk et al., 1979: 385–410).
This allowed for the appropriate corrections
for the problems of heteroscedasticity and se-
rial correlation that are likely to occur in data
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of this character.7 From the full data set two
subgroups were selected, consisting of the
following: (1) all PAR mines; and (2) all
mines not included in the PAR program that
had, at one or more points during the time
series, injury index numbers more than two
standard deviations above the mean. The first
group was of course the target of the analysis.
The second group (the Non-PAR Hi mines)
served as the regression to the mean simula-
tion comparison group.

The first question is whether, controlling
for the total exposure of miners to the work-
place and any long-term trend factors, the
number of injuries decreases as the result of ex-
posure to the PAR program. Even if this occurs,
it is necessary to determine whether a similar
outcome is observed in the comparison group,
that is, whether a regression to the mean effect
produces a result similar to that found in the
PAR mines. If PAR is effective, then any reduc-
tion in numbers of injuries seen in the PAR
mines must be significantly greater than that
found in the comparison mines.

This calls for a test of the research hy-
pothesis that the PAR mines and the Non-
PAR regression to the mean simulation
comparison group constitute different popu-
lations. That is, any downward trend follow-
ing the peak injury index quarter in the
Non-PAR Hi mines must be significantly less
steep than any downward trend resulting
from the intervention of the PAR program.
Inability to reject the null hypothesis that
they are from the same population would
suggest that any decline in numbers of inju-
ries observed after their inclusion in the pro-
gram could not confidently be attributed to
the effects of the program but may instead be
attributable to regression effects.

Results

To test the above hypothesis, observations
from the two groups of mines, those in the

PAR program and those in the Non-PAR Hi
comparison group, were pooled. The depen-
dent variable was the absolute number of in-
juries per mine per quarter. The independent
variables of primary interest were those
counters indicative of the trend following in-
duction into the PAR program or, in the case
of the comparison group, the trend following
the peak injury index number. While the two
counters were treated as a single variable, the
inclusion of a slope dummy variable that had
the value of zero for comparison mines and
the value of one if the mine had participated
in the PAR program permitted distinctions to
be made between the respective slopes. In
recognition of the clear differences in the ab-
solute numbers of injuries between the larger
PAR mines and the smaller mines of the com-
parison group, a dummy intercept was in-
cluded in the model as well.

Two additional independent variables
were included. The first was simply the time
counter variable, which had the effect of con-
trolling for any ongoing trends over the full
time series. The final variable was the num-
ber of hours of exposure to the work setting.
This last variable served the crucial role of
controlling for the size of the mines, a func-
tion made particularly important by the clear
disparity in size between PAR and compari-
son mines. The results of the estimated
model are presented in Table 2.

The time trend counter indicates that,
controlling for all other independent vari-
ables, there was an upward trend over the full
time series such that the passage of one addi-
tional quarter was associated with an average
increase of .0258 injuries. All else being equal,
each additional ten thousand hours of expo-
sure to the work setting was associated with a
small (0.16) but statistically significant in-
crease in the number of injuries. Finally we
note that both the PAR/Post Peak counter
and the slope dummy-PAR/Post Peak counter
were, controlling for other variables, associ-
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ated with decreases in the mean number of
injuries per quarter. Inspection of the table
reveals that the magnitude of decrease was
more than six times as large in the PAR mines
than in the comparison mines.

The associated Chow test of the null hy-
pothesis that the two groups constitute a
single population resulted in an F-statistic of
33.15 that is statistically significant (Alpha =
0.0001). We are thus able to conclude that the
PAR program produced a substantially
greater reduction in numbers of injuries than
that resulting from the regression artifact
alone.8

Conclusions

The above discussion pointed to the potential
difficulty in drawing definitive conclusions
regarding the effectiveness of programs de-
signed to improve workplace safety. The cur-
rent effort provides an additional illustration
of the point. On the positive side, the (nega-
tive) partial slope coefficient associated with

participation in the PAR program was six
times as large as the comparable counter for
the Non-PAR Hi group. Although regression
artifact in the Non-PAR Hi mines led to a
change when other variables are controlled,
of –0.0281 injuries per quarter from the peak
injury index number period, the comparable
figure for PAR mines was –0.1540. If we as-
sume that the PAR and comparison groups
are otherwise comparable, we must conclude
that the program was highly effective.

As examination of Table 1 indicated, the
PAR and Non-PAR mines are quite different
from each other. Reexamination of that table
shows that PAR mines have twelve times as
many miners as the Non-PAR Hi group, and
that those miners work longer hours. Such
differences between the two groups of mines
raise questions about what otherwise appears
as clear evidence of the effectiveness of the
PAR program. The inclusion of hours of ex-
posure to the work setting should, however,
provide an effective statistical control for the
size differences between the PAR and Non-
PAR Hi mines. Moreover, given the post hoc
character of this evaluation and the limita-
tions of the available data base, it is difficult
to conceive of an alternate methodology that
could more effectively control for the obvious
threat to validity.

The importance of this study may ulti-
mately lie less in its findings than in what it at-
tempted. The literature is full of efforts to
answer such questions as whether safety regula-
tions taken generically have been effective, or
whether economic theory would suggest that an
approach that could never be implemented
given the political realities may be superior to
what is currently in place. Although such issues
may present academically interesting questions,
they seem to offer little hope of making a genu-
ine contribution to the improvement of safety
enhancement methods.

By focusing instead on the evaluation of
an approach that is both potentially effective

TABLE 2

Results of the Regression Model
Regression t t

Variable Coefficient Value Significance

Intercept –0.0069 –0.147 0.8832
PAR/Post peak
    counter –0.0281 –3.000 0.0027
Dummy intercept 1.1049 15.868 0.0001
Dummy x PAR/Post
    peak –0.1540 –9.261 0.0001
Time counter 0.0258 4.280 0.0001
Hours of exposure 0.000016 15.938 0.0001

F Value-Test N
of Equality of (310 mines

F Value Two PAR/Post x an average Durbin
Full Equation Counters of 15.6 R Watson

(F Prob.) (F Prob.) quarters) Square Statistic
294.94 33.15 4844 .2336 2.101

(0.0001) (0.0001)

Note: As noted above, this model includes
weighted least squares corrections for the
problems of autocorrelation and heteroscedasticity.
These corrections make the R-Square statistic a
misleading measure of goodness of fit.
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and politically viable, one may hope to obtain
knowledge that could be of greater practical
value. It is unlikely that Congress will sud-
denly change its mind about an injury taxa-
tion scheme, but, should it be shown to be
effective, an alternate approach to targeting
of inspection effort could be readily adopted,
perhaps without even the need for congres-
sional approval. Conversely, a determination
that such approaches, whatever their concep-
tual merit, are ineffective in application could
result in theorists turning their attention to
alternate and perhaps more fruitful methods.

The PAR program, with its targeting of
high injury rate establishments, must be con-
sidered as an example of one such potentially
promising approach. The results of this evalua-
tion are indicative that the program may have
been quite effective, although the lack of com-
parability between comparison and treatment
groups on important dimensions calls for some
caution in attempting to reach definitive con-
clusions. Given the promising yet indefinite
findings of the current study, further research
on this program is clearly warranted.

Notes
1. It should be pointed out that the current work

attempts only to examine the PAR program as an
example of Mendeloff ’s (1980) targeting of a
high injury rate establishment (THIRE) strategy.
Attention is given only to whether the program
is effective. No consideration is given to the
relative effectiveness of such alternate ap-
proaches as workmen’s compensation or
conventional injury taxation proposals, nor are
efficiency considerations brought to bear.

2. See Mendeloff (1980:103–105). His model using
only demographic factors and pay rate data
explained 83% of the variation in annual injury
rate changes.

3. Such a decline in performance in the previously
better performing industries would be predicted
both by standard deterrence theory and by such
formal models as that developed by Langbein
and Kerwin (1984). Langbein and Kerwin,
paying particular attention to the effects of time
delays and negotiated compliance, suggest that
any simultaneous relaxation in agency policy on

these factors may both exacerbate the problems
of lessened compliance in the nontargeted firms
and also serve to induce noncompliance in the
targeted firms. For the sake of simplicity, it will
be assumed here that no relaxation in these
policies accompanied the development of the
THIRE targeting strategy. It may also be noted
that the evaluation strategy proposed by
Mendeloff facilitates evaluation of such effects,
though the current effort admittedly does not.

4. This comparison group, the Non-PAR Hi Mines,
will be discussed in greater detail below. They
were selected from the general population of
sand, stone, and gravel mines exclusively on the
basis of the injury index numbers. Mines were
included in the group if they had, at any point
during the time series, an injury index number
that was more than two standard deviations
above the mean for all mines.

5. As a test of the assumption that induction into
the PAR program would roughly coincide with
the peak injury index number, a separate model
was developed using the same counter assign-
ment strategy for PAR and Non-PAR Hi groups.
The results of this alternate model proved to be
essentially identical to those obtained when the
PAR mine counter was started upon entry into
the program.

6. This included both fatal injuries and nonfatal,
day-lost injuries. The same models were run
using nonfatal day-lost injuries alone as the
dependent variable, producing essentially
identical results. Models were attempted using
the number of fatalities alone as the dependent
variable, but the results proved insignificant.

7. Autocorrelation was corrected by setting each
variable equal to the value of that variable minus
the product of rho and the one-period lag value of
the variable. Heteroscedasticity was corrected by
weighting the observations by the number of hours
of exposure to the work setting through use of the
SAS (1982) Proc Reg WEIGHT statement.

8. It should be mentioned that another model was
developed that included an independent variable
summing the various types of inspection and
enforcement activities. The model was run for
PAR Mines only with the same dependent
variable. This produced a statistically significant
partial slope coefficient, but the sign was
positive, suggesting that inspection and enforce-
ment activities were associated with increased
numbers of injuries. The result is no doubt
attributable to postaccident investigations
occurring in the same quarter, yet experimenta-
tion with lagged enforcement activity failed to
indicate any significant relationships, though the
sign did become negative as was predicted.



134 PART III QUASI-EXPERIMENTAL DESIGNS

References

Ashford, N. (1976) Crisis in the Workplace: Occupa-
tional Disease and Injury. Cambridge, MA: MIT
Press.

Berk, R. A., D. M. Hoffman, J. E. Maki, D. RaumaA,
and H. Wong (1979) “Estimation procedures for
pooled cross-sectional and time series data.”
Evaluation Q. 3 (August): 385–410.

Campbell, D. T. and J. C. Stanley (1963) Experimen-
tal and Quasi-Experimental Designs for Research.
Boston: Houghton Mifflin.

Cook, T. J. and F. P. Scioli, Jr. (1975) “Impact
analysis in public policy research,” pp. 95–117 in
K. M. Dolbear (ed.) Public Policy Evaluation.
Beverly Hills, CA: Sage.

Gordon, J. B., A. Akman, and M. Brooks (1971)
Industrial Safety Statistics: A Re-examination.
New York: Praeger.

Kmenta, J. (1971) Elements of Econometrics. New
York: Macmillan.

Lagather, R. B. (1979) “The federal mine safety
and health act.” Labor Law J. 30 (December):
723–731.

Langbein, L. and C. M. Kerwin (1984) “Implementa-
tion, negotiation and compliance in environ-
mental and safety regulation.” Unpublished
manuscript.

Lewis-Beck, M. S. and J. R. Alford (1980) “Can
government regulate safety? The coal mine
example.” Amer. Pol. Sci. Rev. 74 (September):
745–756.

McDowall, D., R. McCleary, E. E. Meidinger, and R.
A. Hay, Jr. (1980) Interrupted Time Series
Analysis. Beverly Hills, CA: Sage.

Mendeloff, J. (1980) Regulating Safety: An Economic
and Political Analysis of Occupational Safety and
Health Policy. Cambridge, MA: MIT Press.

Nichols, A. L. and R. Zeckhauser (1977) “Govern-
ment comes to the workplace: an assessment of
OSHA.” The Public Interest 49: 36–69.

Okun, A. M. (1975) Equality and Efficiency: The Big
Tradeoff. Washington, DC: The Brookings
Institution.

Sands, P. (1968) “How effective is safety legislation?”
J. of Law and Economics II (April): 165–174.

SAS Institute Inc. (1982) SAS User’s Guide: Statistics,
1982 Edition. Cary, NC: SAS Institute.

Smith, R. S. (1980) “The impact of OSHA inspec-
tions on manufacturing injury rates.” Evaluation
Studies R. Annual 5: 575–602.

Stokey, E. and R. Zeckhauser (1978) A Primer for
Policy Analysis. New York: Norton.

Viscusi, W. K. (1980) “Labor market valuations of
life and limb: empirical evidence and policy
implications.” Evaluation Studies R. Annual 5:
545–574.

____(1979) “The impact of occupational safety and
health regulation.” Bell J. of Economics 10
(Spring): 117–140.

Wolf, C., Jr. (1979) “A theory of nonmarket failure:
framework for implementation analysis.” J. of
Law and Economics 22 (April): 107–139.

Zeckhauser, R. (1975) “Procedures for valuing lives.”
Public Policy 23: 419–464.

Garrett E. Moran is a clinical psychologist and a
doctoral candidate in Public Administration and
Policy Analysis in the School of Government and
Public Administration of The American University.
His research interests are in the areas of workplace
safety and community support systems for the
chronically mentally ill.

Explanation and Critique

Garrett Moran meets his problem with re-
gression artifact straightforwardly using a
pooled interrupted time-series design with a
comparison group. In this analysis, his goal is
to disentangle those effects from the efforts
of the Mine Safety and Health Administra-
tion. As a clinical psychologist interested in
workplace safety, Moran is concerned
whether intensified investigations aimed at

the worst offenders decreases injuries. What
is interesting for us in this chapter is the sen-
sible way Moran tests for regression artifacts.

The accident reduction program, PAR,
selected for special attention those mines
with significantly greater numbers of injuries
than comparable mines. The mines were cho-
sen for treatment on the basis of their high
injury rates, controlling for size and other rel-
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evant characteristics. Donald Campbell and
Julian Stanley (1963, 11) recommend the use
of time-series designs with comparison
groups to address the problem of regression
artifact; Moran, therefore, searched for a
group of untreated mines to use as a com-
parison group. Because his evaluation was
conducted after the fact, Moran did not have
the luxury of randomly assigning mines to
treated and untreated groups. He found a set
of mines that also had high injury rates but
that admittedly were different from the
treated group on a number of important
variables. This group Campbell and Stanley
refer to as a nonequivalent group—one cho-
sen for a match on extreme scores but lack-
ing a match on other relevant variables.
Moran uses regression techniques to control
for these differences. The most notable dif-
ference is size, which is measured by the to-
tal number of hours worked in the mine
during the quarter.

Using a pooled time-series design, Moran
got the results in table 2 of the article. The
treatment for the experimental group is the
dummy variable representing the quarter the
mine went on the PAR program, while the
treatment for the comparison group is the
dummy variable indicating the highest
quarter’s accident rate. Moran literally inter-
prets the regression coefficients (bs) as shown
in chapter 3 by associating the passage of time
(b = 0.0258) and hours of exposure in the
work setting (b = 0.000016) with increases in
mean number of injuries per quarter, while
PAR participation (b = –0.1540) and the re-
gression artifact (b = –0.0281) accounted for
decreases in average injuries. By means of a
significance test, he finds that the PAR pro-
gram had an impact above and beyond that at-
tributed to the regression artifact.

The most innovative aspect of this article
is the modeling of the regression artifact.
Mines were included in the PAR intervention
when their injury and accident rates soared

above comparable mines. Presumably, mines
entered the program when they were at their
worst. The program of inspection and inter-
vention, if effectively operational, should act
to reduce these rates at a pace above and be-
yond that anticipated by the regression effect.
Therefore, Moran constructed a counter vari-
able for each treated mine with an initial
value of zero when it entered PAR. The
counter was incremented by one for each ad-
ditional quarter in the program. The compa-
rable counter for the comparison group was
initiated when each comparable mine
reached its peak injury rate, with increments
being added each subsequent quarter. For a
treatment effect to be present, the improve-
ment for treated mines must have been statis-
tically significantly better than that for the
untreated mines, which would be improving
via regression to the mean. Note that Moran
also controls for history with a similar
counter and a dummy variable to account for
PAR participation.

The policy implications of these findings
are obvious: PAR decreases injuries. With this
information, policymakers can decide whether
this impact justifies further funding or
whether a cost-benefit or cost-effectiveness
analysis (see chapters 13 and 14) should be
conducted in tandem with the present analy-
sis. This second step, however, could not be
taken without establishing independent im-
pact. Moran provides the evaluator with a pre-
scription for coping with regression artifacts
when programs are targeted to extreme cases.

Moran could have tested his hypotheses
another way. In fact, the logic of this ap-
proach is similar to the regression-disconti-
nuity analysis covered in chapter 2. The cut
point would still be the quarter the mine en-
tered PAR (experimental group) and the
quarter with the highest number of injuries
(comparison group). Rather than pooling the
data from both sets of mines and running
one regression, however, four separate regres-
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sions could be estimated. The first regression
would include the pre-PAR time-series of the
experimental group while the second would
include the pre-post peak time series of the
comparison group. We suspect that if the re-
gression lines were drawn graphically, the re-
gression lines of the experimental and
comparison groups would be similar and ap-
proach the cut point at similar levels. Then
two regressions would be estimated similarly
with the post-PAR data and the post-post
peak data. An examination of the intercepts
of these data should reveal that both inter-
cepts fall below the point of the line predicted
by the first two regressions (regression arti-
fact) and that the intercept of the experimen-

tal group falls much farther (statistically sig-
nificant distance) than that of the compari-
son group (program impact). Either
estimation procedure would yield the same
results and interpretations.
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The posttest-only comparison group design
is similar to the posttest-only control group de-
sign. The only difference between the two de-
signs is that the latter uses a randomly assigned
control group for comparison and the former
uses a nonrandomly assigned comparison
group. The posttest-only comparison group de-
sign is shown in table 10.1. In this design nei-
ther group is pretested, and both groups are
posttested after the experimental group receives
the treatment.

This form of evaluation is used primarily
when an evaluation is proposed after the fact
and is one of the most commonly used de-
signs. For instance, if a city is experiencing
fiscal constraints, the council may ask staff or
a consultant to prepare evaluations of exist-
ing programs and provide the results before
budget deliberations the following month.
Within these time constraints (and certainly

budget constraints), full-fledged experimen-
tal designs are out of the question. However,
the decision makers will need to make bud-
getary decisions on the basis of something
more than hearsay. Consequently, the
posttest-only comparison group design is ap-
propriate.

One of the weaknesses of the design is
that the data are collected at only one point.
The lack of time-series data do not allow the
researcher to tell if the observation is really
“true” or if it is a result of random fluctua-
tions. In addition, the evaluator needs to be
sure of the form the outcome should take and
collect the data to reflect it. In other words, if
the treatment is supposed to have an imme-
diate effect, then the data should be collected
as soon after the treatment as possible. If the
impact is incremental, however, a longer time
period between treatment and measurement
is necessary. The consequences of poor tim-
ing are critical; the problems of committing
Type I and Type II errors should be apparent.
In the example of a city that is facing fiscal
problems, the future of programs is at stake.
The classic example is the results of the early
evaluations of the Head Start programs,
which showed little short-term impact. On
the basis of those data, it was proposed that

CHAPTER 10

Posttest-Only Comparison
Group Design

TABLE 10.1

The Posttest-Only Comparison
Group Design

Pretest Program Posttest

Group E X O

Group C O
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the program be terminated. However, subse-
quent tracking of Head Start graduates dem-
onstrated a substantial long-term impact.
Fortunately for the children who entered the
program later, the directives of the early re-
sults were not followed.

Choosing a comparison group is also a
major consideration. Because the posttest-
only comparison group design is ex post
facto, random assignment is impossible. If a
good comparison group can be identified,
however, valid comparison across the groups
is possible. Members of the comparison
group should be similar to the treated group
on as many relevant variables as possible save

the treatment. To enhance internal validity,
the measurement of the characteristics of the
treated and comparison groups should be
taken at the same time.

In the following article, Martha Bronson,
Donald Pierson, and Terrence Tivnan used
the posttest-only comparison group design to
estimate the long-term impact of the
Brookline Early Education Program (BEEP)
on children’s in-classroom behavior.
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The Effects of Early Education of Children’s Competence
in Elementary School

Martha B. Bronson    Donald E. Pierson    Terrence Tivnan
Brookline Early Education Project

Programs of early education have focused primarily on low-income populations and on out-

comes available from traditional assessments of children’s intelligence or achievement. This evalu-

ation used observations of children’s behavior in elementary school classrooms several years

after the program services had been delivered. Children from a wide range of family backgrounds

were included. The results indicated that program participants benefited particularly in the area

of mastery skills or academic learning behaviors. Children with highly educated mothers showed

advantages regardless of program service level, but children whose mothers were less highly edu-

cated showed advantages only with relatively intensive service level.

READING

AUTHORS’ NOTE: This article is based in part on
a presentation prepared for the Biennial Meeting of
the Society for Research in Child Development, De-
troit, Michigan, April, 1983. The work was made
possible by funds granted by Carnegie Corporation
of New York and The Robert Wood Johnson Foun-
dation. The statements made and views expressed
are solely the responsibility of the authors.

Over the past twenty years there have
been a large number of early education pro-
grams designed to provide services to pre-
school children and their families. These
programs have provided major challenges for
evaluators because of the diversity of pro-
gram goals, settings, and types of families for
whom these programs are intended. Partly as
a result of this diversity it has been difficult to
come to any conclusions about the overall ef-
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ficacy of such early interventions. It has only
been relatively recently that any consistent
evidence of long-term effects has emerged.
The Consortium for Longitudinal Studies
(Lazar and Darlington, 1982) has docu-
mented that early education programs for
children from low-income families have im-
portant and lasting effects. The effects—evi-
dent several years after conclusion of the
intervention—include fewer assignments to
special education services and fewer reten-
tions in grade. At the present time, however,
neither the Consortium data nor other avail-
able studies (e.g., Gray and Wandersman,
1980; Schweinhardt and Weikart, 1980) have
determined adequately whether the effects of
early education can be identified in elemen-
tary school classroom behaviors and, if so,
whether such effects extend to children other
than those from low-income backgrounds.

In developing measures to evaluate early
education programs, many psychologists and
educators have criticized the traditional reli-
ance on intelligence tests (Zigler and
Butterfield, 1968; McClelland, 1973; Seitz et
al., 1975; Zigler et al., 1973). Others have
stressed the importance of focusing on social
or functional competence, including cognitive,
social, and motivational components (Ander-
son and Messick, 1974; Zigler and Tricket,
1978; Gotts, 1979; Zigler and Seitz, 1980; Scarr,
1981). Despite these persuasive appeals to
measure how children function within the
classroom domain, the prekindergarten and
elementary education evaluation literature has
shown little response. The difficulties encoun-
tered in developing and implementing innova-
tive methods for assessing effectiveness have
limited most evaluations to more traditional
measures.

In only very few instances have early edu-
cation program evaluations been carried out
on heterogeneous groups of participants.
Fewer still have focused on children’s behav-
iors in classrooms. Pierson et al. (1983) found
significant behavioral advantages during fall

and spring of the kindergarten year for a het-
erogeneous group of early education partici-
pants. The outcome measures were designed
to assess the child’s functional competence in
social and learning situations in the class-
room setting. These measures corresponded
closely to the goals of the intervention and to
the notions of competence held by the school
system in which the children were enrolled.
The study reported in this article extends the
earlier work by following up on children
when they were enrolled in second grade, us-
ing the same classroom observation instru-
ment. Children who had been enrolled in an
early education program were observed in
their second grade classrooms. The observa-
tions focused on assessing their functional or
educational competence.

Thus this study provides an approach to
evaluation of early education programs that
addresses several of the limitations of the
available literature. First, the participants
come from a wide range of family back-
grounds, not just low-income families. Sec-
ond, this study represents an opportunity for
follow-up evaluation of a program that
ended at the children’s entry into kindergar-
ten. Finally, the evaluation involves the use of
classroom observations, focusing on behav-
iors considered important by the project as
well as the local school system.

Method
Program Description

The Brookline Early Education Project (BEEP)
involved a combination of services: parent
education, periodic monitoring of the
children’s health and development, and early
childhood programs. The parent education
services were administered at three levels to as-
sess the cost effectiveness of different service
packages. Families were assigned at random to
one of three cost levels: Level A included home
visits and meetings at least once per month as
well as unlimited contacts with staff and some
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child care in the project Center; Level B offered
home visits and meetings about once every six
weeks as well as the Center options; Level C
was restricted primarily to services available at
the Center. BEEP staff were available to fami-
lies at the Center but no home visits, meetings
or child care services were scheduled. In work-
ing with parents, teachers followed curriculum
goals that were oriented toward supporting
the parents in the role of primary educators of
their child.

The monitoring of health and develop-
ment was intended to prevent or alleviate
conditions that might interfere with learning
during the first five years of life. A team of
psychologists, pediatricians, and a nurse con-
ducted the examinations of hearing, vision,
neurologic status, and language, perceptual,
and motor skills. Follow-up conferences and
advocacy work were pursued by teachers and
social workers as needed. These diagnostic
services were available equally to all partici-
pants in the project.

The early childhood programs involved a
weekly play group at age two years and a daily
prekindergarten program at ages three and
four years. These were held in the Center or at
elementary schools and were focused on indi-
vidually tailored educational goals (Hauser-
Cram and Pierson, 1981). As with the exams,
the children’s educational programs were
available to all families regardless of the parent
education cost-level assignment.

The project’s primary goal was to reduce
or eliminate school problems. For this reason,
the evaluation focuses on whether the pro-
gram decreased the proportion of children
who fell below certain minimal competencies
defined as necessary for effective functioning
in second grade.

Subjects

The experimental subjects were 169 second
grade children who participated from birth to
kindergarten in BEEP. Enrollment was open

to all residents of Brookline and to ethnic mi-
nority families from the adjacent city of Bos-
ton. Participants were recruited through the
schools, health, and social service agencies,
and neighborhood networks. Recruitment
strategies were designed to locate and inform
families who were expecting to have babies in
the coming months and who ordinarily would
not seek or hear about such a program. All
participants in BEEP had the option of at-
tending the public schools of Brookline either
as town residents or through METCO, a state-
funded desegregation program.

At second grade, 104 of the participants
were enrolled in the Brookline public schools;
another 65 children had moved to other
schools, but were within commuting distance
of Brookline and available to the study.

A comparison group of 169 children was
selected from the same classrooms as the
BEEP children. Each comparison child was
matched with a BEEP participant by selecting
a child at random from within the same
classroom and sex group as the participant
group child. The children were spread out
over 82 classrooms in over 50 different el-
ementary schools. Table 1 shows that demo-
graphic characteristics of the two groups are
quite similar and that the children involved in
this study represent a heterogeneous collec-
tion of families. For example, the education
levels of the families range from those with
less than a high school education to those
with college and postcollege degrees. Over
10% of the families spoke first languages
other than English.

Measure

The outcome measures in this study are taken
from a classroom observation instrument. The
instrument was developed in response to the
well-documented evidence that a dearth of ad-
equate measures had hindered previous efforts
to evaluate Head Start and other early educa-
tion programs (Smith and Bissell, 1970;
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Walker et al., 1973; Butler, 1974; Raizen and
Bobrow, 1974). Trained observers recorded the
frequency of specific classroom behaviors.
The instrument thus avoided the traditional
reliance of educational evaluations on tests
individually administered outside the class-
room milieu. The instrument also focused on
specific behaviors that reflected the project’s
position on what constitutes competent func-
tioning in young school-age children.

The observation instrument, entitled the
Executive Skill Profile (Bronson, 1975, 1978,
1981), provided a way of recording a child’s
performance in planning and organizing
work, interacting with others, and carrying
out social interactions and learning tasks.
The concept of “executive skill” is applied to
both social and learning activities in the sense
of using effective strategies for choosing and
reaching goals.

The trained observers followed and re-
corded the behavior of each child for six 10-
minute periods in the spring of the second
grade year. The modified time-sampling pro-
cedure required that three of the observations
begin at the start of a social interaction and
three at the start of academic work. The ob-
servers were instructed to make certain that
at least one of the academic tasks be a lan-
guage arts (reading/writing) task and at least
one be a math activity. Each 10-minute ob-
servation was scheduled for a different day,
spread out over no less than three and no
more than six weeks. Sometimes children’s
absences from school or scheduling difficul-
ties extended or compressed the observation
period.

Behaviors were recorded on a sheet that
allowed both the frequency and duration of
specific behaviors to be collected. The dura-
tion of behaviors was measured either with a
small timing device that clicked at 15-second
intervals into an earphone worn by the ob-
server (Leifer and Leifer, 1971) or with a stop
watch (some observers found this easier).
During a two-week training period observers
studied a manual (Bronson, 1983) and were
trained in classrooms to record each behavior
variable to a criterion of 90% interobserver
agreement with the observation supervisor.
Observers were not informed about the spe-
cific purposes of the study and safeguards
were employed to avoid divulging children’s
membership in the participant versus com-
parison group.

The observations covered eleven vari-
ables divided into three categories of behav-
ior: mastery skills, social skills, and use of
time. The mastery skills category included
three variables designed to measure a child’s
success in planning and carrying out school
learning tasks: resistance to distraction, use of
appropriate task attack strategies, and suc-
cessful completion of tasks.

The social skills category included four
variables pertaining to interpersonal rela-

TABLE 1

Distribution of Background Characteristics
for BEEP and Comparison Group

Percentage Number of Children

BEEP Comparison
Characteristics (N = 169) (N = 169)

Mother’s education College graduate 59 54
High school 33 37
   graduate
Not high school 8 9
   graduate

Father’s education College graduate 63 65
High school 29 29
   graduate
Not high school 8 6
   graduate

Number of parents Two 83 81
     in home One 17 19

First language English 87 82
Spanish 9 4
Chinese 4 2
Russian 0 4
Hebrew 0 2
Other 0 6

Birth order First 44 50
Second 38 27
Third 11 12
Fourth or later 7 11

Gender Female 48 48
Male 52 52
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tions: cooperative interaction with peers, suc-
cessfully influencing others, use of effective
cooperative strategies and use of language
rather than physical force to persuade and
gain the attention of others.

The use of time category consisted of
four variables related to a child’s degree of
involvement in activities within the class-
room: proportion of time spent in social ac-
tivities, proportion of time in mastery tasks
(not necessarily mutually exclusive with
social time), proportion of time spent with-
out any focused activity (mutually exclusive
with both preceeding variables) and rate of
social acts. Each observation variable yielded
a rate or percent score based on a full set of
six 10-minute observations.

Taken as a whole, the observation proce-
dures used in this study provide several im-
portant advantages for this evaluation.
Information is collected on a wide range of
important behaviors. Observation is directed
at the behavior of individual children rather
than on groups or classrooms or teacher be-
havior. The focus is on in-classroom behavior,
rather than individualized, out-of-classroom
assessment. In addition, the Executive Skill
Profile has been successfully used in other set-
tings (Bronson, 1975, 1978, 1981; Pierson et
al., 1983), and it attempts to measure behav-
iors that are consistent with the goals of the
local school system that is the setting for the
evaluation. Thus it addresses some of the im-
portant limitations of more traditional evalu-
ation instruments used in elementary schools.

A major goal of the Brookline Early
Education Project was to prevent school
problems—or, conversely, to increase the
proportion of children attaining minimal
competencies. Thus it was considered impor-
tant to analyze the data by looking at the
proportions of children who were having dif-
ficulty in school as well as by looking at aver-
age performance. Criteria for determining
adequate performance versus “concerns” or

“problems” were derived from clinical im-
pressions of effective behavior and from
analyses of data on non-BEEP children. The
pivotal point for determining whether a given
score should be regarded as “adequate” or
“concern” always fell at least one standard de-
viation below the group mean score for that
category. Concerns were considered to indi-
cate a “problem” if scores for two or more
variables in a given area (i.e., mastery skills,
social skills, or use of time) fell below the cri-
teria for “concern.” The results of the com-
parison of mean scores and the comparisons
of percentages of children showing problems
will be presented separately.

Results

Table 2 shows the differences between the
category means of the BEEP participants and
the randomly selected comparison group.
The BEEP participants show significant ad-
vantages over the comparison group in both
mastery and social skills, with the strongest
effects in the mastery skills area. There is no
difference between the two groups in the use
of time area.

Another way of viewing the data is by fo-
cusing on the proportions who have prob-
lems. Table 3 shows the percentage of
children with “concerns” (low scores in cat-
egories) or “problems” (two or more low
scores in an area) in the BEEP and compari-
son groups. Again the BEEP group shows a
significant advantage over the comparison
group in both mastery and social skills with
the strongest effect in the mastery skills area.
The BEEP group has fewer overall problems
and many fewer children with problems in
more than one area.

The reduction in severity of difficulties
for BEEP participants can also be seen in the
numbers of children with low scores across
several of the eleven categories. Figure 1 pre-
sents the frequency distributions, showing
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more children with multiple concerns in the
comparison group than in BEEP.

Figure 2 shows the numbers of children
in the BEEP and random comparison groups
who met the criteria for competence in the
observations (by having no problems in any
of the three areas assessed) with distinctions
for mother’s education and program cost
level. BEEP children with highly educated
mothers (college graduates) show advantages
over their counterparts. For these subgroups,
even the minimal cost-level program resulted
in significant (p < .01) advantages. However,
for children whose mothers were not so
highly educated (less than college graduates)
a more substantial investment and outreach,
represented by cost level A, was required to
attain significant (p < .01) advantages over
the comparison group.

Focusing on the cost levels within BEEP,
we find that no significant overall differences
across the three groups emerge. The only
trend is for the Level A participants to be

TABLE 2

Difference Between the Means of BEEP and Comparison Children in Second Grade Spring
Classroom Observations

BEEP Comparison
(N = 169) (N = 169)

Mean SD Mean SD Significancea

Mastery Skills Area
Percentage tasks completed successfully 84 18 76 23 <.001
Rate task attack strategies 2.13 0.86 1.82 0.83 <.001
Percentage time attending not distracted 94 6 91 12 <.001

Social Skills Area
Percentage time in cooperative interaction 79 20 77 23 ns
Rate cooperative strategies 0.50 0.41 0.41 0.36 <.01
Percentage success in influencing others 97 4 96 5 <.05
Percentage use of language to influence 97 5 95 6 ns

Use of Time Area
Percentage time in mastery tasks 54 13 53 13 ns
Percentage time in social activities 51 12 51 12 ns
Rate of social acts 5.34 1.29 5.34 1.32 ns
Percentage time involved 98 2 98 3 ns
a. Significance is based on t-tests for matched pairs.

FIGURE 1

Frequency Distribution of the Number of
Low Scores Obtained by BEEP (solid bars)
and Comparison (clear bars) Children on
Eleven Observation Variables
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ahead of Levels B and C among the less edu-
cated families. These results are consistent
with other analyses of the within-program
differences.

Conclusions and Discussion

Children who participated in the Brookline
Early Education Project showed several ad-
vantages in second-grade classroom behavior
indices over comparison children. Advan-
tages for the BEEP participants were apparent
both in mean differences in the behavior cat-
egories and in the relative numbers of chil-
dren performing below competence criteria.
The BEEP advantage was most pronounced

in the mastery, or academic learning area.
BEEP children with highly educated mothers
showed significant advantages over compari-
son children regardless of program level, but
children whose mothers were less highly edu-
cated showed significant advantages only
with the relatively intensive level A program.

Observations of BEEP and comparison
children in kindergarten (Pierson et al., 1983)
with the same observation instrument
showed significant advantages for the pro-
gram group with the greatest differences ap-
pearing in the social and use of time areas. In
the second grade observations the BEEP ad-
vantage is greatest in the mastery area. This
shift in the pattern of BEEP advantages over

TABLE 3

Percentage Number of Children with Concernsa or Problemsb for BEEP
Participants and Randomly Selected Comparison Group in Second Grade Classroom Obser-
vations

Percentage Number of Children
Below Competence Criteria

BEEP Comparison
(N = 169) (N = 169) Significancec

Mastery Skills Concerns
Tasks not completed successfully 14 27 <.01
Inadequate rate of task attack strategies 18 32 .001
Time distracted 18 29 <.05

Social Skills Concerns
Inadequate time in cooperative interaction 6 8 ns
Inadequate rate of cooperative strategies 18 21 ns
Unsuccessful in influencing others 2 7 <.05
Ineffective use of language to influence 3 7 ns

Use of Time Concerns
Inadequate time in mastery tasks 11 11 ns
Inadequate time in social activities 17 18 ns
Inadequate rate of social acts 2 2 ns
Time not involved 1 2 ns

Problem in Mastery Skills 12 25 <.01

Problem in Social Skills 2 8 <.05

Problem in Use of Time 2 1 ns

Overall Difficulty: Problems in One or More Areas 14 29 <.01

a. A “concern” is a score below the established criterion in any single category.
b. “Problems” are two or more scores below the criteria in an area.
c. McNemar’s matched-pairs test.
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comparison children is interesting. In the fall
of kindergarten year classroom behavior dif-
ferences favoring BEEP children were stron-
gest in the social and use of time areas. In the
spring of kindergarten year there was a shift
in the pattern of BEEP advantages, with use
of time behaviors being less important, mas-
tery behaviors becoming more important,
and social behaviors continuing to be strong
discriminators between the two groups. By
second grade, mastery behaviors are the
strongest discriminators. The social behavior
categories show a consistent but less strong
BEEP advantage, and the use of time catego-
ries reveal no differences between the BEEP
and comparison groups.

This shift in the pattern of the relative
advantages of BEEP over comparison chil-
dren seems to be related to the changing pat-
terns of classroom demands at these three
time periods. In the fall of kindergarten year,

academic demands are few and the emphasis
in classroom is on school adjustment and
learning school routines. The behaviors in
the social and use of time areas are those
most likely to pick up differences in school-
related competence under these circum-
stances. In the spring of kindergarten year
some academic demands are being intro-
duced—numbers, letters, printing, and so
on—and most children have adapted to
school routines. This shift in emphasis in the
classroom away from routines and toward
academic demands is reflected in the chang-
ing pattern of advantages of BEEP children,
away from use of time categories and toward
differences in mastery categories. By the sec-
ond grade, the primary demands in the class-
room are academic. There is less time for
social interaction and less room for differ-
ences in use of time categories since
children’s involvement in various activities is
much more controlled. The pattern of BEEP
advantages reflects these shifts in classroom
demands and constraints.

An additional finding that deserves some
attention was the lack of strong main-effect
differences across the three program service
levels. For the highly educated families the
least intensive level of service was as effective
as the most intensive level. For the less highly
educated, there were no differences between
the moderate and lowest levels of service, and
only the most intensive level showed a signifi-
cant advantage over the comparison group.
Of the three major service components that
were part of BEEP—parent education, diag-
nostic monitoring of children’s status, early
childhood programs for children—only the
parent education services were offered differ-
entially; diagnostic and education programs
for children were equally available to all. So it
should not be surprising that in this study, fo-
cusing on outcomes for children some years
after the provision of services, few differences
among the service levels should be observed.
Nevertheless, the search for interaction ef-

FIGURE 2

Overall Competencies Observed

NOTE: Percentage of children with no difficulties in
mastery skills, social skills, or use of time behaviors,
analyzed by level of mother’s education and type of
program, is shown.
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fects, or differential impact on different types
of families, is important in evaluating and
planning early education programs. The evi-
dence here, although limited, suggests that
service levels need to be more intensive when
parents are less educated. More educated par-
ents appear to benefit from even minimal ser-
vices. This finding indicates the potential
usefulness of early education for all children,
not only the less educated or economically
needy groups. The benefits may well vary
across different types of families, and the
types of services that will be helpful may also
vary considerably. This issue deserves more
attention from evaluators.

From the evaluation perspective, the re-
sults suggest the value of classroom observa-
tions as an evaluation technique and the
importance of tailoring outcome measure to
intervention goals. It is noteworthy, in this re-
gard, that there were few differences between
BEEP and comparison groups on a traditional
measure of IQ or ability obtained at entry into
kindergarten (see Pierson et al., 1983). So
without the use of observations in the class-
rooms the impact of the early intervention
would be very difficult to detect, and criticisms

similar to those cited earlier concerning reli-
ance on traditional tests (e.g., Zigler and Seitz,
1980; Scarr, 1981) would be relevant.

The reduction in classroom behavior
problems also has significant practical impli-
cations for elementary schools. Even if behav-
ior problems are not so severe as to require
expensive special services, behavior problems
in the classroom require teacher attention and
reduce the amount of productive teacher time
and energy available to all children. Fewer be-
havior problems in a classroom result in a
more positive classroom atmosphere and
more “learning time” for all children.

In summary, the results of this study sug-
gest the importance of a carefully planned
program like the Brookline Early Education
Project for all school systems. Education and
support services to parents of young children
coupled with early education programs for
the children should be recognized as an es-
sential part of a high quality elementary
school curriculum. Early detection and pre-
vention of learning difficulties is more effec-
tive, and less expensive in the long run, than
remediation.
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Explanation and Critique

This evaluation is a reexamination of chil-
dren observed earlier, while in kindergarten.
At the time of the evaluation, they were in the
second grade. Martha Bronson, Donald
Pierson, and Terrence Tivnan provided a
posttest comparison of children who received
early education programming with similar
children who did not. One goal was to deter-
mine whether the programming had a long-
term impact on children’s competence as
defined by the consumers of the evaluation.

Competence was assessed on the basis of the
children’s mastery of task skills, social skills,
and the use of time.

Parents of children who could potentially
participate in the BEEP program were re-
cruited at the time the children were born.
The recruitment included births in Brook-
line, Massachusetts, a suburb of Boston, and
low-income minority family births in Boston.
Participation was not mandatory; families
volunteered for the program. The problems
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of self-selection are severe and will be dis-
cussed later.

The researchers concluded that BEEP had
a positive impact on children’s in-classroom
behavior and sought to see if that impact was
carried over into the second grade and
whether the form of the impact changed over
the two-year period. The subjects were the 169
second graders who had participated in the
BEEP from birth to kindergarten. The re-
searchers observed the children who had left
the school district as well as those still in the
district.

The children in the comparison group
were chosen randomly from the classrooms
of the BEEP students, matching them by sex.
This method was used to control for varia-
tions in classroom exposure, teacher style, or
any other variable in the learning environ-
ment. The characteristics of the BEEP chil-
dren and comparison students are shown in
table 1 of the article. The comparison group
members were similar to the BEEP students.

The evaluators used trained classroom
observers to gather data for the BEEP and
non-BEEP students. Notice that they did not
divulge the specific purposes of the study or
the experimental/comparison status of the
students to the observers. This was done to
maximize the observers’ objectivity. The
time-sampling technique and the validity of
the instrument are reasonable and well
documented.

Tables 2 and 3 of the article summarize
the comparisons of the BEEP and non-BEEP
students. Notice that the tests of significance
were for matched pairs, not the typical t-test
of differences of group means. This is appro-
priate because the research question revolves
on the differences in otherwise similar
matched students. The findings indicate that
BEEP students scored significantly higher
than the comparison group on all measures
of mastery skills and on some measures of so-
cial skills. In addition, BEEP students had a

lower incidence of problems or concerns in
these two areas. The BEEP and non-BEEP
students did not differ in their use of time.

Figure 2 of the article provides some
measure of cost effectiveness. Bronson,
Pierson, and Tivnan controlled for the home
educational environment by examining sepa-
rately the percentage of children with educa-
tional competence who had college-educated
mothers and those whose mothers were not
college-educated. Presumably they used the
education of the mother because mothers
traditionally spend more time with children
than fathers do. The article is not explicit in
this regard. The findings indicated that chil-
dren of college-educated mothers scored
higher on competence ratings than those
whose mothers were not college-educated. It
appears from figure 2 that, even when given
the most expensive early education program,
children of mothers who were not college-
educated barely exceeded in competence
those nontreated comparison students whose
mothers were college-educated. Level A train-
ing affords children the best chance of in-
creased competence, according to figure 2,
whereas the program type does not seem to
make much difference among children of
college-educated mothers. The policy implica-
tions indicate that to decrease the competence
gap between those whose parents are more
educated and others, the early education pro-
gram at Level A should be targeted to children
whose parents do not have a college education.

But, in our opinion, the research was vir-
tually fatally flawed because the authors were
unable to rule out self-selection as an expla-
nation for differences in the experimental
and comparison groups. To recap, the re-
searchers compared second grade children
who had participated in the preschool pro-
gram—the Brookline Early Education Pro-
gram (BEEP)—with other second graders
who had not. The preschool program was
voluntary and had as its main goal the reduc-
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tion or elimination of school problems. The
research project sought to assess the impact of
the program after several years had passed
since the children had participated in BEEP.
The investigators matched each BEEP partici-
pant with a control by selecting a child at ran-
dom from within the same classroom and sex
group. The investigators found that the demo-
graphic characteristics of the two groups were
quite similar.

BEEP children showed significant advan-
tages over the comparison group in both
mastery and social skills with the largest dif-
ferences being in the mastery skill area. In ad-
dition, BEEP children with highly educated
mothers showed significant advantages over
comparison children regardless of the BEEP
program level experienced by the partici-
pants (again, see figure 2 in the article). The
researchers conclude:

the results of the study suggest the im-
portance of a carefully planned program
like the Brookline Early Education Project
for all school systems [emphasis added].
Education and support services to par-
ents of young children coupled with early
education programs for the children
should be recognized as an essential part
of a high quality elementary school cur-
riculum.

In our view, the authors have not made
their case. The selection of the comparison
group (demographically similar children and
families) does not control for all elements
necessary to overcome the self-selection bias.
Is it not possible that, on average, BEEP par-
ents show more concern for their children
and thus instill “better” behavior patterns in
them through more training and care?

Let us look at the evidence in figure 2.
First, take the college graduate mothers.
There is a difference between the BEEP chil-
dren and comparison group for these moth-

ers, but there is no difference between BEEP
children based on the level of BEEP interven-
tion. This suggests to us that self-selection
and all that it means in a child-rearing situa-
tion may be a relevant factor.

Second, examine the scores for children
with non–college graduate mothers. The rela-
tionship shown in figure 2 indicates some dif-
ference between the comparison group and
all BEEP children, no difference between
BEEP C and BEEP B treatments, and a sig-
nificant difference between BEEP A and
BEEPs B and C. Is it not plausible that self-se-
lection differentiates BEEPs from non-BEEPs
and that only the BEEP A treatment is really
effective?

If these interpretations of figure 2 are
accurate, then the reader would be forced to
conclude that the only effective BEEP program
is the BEEP A for children of non–college
graduate mothers.

This is a far cry from the authors’ conclu-
sions quoted earlier. This is not to say that the
conclusions drawn here are more valid than
the authors’, only that the authors’ comparison
group does not overcome the self-selection
problem. The difference between the BEEP
children and the children in the comparison is
probably explained by differences in parenting
and the BEEP program. Not enough infor-
mation exists, however, to weight the relative
importance of either factor.

In conclusion, this article documents a
carefully designed posttest-only comparison
group design in terms of the collection of
outcome data and selection of the compari-
son group. The major shortcoming of the re-
search lies in the problem posed by the
selection effect threat to the internal validity
of the evaluation. When searching for other
plausible explanations for the outcomes of
programs, evaluators should take pains to be
candid about both the strengths and weak-
nesses of their approach.





PART IV

Reflexive Designs

The classifications of experimental designs
and quasi-experimental designs, the subjects
of the previous two parts of this book, are rela-
tively straightforward. That is, they are easy to
define. Not so with the subjects of this part,
which is concerned with evaluations that use
the target group of the program as its own
control. Such designs are termed reflexive con-
trols by Peter Rossi and Howard Freeman
(1985, 297). Donald Campbell and Julian
Stanley considered them to be pre-experimen-
tal designs (1963, 171–247). The two types of
reflexive designs covered by this part are
simple before-and-after studies that are for-
mally known as the one-group pretest-posttest
design and the simple time-series design.

For full-coverage programs (i.e., for pro-
grams for which most of the population is
eligible), it may be impossible to define ran-
domized or constructed control groups or, in
fact, to locate nonparticipants. Many pro-

grams, for example, are directed at all targets
within a specific geographic area. In these
cases, the researcher may have no choice but
to use reflexive controls.

The essential justification of the use of
reflexive controls is that in the circumstances
of the experiment it is reasonable to believe
that targets remain identical in relevant ways
before and after the program. Without the
program, pretest and posttest scores would
have remained the same.
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CHAPTER 11

One-Group Pretest-Posttest Design

Probably the most commonly used form of
reflexive design is the one-group pretest-
posttest design, sometimes called compari-
sons of “before” and “after” data. Not a very
powerful design, it is subject to most of the
traditional invalidity problems. It is typically
used when nothing better can be done. The
one-group pretest-posttest design is shown in
table 11.1.

The target group is measured before the
implementation of the program (O1) and
again after the program is completed (O2).
The difference scores are then examined and
any improvement (O2 – O1) is usually attrib-
uted to the impact of the program. The major
drawback to this design is that changes in the
target may be produced by other events and
not the program. The longer the time lapse
between the preprogram and postprogram
measurements, the more likely it is that other
variables besides the program affected the

postprogram measurement. Harry Hatry,
Richard Winnie, and Donald Fisk outline the
conditions under which this design might be
applied:

This design often is the only type that is
practical when time and personnel are lim-
ited. It is most appropriate (1) when the
period covered by the evaluation is short
(this making it less likely that non–pro-
gram related factors will affect the evalua-
tion criteria); (2) when the link between
the program intervention and the out-
comes being measured is close and direct
so no other major events are likely to have
had a significant influence on the values
measured with the evaluation criteria; or
(3) when the conditions measured have
been fairly stable over time (and are not,
for example, likely to be distorted by sea-
sonal changes), and there is reason to be-
lieve such stability will continue. (1981, 28)

Rossi and Freeman give a “hypotheti-
cal” example:

In evaluating the outcome of a nutritional
education program testing participants’
knowledge of nutrition before and after
participation in a three-week set of lec-
tures, the use of reflexive controls is likely

TABLE 11.1

One-Group Pretest-Posttest Design

Pretest Program Posttest
Group E O1 X O2
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to provide a good measure of the impact
of the course because knowledge of nu-
trition is unlikely to change spontane-
ously over such a short period of time.
(1985, 297–98)

The following article—“Nutrition Behavior
Change: Outcomes of an Educational Ap-
proach” by Patricia Edwards, Alan Acock, and
Robert Johnston—reads much like the Rossi
and Freeman example.
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AUTHORS’ NOTE: This evaluation was funded by
the American Red Cross and the United States Depart-
ment of Agriculture. We would like to thank the mem-
bers of the nutrition course development team: Barbara
Clarke, Kristen DeMicco, Mary Ann Hankin, Louise
Light, Patricia Marsland, Rebecca Mullis, Anne Shaw,
and Fred Troutman for their assistance in the develop-
ment of the outcome measures used in this study.

A major responsibility of evaluators is to
test the basic theoretical premises underlying

Nutrition Behavior Change
Outcomes of an Educational Approach

Patricia K. Edwards
Virginia Polytechnic Institute and State University

Alan C. Acock
Louisiana State University

Robert L. Johnston
Virginia Polytechnic Institute and State University

This study addresses four issues in the evaluation of nutrition education programs: (1) the
reliability of knowledge, belief, and behavior scales; (2) the effectiveness of programs tar-
geted to the general public; (3) the longitudinal effects of nutrition education interventions;
and (4) the relationship between changes in the cognitive, belief, and behavioral domains.
Our findings indicate that reliable knowledge and behavior scales can be developed, but that
the internal consistency of belief scales are more problematic. Moreover, improvements in
all three domains can be attained with an heterogenous target audience. Although knowl-
edge deterioriates after the course is completed, beliefs remain stable and nutrition behavior
continues to improve significantly. Finally, changes in knowledge and beliefs are influential
on changes in behavior as a result of the course, but postcourse changes in knowledge and
beliefs are not associated with changes in behavior.

READING

the delivery of human service programs (Flay
and Best, 1982; Neigher and Schulberg,
1982). With respect to health education pro-
grams, numerous studies have examined the
assumption that an expansion in pertinent
knowledge and positive changes in beliefs is
associated with improvements in health-re-
lated behavior. Findings from an array of
programs—for example, weight reduction
(Becker et al., 1977), alcohol use (Goodstadt,
1978), smoking (Thompson, 1978), and
breast self-examination (Calnan and Moss,
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larly those that are behavior oriented—are
not timebound (Hochbaum, 1982; Flay and
Best, 1982). Despite long-range expectations,
evaluations of the effectiveness of nutrition
education programs, and most other health
change programs as well, are generally con-
fined to a pretest-posttest design.

A third problem endemic to many nutri-
tion education evaluations deals with the reli-
ability of outcome measures. In some studies
the reliability of scales is estimated from tests
piloted with samples that are not equivalent
to the target audience of the program (i.e.,
Looker et al., 1982). We cannot assume that
because a test is reliable for one population it
will be equally reliable for others (Talmage
and Rasher, 1981). Other studies, which use
internal consistency as a measure of the reli-
ability of their scales, present pretest results
only, ignoring the possibility that the scales
may have a different level of internal consis-
tency for the posttest stage (i.e., St. Pierre and
Cook, 1981; Rosander and Sims, 1981). The
difficulty in constructing reliable outcome
scales, even when they are administered to
fairly homogeneous groups, is demonstrated
by the wide variation of reliability coeffi-
cients. For example, Sullivan and Schwartz
(1981) report a coefficient as low as .00.

Finally most nutrition education program
evaluations measure the intended effects of
the program in isolation, making assumptions
regarding causal linkages between outcome
domains, while failing to demonstrate the ac-
tual relationships between cognitive, belief,
and behavioral changes. Thus, it is impossible
to determine if there is, indeed, an empirical
association among the knowledge, belief, or
behavioral changes that do occur.

This study addresses four issues in the
evaluation of nutrition education programs:
(1) Can reliable and valid measures of nutri-
tion knowledge, beliefs, and behavior be
developed that will enable longitudinal as-
sessment of programs targeted to the general

1984), suggest that the viability of health edu-
cation in promoting positive health behavior
is highly problematic. Moreover, the nature
of causal linkages between knowledge, belief,
and behavior changes remains in question.
Although the consistency model predicts that
valid knowledge change is the first stage in a
pathway proceeding to changes in beliefs and
attitudes—which then culminate in behavior
change (Swanson, 1972; Stanfield, 1976;
Zeitlan and Formacion, 1981)—some re-
searchers propose alternative causal models.
Changes in attitudes may be, in fact, a neces-
sary prior step to the acquisition of health-re-
lated knowledge (Mushkin, 1979; Rosander
and Sims, 1981), and health-related beliefs
can be modified subsequent to changes in be-
havior to maintain consistency among the af-
fective and behavioral domains (Almond,
1971; McKinlay, 1972).

This body of research is highly relevant
to the evaluation of nutrition education pro-
grams. However, although a considerable
amount of investigation has focused on the
magnitude of cognitive, belief, and behav-
ioral outcomes, extant studies suffer from a
number of constraints that limit our under-
standing of the basic premises and potential
of nutrition education programs. Firstly,
most of the research has examined programs
designed for and targeted to specific sub-
populations such as low-income mothers
(Ramsey and Cloyd, 1979; Rosander and
Sims, 1981), primary school children (St.
Pierre and Cook, 1981), hospital staff
(Looker et al., 1982), and pregnant teenagers
(Perkin, 1983). Little is known about the effi-
cacy of programs aimed at a broadly based
constituency. Secondly, to our knowledge,
there are no studies involving nutrition edu-
cation programs that report the extent to
which positive cognitive, belief, and behav-
ioral changes are sustained over time. Most
health education programs are of a relatively
short duration, but their objectives—particu-
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public? (2) Can a program directed to a
broad audience be effective in terms of
changing nutrition knowledge, beliefs, and
behavior? (3) Are positive changes sustained
over time? (4) What is the relationship of
changes in the cognitive, belief, and behav-
ioral domains? At a time when federal funds
for nutrition education programs have been
drastically curtailed, these issues are of criti-
cal importance in terms of demonstrating the
potential of educational interventions as a
strategy for promoting positive dietary be-
havior.

The American Red Cross
Nutrition Course Evaluation

This article draws from the results of an
evaluation of a nutrition course, “Better
Eating for Better Health,” developed jointly
by the American Red Cross (ARC) and the
United States Department of Agriculture
(USDA). The primary goals of the course—
presently being offered by many of the
3000 ARC chapters nationwide—concern
the promotion of  nutrition knowledge,
positive beliefs, and improved dietary be-
havior of the general public. The curricu-
lum consists of six two-hour modules that
may be presented over a period ranging
from two to six weeks. Participant work-
books and supplementary reading materi-
als are provided to each attendee. Prior to
conducting a course, ARC instructors are
expected to have completed the Nursing
and Health Services core curriculum, as
well as the Nutrition Instructor Specialty
Course. Evaluation was carried out in five
separate stages concurrently with the devel-
opment of the course and included both
formative and summative elements. The se-
lected findings reported here are derived
from the final stage of the project, a na-
tional field test, conducted at 51 ARC chap-
ter sites.1

Data Collection Procedures

Course participants were surveyed at three
distinct points in time: prior to the beginning
of the nutrition course, immediately after the
last session of the course, and approximately
10 weeks following completion of the course.
Group-administered questionnaires, pro-
vided by course instructors who had been
trained to implement the surveys, were used
to collect baseline (N = 1461) and posttest (N
= 1031) data. All individuals attending the
first and last sessions of the nutrition course
participated in the first two surveys. Al-
though we were unable to use random selec-
tion for our sampling procedures, because
participation in ARC classes is voluntary, our
baseline sample is differentiated along an ar-
ray of sociodemographic variables.2 The
third participant survey was conducted by
means of telephone interviews with a system-
atically selected subsample of baseline re-
spondents. A total of 248 interviews were
attempted to achieve a quota of 200 tele-
phone survey respondents, accounting for a
completion rate of 81%. Respondents to the
telephone survey are representative of the ini-
tial sample along the range of background
characteristics.3

In order to assess the possible effects of
exogenous factors on changes in the nutrition
course participant’s knowledge, beliefs, and
behavior, we solicited volunteers for a
nonequivalent control group from individuals
who were simultaneously attending other Red
Cross courses during the field test. Again, ran-
dom selection was not possible without severe
disruption of ARC chapter activities. The con-
trol group completed both the baseline (N =
212) and posttest questionnaires (N = 133).
An earlier analysis indicates that although
there are some statistically significant
sociodemographic differences between the ex-
perimental and control groups, these differ-
ences are not influential in interpreting the
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effects of the nutrition education intervention
(Edwards et al., 1983a: 15–17, 100–107).

Measurement Techniques

Items for the outcome scales were con-
structed cooperatively by the course develop-
ment and evaluation teams, composed of
personnel from ARC and USDA, as well as
outside consultants. Each item reflects a ma-
jor knowledge, belief, or behavioral objective
of the course.4 The three outcomes scales
were initially tested with a prototype sample
of participants during the third stage of the
evaluation, which constituted of a “best
chance” pilot assessment of course materials
and teaching strategies at six ARC chapter
sites. (The nutrition course was taught by ex-
perienced ARC instructors who were assisted
and observed by members of the course de-
velopment and evaluation teams). Subse-
quent to this stage of the evaluation, the
course development team revised course ob-
jectives, materials, and teaching strategies to
more adequately coincide with participant
needs identified in the evaluation. In addi-
tion, the evaluation scales were examined, us-
ing factor analysis and alpha reliability to
assess the accuracy and validity of each mea-
sure. Inadequate items were deleted, and new
measures reflecting changes in the nutrition
course objectives were added.

The evaluation team conducted a second
pilot test of the revised instruments at ten
ARC sites during the fourth stage of the
evaluation, in a more naturalistic setting,
without either observation or supervision.
Again, changes were made in the instrumen-
tation to improve the validity and reliability
of the items, as well as to ensure that the
items represented the fourth-stage modifica-
tions in the nutrition course.

The final nutrition knowledge scale con-
sisted of 15 multiple-choice items pertaining
to facts about nutrients, sodium, vitamins,

food additives, weight loss, and the relation-
ship of disease to nutrition. Respones were
coded so that a score of one indicates a cor-
rect answer and zero an incorrect response.
Nutrition beliefs, operationalized as a dimen-
sion of the affective domain (see Fishbein
and Raven, 1962), were constructed using a
five-category Likert-type scale. The items
were coded so that a score of one represents
the least positive belief, three denotes the re-
spondent was undecided, and five indicates
the most desirable response in terms of the
course objectives. The scale included 8 items
concerning beliefs that related to the content
areas addressed in the knowledge items. The
nutrition behavior scale measured the fre-
quency of participant’s conduct related to the
knowledge and belief questions. The 12 items
making up this scale were coded so that one
represents the least positive behavior pattern
and five the most desirable, according to
course objectives. Belief and behavior items
were constructed in both positive and nega-
tive terms to avoid a response set.

Reliability of Nutrition
Outcome Scales

Developing adequate scales to measure nutri-
tion outcomes has been a thorny problem
confounding the evaluations of nutrition
education programs. Even when a single do-
main of outcomes is divided into subtests
dealing with specific content areas of nutri-
tion knowledge, beliefs, or behaviors, the in-
ternal consistency of each subscale is often
unacceptable (i.e., Sullivan and Schwartz,
1981). Moreover, as St. Pierre and Cook
(1981) illustrate, the reliability of scales may
vary considerably among subsamples of a tar-
get population.

The Cronbach alpha coefficients for the
field test surveys shown in Table 1 demon-
strates the problematic nature of achieving
reliable nutrition outcome measures. For
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course participants, the inter-item reliability
is only slightly differentiated between the
baseline and posttest points on the knowl-
edge and behavior scales. Despite the fact that
the scales were administered to a heteroge-
neous population and include a range of con-
tent areas, the reliability coefficients are
within an acceptable range. Both scales were
examined using principal component factor
analysis. All 15 items of the knowledge scale
have a positive loading on the first factor,
accounting for 21.9% of the variance on the
baseline and 25.6% on the posttest. There is a
clear first factor on the 11-item behavior
scale, explaining 36.0% and 39.1% of the
variance on the baseline and posttest, respec-
tively.

Measurement of nutrition beliefs on a
single scale had been highly problematic from
the start of the project. On our pretest analysis,
it was evident that many of the belief objec-
tives of the course were not integrated along a
single dimension. Baseline and posttest
reliabilities for the eight items that were finally
selected are relatively low for course partici-

pants. The eight-item scale has a first principal
factor explaining 25.8% of the baseline and
29.7% of the posttest variance.

Comparisons between the reliability co-
efficients for the participant and control
group baseline scales show a great deal of
consistency for the knowledge and behavior
scales. The reliability coefficient for the con-
trol group belief scale, however, is consider-
ably lower than that for the treatment group.
This difference persists in the comparison of
the posttest coefficient. Moreover, the knowl-
edge reliabilities deteriorate for controls on
the second test, to a less satisfactory range.
The differences between the reliability of
scales administered to both groups may, in-
deed, be a result of the fact that they consti-
tute samples of two separate populations.
The participant group, by virtue of electing
to take the course, perhaps had a more acute
“nutrition awareness,” resulting in the higher
level of internal consistency of responses.
These findings underscore the need to pretest
scales with controls, as well as experimentals,
when nonequivalent samples are expected.

TABLE 1

Reliability of Nutrition Knowledge, Belief, and Behavior Scales
Alpha Reliability

Course Participants Control Group

Scale Number of Items Baseline Posttest Telephone Baseline Posttest

Field Test Survey Participants and Controls
Knowledge 15 .75 .79 — .72 .62
Beliefs 8 .56 .65 — .46 .49
Behavior 11 .79 .82 — .82 .83

Number of respondents 1461 1031 — 212 133

Telephone Survey Participants
Knowledge 7 .66 .70 .58 — —
Beliefs 5 .53 .60 .69 — —
Behavior 7 .78 .77 .71 — —

Number of respondents 196–199 137–147 196–200 — —

Note: Number of respondents varies due to missing data. The lower number of respondents included
in the posttest results reflects the proportion of participants dropping the class before it was com-
pleted, approximately 25%.
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In order to keep length of the telephone
survey to a minimum, it was necessary to re-
duce the number of items in each scale for
this follow-up survey. Table 1 presents a re-
examination of the scales in their reduced
form for telephone respondents only. The re-
sults show that decreasing the number of
items and the pool of respondents has a del-
eterious effect on scale reliability. Of particu-
lar concern here is the deterioration in the
interitem coefficients for the knowledge scale
used in the telephone survey. Our findings
suggest that caution must be taken when de-
veloping multiple choice knowledge items for
telephone surveys. Although it may be neces-
sary to utilize several different data collection
techniques in longitudinal studies, it is evi-
dent that each technique must be thoroughly
pretested to assure consistent results.

As mentioned previously, prior research
has shown that scale reliability can vary
among sociodemographic subsets of a
sample. When these groups are important in
assessing differential outcomes of the pro-
gram under examination, their responses
should be analyzed for scale reliability.
Table 2 presents reliabilities for the baseline
knowledge, belief, and behavior scales by
gender, race, age, education, and income. The
findings show that pattern of scale reliability
found in the aggregated sample is generally
maintained among subsets of respondents.
However, none of the scales perform as well
for nonwhites and the youngest group of
participants. Furthermore, those participants
with the lowest level of educational attain-
ment have considerably lower knowledge and
belief scale reliabilities than participants who
have completed high school or college.
Although these findings illustrate the need
to test for scale reliability among rele-
vant subsets of a sample, the overall consis-
tency found here does not pose a serious
problem in interpreting outcome results for
this study.

Effectiveness of Nutrition
Education on a Variegated
Constituency

The second issue posed in this study concerns
the potential of a health education course tar-
geted to a broadly based audience. Table 3
shows that the ARC nutrition course had
substantial positive cognitive, belief, and be-
havioral effects on the overall sample of par-
ticipants.5 In contrast, no significant changes
are found between the baseline and posttest
scores for the control group, despite the fact
that their baseline means are not statistically
different from those of the treatment group.
The key point is that the control group makes
no statistically significant improvement and,
therefore, the improvement in the treatment
group is most reasonably attributed to the
course itself.

Our analysis further indicates that posi-
tive knowledge, belief, and behavior changes

TABLE 2

Reliability of Baseline Scales by Selected
Subsamples of Participants

Knowledge Beliefs Behavior N

Gender
Male .78 .49 .81 177
Female .74 .56 .78 1269

Race
White .72 .57 .80 1105
Nonwhite .68 .43 .75 298

Age
<24 .66 .47 .75 219
25–54 .74 .56 .78 855
54+ .76 .60 .78 320

Education
<HS .63 .42 .78 143
HS/some college .69 .51 .77 919
Bachelors + .69 .56 .82 380

Income
<$15,000 .67 .50 .77 353
$15,000–29,999 .71 .49 .80 427
$30,000+ .71 .58 .80 468

Note: Variation in the total number for each
subsample is due to unreported data.
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are consistent among subgroups of course par-
ticipants. There are no statistically significant
differences in improvements on the basis of
sex, race, and income in the three outcome
measures. Although age is a factor that differ-
entiates the degree of positive effects, of the
four age groups examined (under 19, 19 to 24,
25 to 54, and 55 or over), all made significant
improvements in nutrition knowledge and be-
havior, and only those participants under 19
years of age did not gain in terms of positive
nutrition beliefs. Marital status and education
also affect the level of change. Nonetheless,
statistically significant and substantial im-
provements in nutrition knowledge, beliefs,
and behavior are found within each category
of these two variables. Our results show that
although sociodemographic variables have se-
lected influences on how much participants
gain from the course, they do not differentiate
to the extent that certain groups fail to im-
prove their nutrition knowledge, belief, or be-
havior after taking the course.6

One reservation must be noted here,
however. Participation in the ARC nutrition
course is, by design, voluntary. There is no

reason to expect that we could find the same
dramatic positive results with a group of par-
ticipants who had not been motivated to par-
ticipate in the course. Our reservations may,
however, be tempered by the fact that the rea-
sons for participating in a health-related Red
Cross class are extremely complex. Analysis
of open-ended responses illicited from course
participants indicates that though many of
the respondents decided to attend the course
to improve their own dietary behavior, others
were motivated to do so because the course
was job-related or provided an opportunity
for social interaction.

Are Positive Changes Sustained
Over Time?

Our third concern in evaluating a nutrition
education program relates to the longitudinal
effects of the intervention. Table 4 presents
the mean changes in nutrition knowledge,
beliefs, and behavior for the modified instru-
ments used in the telephone survey under-
taken approximately ten weeks after the
course was completed. Our analysis only in-

TABLE 3

Changes in Nutrition Knowledge, Beliefs, and Behavior: Immediate Effects
Participants Controls

Means Probability Means Probability
Scale (N = 883) S.D. Change (2-tailed) (N = 104) S.D. Change (2-tailed)

Knowledge
Baseline 8.91 3.24 1.96 .000 8.09 3.36 .10 NS
Posttest 10.87 3.24 8.19 3.14

Beliefs
Baseline 27.49 4.17 3.29 .000 26.82 3.67 –.10 NS
Posttest 30.78 4.38 26.72 3.70

Behavior
Baseline 36.00 7.76 5.05 .000 36.08 8.01 .94 NS
Posttest 41.05 7.10 37.02 7.91

Note: Possible ranges for each scale are: Nutrition knowledge, 0–15; Nutrition beliefs, 5–40; Nutrition
behavior, 5–55. It should be noted that the absolute degree of change cannot be compared across the
scales due to differences in the length and coding of the instruments. The probabilities are based on
individual T-tests.
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cludes participants who had been involved in
the follow-up telephone survey. Because we
wanted to acquire further information from
individuals who had, for some reason,
dropped the course, the attrition rate is re-
flected in the lower number of cases available
for analyses involving posttest responses.

The first two rows in Table 4 provide the
change when baseline and posttest scores are
compared. These changes are substantial and
significant for all three measures in a positive
direction. Thus, the outcome results for this
subsample of participants are consistent with
the full complement of participants. We ex-
pected a significant drop-off in the scores be-
tween the posttest and the telephone survey.
In the weeks that elapsed between the two
measurements, a great deal of information
and the motivation to change behavior could
be lost. Indeed, there is a significant reduction
in the score on the nutrition knowledge scale.
We can conclude that although participants
learn a great deal initially, a substantial pro-
portion of this new knowledge is lost soon af-
ter completing the course. In contrast,
although there is some loss in terms of posi-
tive beliefs, the deterioration is not statisti-
cally significant. What is, perhaps, most
surprising is the significant improvement in

TABLE 4

Telephone Survey Comparison: Follow-Up Effects
Knowledge Beliefs Behavior

N Means S.D. Change N Means S.D. Change N Means S.D. Change

Baseline to 147 5.11 1.80 .82* 136 16.62 3.05 2.53* 132 22.32 5.50 3.16*
posttest 5.93 1.50 19.15 2.98 25.48 4.82

Posttest to 147 5.93 1.50 -.24* 137 19.12 2.99 -0.41 132 25.56 4.79 1.07*
telephone 5.69 1.39 18.71 3.18 26.63 4.39

Baseline to 200 5.21 1.75 .48* 197 16.67 3.06 1.95* 193 21.84 5.49 4.49*
telephone 5.69 1.42 18.62 3.20 26.33 4.84

Note: Possible ranges for each scale are: Nutrition knowledge, 0–7; Nutrition beliefs, 5–25; Nutrition
behavior, 5–35. Because some of the original items were deleted in the telephone survey instruments,
these scores are not comparable to the change scores in Table 2.
*p < .05 based on individual T-tests.

the quality of behavior at the end of the ten
week period. Finally, looking at the compari-
son of the baseline and telephone responses in
the last two rows of Table 4, we can see that,
despite the drop in knowledge subsequent to
completion of the course, knowledge, belief,
and behavior improvements persist.7

We might speculate that the initial im-
provement in nutrition knowledge provides a
cognitive influence in the beliefs that partici-
pants have about good nutrition. Even after
the students lose some of their specific
knowledge, the improved beliefs are retained.
Perhaps behavioral changes become self-rein-
forcing elements in the participant’s lifestyle.

The Relationship of Cognitive,
Belief, and Behavioral Domains

Table 5 presents the correlations between
changes in the outcome domains for two data
sets. The first column of correlations shows
the changes between the baseline and the
posttest. The second column does the same
for the changes between the posttest and sub-
sequent telephone interview. These correla-
tions refer to change scores rather than the
actual scores on the scale themselves. For ex-
ample, the correlation of .21 between knowl-
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edge and belief means that the more a person
improves their knowledge between the
baseline and the posttest, the more they also
improved their beliefs.

The changes between the baseline and the
posttest are positively correlated across all
three domains. These correlations are modest,
but all are statistically significant. The more a
person improves his or her knowledge, the
more beliefs (r = .21; p ≤ .5) and behavior (r =
.15; p ≤ .5) also improve. Similarly, the more
one’s beliefs improve, the more one’s behavior
improves (r = .26; p ≤ .5).

Analyzing the pattern of these correla-
tions, we can see that changes in beliefs may
have a greater influence on improvements in
behavior (r = .26) than do changes in knowl-
edge alone (r = .15). Although both of these
correlations are statistically significant by
themselves, the difference between them does
not achieve statistical significance (p = .11,
one-tail). Therefore, we hesitate to generalize
these results beyond this particular data set.
Nonetheless, these results do suggest that
educational interventions should address
changing beliefs, along with providing rele-
vant knowledge. At the very least, these re-
sults emphasize that changing beliefs are an
important covariate of changing behavior.

Examining the correlations that appear
in the last column of Table 5 provides very
different results. These correlations reflect the
relationship between changes in knowledge,
beliefs, and behavior that occur from the
posttest to the subsequent telephone inter-
views. Earlier we demonstrated that behav-
iors continue to improve after the completion
of the course, whereas knowledge deterio-
rates significantly and beliefs deteriorate
somewhat, but not significantly. The fact that
none of these correlations is statistically sig-
nificant means that changes after the course
in one domain are independent of changes in
the two other domains. This is especially true
for nutrition behavior. Nutrition behavior
improves after the course, regardless of what

happens to the participant’s knowledge and
beliefs following the course. Thus, a subject
who forgets much of what is learned from the
course is nearly as likely to continue improv-
ing nutrition behavior as a person who re-
members all of the nutrition information and
belief material.

These results indicate that change in
knowledge and especially change in beliefs
are important to produce the initial changes
in behavior (baseline to posttest). Just as im-
portant, however, the maintenance and en-
hancement of improved nutrition behavior is
largely independent of how much of the
knowledge and belief information is retained
subsequent to the course.

Conclusions

At the beginning of this article we raised four
questions about the measurement of nutri-
tion outcome variables; what can be accom-
plished on a large and heterogeneous
population; the ability to sustain changes over
time; and the interdependence of changes in
cognitive, belief, and behavioral domains.

This study has the advantage of being a
formative evaluation. This allowed two sys-
tematic pretests of the measurement scales
prior to the actual implementation of the
evaluation. There is an additional advantage
in terms of having the opportunity to share
the empirical results of the pretest with the
program personnel and combine the empiri-

TABLE 5

Correlation of Changes in Nutrition
Knowledge, Belief, and Behavior Scales

Baseline Posttest to
to posttest telephone

Change (N = 883) (N = 134)

Knowledge/belief 0.21* –0.08
Knowledge/behavior 0.15* –0.10
Belief/behavior 0.26* –0.05
*p < .05.
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cal and expert opinions in developing the fi-
nal scales. Unfortunately, much evaluation
research will not have these advantages.

It was possible to develop a highly reli-
able scale to measure nutrition behavior. This
high reliability is consistent using the group-
administered long form of the questionnaire
(11 items) for the case of both the baseline
and the posttest in both the treatment group
and in the control group. The long-form re-
sult is also consistent with the short form of
the scale (7 items) used in the telephone in-
terviews. This consistency is evident, even
though fewer items were used and the
method of measurement was changed from
group-administered to telephone interview.

Beliefs are consistently problematic. The
reliability for the control group is poor. Inter-
estingly, for the experimental group there is
improvement in the reliability between the
baseline and the posttest and even more im-
provement moving from the posttest to the
telephone survey. Perhaps there is a tendency
to organize one’s beliefs about nutrition as a
result of the course. Thus, the respondent’s
nutrition beliefs not only improve but become
more integrated due to the systematic expo-
sure to nutrition information in the course.

Knowledge is reliable, but the reliability
appears to drop off on the telephone follow-
up. Perhaps this is because knowledge is the
most likely of the three domains to deterio-
rate after the course is completed. Thus, nu-
trition knowledge not only deteriorates, but
the integration of that knowledge in a coher-
ent fashion also drops off.

A general conclusion regarding the reli-
ability of the scales is that it is possible to de-
velop reasonably reliable sales even though
we are applying them to a heterogeneous
population and using different methods to
administer them. Impressively, the telephone
interviews do nearly as well as the group ad-
ministered questionnaire method even
though the telephone interviews have fewer
items in the scales.

The second major question concerns the
ability to produce changes in a broad audi-
ence. Our results show that progress is sub-
stantial with a diverse population. However,
as we have dealt with a volunteer population,
we do not know if such impressive improve-
ments in knowledge, belief, and behavior are
possible with a less motivated, nonvoluntary
population.

The third issue concerns the ability to
sustain changes over time. What happens af-
ter the course was completed? As our results
show, there is a significant deterioration in
nutrition knowledge, a slight (nonsignifi-
cant) decrease in the quality of beliefs, and an
actual improvement in nutrition behavior af-
ter the course is completed.

Although we had hoped behavior would
be sustained after the course, we were sur-
prised that it actually improved significantly.
One possible explanation for this improve-
ment can be gained by examining some of the
classic studies conducted by social psycholo-
gists on the effect of fear on changes in atti-
tudes and behavior. Leventhal (1980) reports
great inconsistency in the results of the use of
fear in change programs. He suggests that fear
produces two possible effects. One of these is a
realistic fear that can be controlled by directed
changes in behavior. Thus, when people are
scared and are told what specific behavior will
mitigate this fear, they are likely to change
their behavior dramatically.

The nutrition course did not intend to
produce high levels of fear among the partici-
pants. Still, the substantial changes in knowl-
edge and beliefs could be expected to make
people fearful of practicing poor nutrition
behavior. On the other hand, proper nutri-
tion conduct could be expected to give a very
positive feeling because it mitigates concerns
developed because of the improved knowl-
edge and beliefs.

This argument means that proper dietary
behavior may become a self-reinforcing be-
havior. For example, proper diet makes
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people feel good because they do not need to
be concerned about their health (at least as
far as nutrition is a health issue). Even after
the participant forgets some of the details
they learned in the course, the good feeling
associated with proper nutrition behavior re-
tains its self-reinforcing property and contin-
ues to improve.

If this argument is valid, then the findings
have far-reaching implications for change pro-
grams. The creation of moderate levels of fear
based on improved knowledge and beliefs
combined with clear guidelines on specific be-
havior to control such fear can make the be-
havior self-reinforcing. Once the behavior
becomes self-reinforcing, it can continue to
improve long after the completion of the inter-
vention and in spite of a deterioration in the
level of specific knowledge and beliefs.

The final major issue of this article is the
relationship among the three domains (cogni-
tive, belief, and behavioral) of nutrition. Some
interventions focus on only one or two of
these domains, however, we have demon-
strated that all three are interrelated. In par-
ticular, positive beliefs appear to be even more
important improvement than knowledge as a
prescursor of changes in behavior. Although
changes in knowledge and beliefs are influen-
tial on changes in behavior as a result of the
course, postcourse changes (drop-off) in be-
liefs and knowledge are not associated with
changes in behavior. This is further evidence
that nutrition behavior can become self-rein-
forcing after the completion of the course.

Notes

1. This article reports only selected findings
from the field test, which included a
more comprehensive analysis of the
relationship between participant
attributes, program delivery variables,
(e.g., instructor training and experience)
exogenous factors, and a variety of
program outcomes, such as attendance,

extent of involvement, level of difficulty
of the course, and participant
satisfaction with course content,
materials, and teaching strategies. A
description of the evaluation model and
results of the analysis have been reported
elsewhere (Edwards, 1984; Edwards et
al., 1983a; Edwards et al., 1983b). Data
from two additional field test surveys
directed to course instructors and
chapter administrators are not included
in this analysis.

2.  For example, gender: female (88%); age:
<25 years (16%); 25–34 (24%); 35–54
(39%); 55+ (21%); marital status:
married (54%), single (25%), divorced/
widowed (21%); ethnicity: white (77%),
black (17%), Hispanic (4%), other (2%);
household income: <$15,000 (28%);
$15,000–34,999 (44%); $35+ (28%);
employment status; full time (43%), part
time (15%), not employed (42%);
education <high school (10%), high
school graduate (28%), some college
(36%), college graduate (26%).

3. There are no statistically significant
differences among the baseline sample
and telephone respondents in terms of
sex, age, educational attainment, income,
race, marital status, mean household
size, or participant’s perception of their
personal health status.

4. To illustrate, an objective of session 3 was
to clarify knowledge of health problems
related to excess sugar consumption and
suggest strategies for reducing sugar in
the diet. Examples of survey questions
used to measure this objective within
each outcome domain are shown below.

Knowledge: The most common disease in
the United States related to excessive
sugar consumption is:

(1) diabetes

(2) tooth decay

(3) obesity
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(4) cirrhosis

(5) gastrointestinal disorders

Beliefs: Honey and molasses are better
for you than table sugar (strongly
disagree, disagree, undirected, agree,
strongly agree).

Behavior: (I) eat fruits canned in their
own juice without sugar added rather
than fruits canned in syrup (never,
rarely, sometimes, usually, always).

The complete sets of scale items can
be obtained from the authors.

5. Analysis of the effects of the course
showed that sociodemographic factors
explained only a small proportion of the
variance on those outcome measures
(Edwards et al., 1983a).

6. Multivariate analyses of the effect of
process and participant perception
variables (e.g., extent to which the course
design was followed, team versus
individual instruction and participant
assessments of course content, activities,
length, difficulty, and quality of
instruction) on the three outcome
domains are reported elsewhere
(Edwards, 1984; Edwards et al., 1983a).

7. Because 25% of the telephone sample had
dropped the course, these results may
underestimate the longer range positive
effects of the intervention for participants
who attended most of the course.
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Explanation and Critique

The first thing a student is likely to say on
reading the Edwards, Acock, and Johnston
article is this: “This is not an example of the
one-group pretest-posttest design; it had a
comparison group. It is really a quasi-experi-
mental design.” But is it? Look at the article an-
other way.

Assume that you are taking a course in
program evaluation at American University
and Professor Felbinger is your instructor.
Down the hall from you is a class in astro-
physics. Professor Felbinger decides to find
out how much you learn about evaluation
research in the course, so she gives you a
comprehensive 200-question multiple choice
test on evaluation research on the first day of
class. The class performs miserably. She gives
you the same test on the last day of class and
you all do quite well. She also gives the same
test on the first and last days of class to the

physics students. They perform miserably on
both the pretest and the posttest. Has the use
of a comparison group—the physics stu-
dents—somehow magically transformed
Professor Felbinger’s evaluation from a re-
flexive design to a quasi-experimental design?
Of course it has not. There is no reason in the
world to expect that the population in gen-
eral, including physics students, would show
a statistically significant increase in their
knowledge of program evaluation practices
during the course of a semester.

Remember, when identifying a compari-
son group, to carefully match characteristics of
the comparison group with those in the ex-
perimental group. If, for example, your experi-
mental group consists of cities, make the
matches on the basis of similar size, revenue
base, services delivered, and so forth. Select
groups of people on normal demographic
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variables so that the groups are similar in all
possible relevant respects except the treatment.
In the Edwards, Acock, and Johnston article,
there is no reason to expect that a comparison
group of individuals attending other Red
Cross courses (e.g., life saving) would either be
similar in relevant respects to those interested
in nutrition training or would show a statisti-
cally significant improvement in their knowl-
edge of nutrition during the time frame that
the nutrition course was being offered. One
might call this the use of a pseudo-control
group—at most, it controls for the effects of
history. It certainly is not a systematically cho-
sen comparison group.

In reality the Edwards, Acock, and
Johnston article presents an example of the
one-group pretest-posttest design. Volunteers
for a “Better Eating for Better Health” course
consisting of six two-hour modules (pre-
sented over a period ranging from two to six
weeks) were tested at three points: before the
beginning of the course, immediately after
the last session of the course, and approxi-
mately ten weeks later. The results showed a
statistically significant change in knowledge,
beliefs, and behavior (table 3 of the article).
Pretty simple, is it not? There is no reason to
expect that exogenous factors caused these
changes, nor is there any reason to cloud up a
simple (and appropriate) design with a pre-
tense of elegance.

The article can be criticized from the
standpoint of the comparison group, but the
evaluation has its strengths. In particular, the
authors handled the problem of measuring
the outcome of their nutritional education
program very well. They were careful in the
selection of their measurement items and
took the time to compute reliability coeffi-
cients. They also examined reliabilities for
knowledge, belief, and behavior scales by
gender, race, age, education, and income.

Their analysis indicated significant
changes in participants’ knowledge, belief,
and behavior as a result of the course. Fur-

thermore, there were no significant improve-
ments based on gender, race, or income. Age,
marital status, and education, however, did
affect the level of change.

Edwards, Acock, and Johnson were quite
thorough in this evaluation in that they were
also interested in how well the results held up
over time. To test this, they used a telephone
survey of participants ten weeks after the
course was completed—expecting a signifi-
cant drop in the scores between the original
program posttest and the telephone survey.
They found a significant reduction in the score
on the nutrition knowledge scale, a smaller re-
duction in terms of positive beliefs (the dete-
rioration was not statistically significant),
and a significant improvement in the quality
of nutrition behavior at the end of the ten
weeks. Thus, despite a drop in knowledge,
changes in belief and behavior brought about
by the course persist. The authors conclude:

The creation of moderate levels of fear
based on improved knowledge and beliefs
combined [emphasis in original] with
clear guidelines on specific behavior to
control such fear can make the behavior
self-reinforcing. Once the behavior be-
comes self-reinforcing, it can continue to
improve long after the completion of the
intervention and in spite of a deteriora-
tion in the level of specific knowledge and
beliefs.

Without the second posttest, such conclu-
sions would never have been possible.
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The second type of reflexive design that we
discuss is the time-series design. Although
this design is a significant improvement over
the one-group pretest-posttest design, it is still
in the reflexive category, although some, such
as David Nachmias, consider the time- series
design to be quasi-experimental (Nachmias
1979, 57). This design is often referred to as a
single interrupted time-series design, as the
implementation of the program acts to inter-
rupt the prevailing time-series. The impact of
the interruption is interpreted as program-
matic impact. The simple time-series design is
shown in table 12.1.

Time-series designs are useful when
preprogram and postprogram measures are
available on a number of occasions before and
after the implementation of a program. The
design thus compares actual postprogram data
with projections drawn from the pre-
program period.

The design is useful when adequate his-
torical data are available (e.g., numerous data
points) and when there appears to be an un-
derlying trend in the data—that is, the data
are fairly stable and not subject to wild fluc-
tuations. Crime or accident statistics are good
examples of data that are adaptable to the use
of the time-series design. Finally, a simple
time-series design is considered appropriate
when no other rival explanations of the effect
can be entertained. In the following article, “A
Little Pregnant: The Impact of Rent Control
in San Francisco,” Edward Goetz uses the
simple, interrupted time-series design to esti-
mate whether the introduction of rent con-
trol had an impact on the construction of
multifamily residences and the subsequent
rents as advertised in local newspapers.

CHAPTER 12

The Simple Time-Series Design

TABLE 12.1

The Simple Time-Series Design

Before After
Group E O1O2O3 X O4O5O6

Supplementary Readings

Judd, Charles M., and David A. Kenny. 1981.
Estimating the Effects of Social Interventions.
Cambridge, England:  Cambridge University
Press, chap. 7.

Mohr, Lawrence B. 1988. Impact Analysis for
Program Evaluation. Chicago:  Dorsey, chap. 9.
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AUTHOR’S NOTE: I would like to thank Roger
Herrera of the San Francisco City Planning De-
partment and Mara Sidney of the University of
Minnesota for their assistance in the collection of
the data.

Rent control is an issue about which land-
lords, tenants, developers, and policy analysts
are often passionate. It has been compared to
a nuclear blast in slow motion by one econo-
mist (cited in Gilderbloom and Applebaum
1987). Another wrote, “next to bombing, rent
control seems in many cases to be the most
effective technique so far known for destroy-
ing cities” (Lindbeck 1972, 9). Yet, rent con-
trol remains popular with tenants’ groups
and low-income-housing advocates as a
means of preserving affordable housing,
averting rent gouging, and mediating run-
away inflation in housing.

The claims made against rent control are
many (see Gilderbloom 1981 for a list). Among
the alleged negative effects are depression in the
construction of multifamily-housing units
(Phillips 1974; Sternlieb 1974; Lett 1976), de-
cline in the maintenance of the housing stock
(Kain 1975; Kiefer 1980; Lowry 1970; Rydenfelt

A Little Pregnant
The Impact of Rent Control in San Francisco

Edward G. Goetz
University of Minnestoa

The author uses an interrupted time series analysis to evaluate the housing market effects of
moderate rent control in San Francisco. Using data on multifamily-housing construction and
rent levels from 1960 to 1991, the analysis shows that rent control did not inhibit the develop-
ment of new multifamily housing. In fact, the rate of multifamily-housing production has increased
more rapidly after the program’s initiation. Additionally, the analysis shows that rents for adver-
tised units in San Francisco have significantly risen after the implementation of rent control.

READING

1972; Moorhouse 1972), greater levels of aban-
donment and demolition (Salins 1980; Lowry,
DeSalvo, and Woodfill 1971; Phillips 1974;
Sternlieb 1974), stagnation or decline in the lo-
cal property tax base (Laverty 1976; Sternlieb
1974), and more recently (and more apocalyp-
tically), homelessness (Tucker 1990). At the
same time, a growing number of analyses show
none of these adverse impacts (see, e.g.,
Gilderbloom 1981; Bartelt and Lawson 1982;
Applebaum et al. 1991).

In this research note, I will use San Fran-
cisco as a case example to look at two issues:
(1) whether rent control depressed the multi-
family home-building market and (2) whether
rent control had an impact on advertised rent
levels. I use a time series statistical approach to
analyze the empirical connection between rent
control and these market effects.

Moderate Rent Control and
Market Effects

San Francisco adopted rent control in 1979.
An extremely heated housing market, low va-
cancy rates, highly publicized rent increases by
large landlords, and a mounting campaign on
the part of tenant groups to enact tough rent
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control through the initiative process com-
bined to persuade the board of supervisors to
adopt their own, less strict form of rent con-
trol in June 1979 (see Hartman 1984, 236–45).
The program has been in place continuously
since then, with only minor modifications in
the method of determining allowable rent in-
creases. The program in San Francisco applies
to all housing units, including single-family
homes and condominiums, except those in
buildings with four units or less in which the
owner has lived for more than six months,
units exempted through a special appeals pro-
cess, and units constructed after June 1979,
when the program was initiated.

The exemption for new construction,
along with vacancy decontrol, which allows
owners to raise rents to market level when
apartments become vacant, makes the San
Francisco program an example of moderate
rent control (Gilderbloom 1981). Because of
the special treatment of newly constructed
units and vacated units, such programs can be
expected to have little negative impact on the
development of multifamily units and no
dampening effect on rents for advertised units.
On the other hand, Sternlieb (1981, 145) ar-
gued that “the term ‘moderate rent control’ is
in the same dubious league as ‘a little inflation’
or ‘a little pregnancy,’” suggesting that all rent-
control programs will have uniformly negative
effects on multifamily-housing construction.
In the following analysis, I will use data from
San Francisco to examine this issue.

Data

Data on the number of multifamily-housing
units constructed in San Francisco were com-
piled from city records (Department of City
Planning 1992).1 Multifamily housing was
defined as units in structures with two or
more units. Although it is true that not all of
these multifamily units are rental or that all
single-family units are owner-occupied, con-

struction figures broken down by tenure are
not available. The correlation between hous-
ing structure and tenure is significant enough
to justify the analysis. Figure 1 shows the pat-
tern of multifamily home building in San
Francisco from 1960 to 1992.

The figures for 1960 to 1966 are approxi-
mated. Figures from the city and county of
San Francisco do not give the annual amount
for these years, although totals broken down
by building size are available for the entire
seven-year period. The ratio of single- to
multifamily units for the entire seven-year
period was used to estimate multifamily-
housing production on an annual basis. It
was assumed that the ratio of single- to mul-
tifamily housing for the seven-year period
was matched for each individual year.

The vertical line in the graph marks the
adoption of rent control in San Francisco in
1979. My hypothesis is that rent control will
have no negative effect on the rate of multi-
family-housing construction. The data seem
to indicate this is the case. There was a sig-
nificant drop in production during the late
1960s, a slight recovery during the mid-
1970s, another trough through the late 1970s
and early 1980s, and a final rebound from
1984 to 1992. The decade of the 1970s saw a
heavy migration into the city that put ex-
treme pressure on the local housing market
(Hartman 1984). The city also experienced
huge levels of downtown commercial devel-
opment between 1970 and 1985 that at-
tracted new residents (DeLeon 1992).
Housing production did not keep pace with
population growth during the 1970s, and af-
ter the construction market bottomed out
completely during the recession of 1981–
1982, there was enormous built-up pressure
for housing production.

Data on rents in San Francisco were col-
lected for each year from 1960 to 1991. List-
ings of two-bedroom apartments in the San
Francisco Chronicle were surveyed, using the
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first Sunday in March for each year. Median
rents for each year were computed and then
adjusted for inflation. It is important to note
that these rent figures are for apartments that
are vacant. They do not reflect rents paid by
tenants remaining in their units. In the analy-
sis, I use the inflation-adjusted median-rent
figures. Figure 2 shows the pattern of change
for the median rent in San Francisco during
this period.

Figure 2 shows a steady increase in rents,
even when adjusting for the effects of infla-
tion. The graph seems to indicate a higher
upward slope in rents after adoption of rent
control in 1979.

Analysis

Multifamily-Unit Construction

Time-series equations were estimated to de-
termine the impact of rent control on multi-
family-housing construction and rent levels
in San Francisco. The initial equation esti-
mated for each dependent variable was

Yt = b0 + b1X1t + b2X2t + b3X3t + et,

where Yt = number of time-series observations
of the dependent variable (either multifamily-
housing unit completions [N = 32] or median
rent [N = 31]); X1t = a time counter from 1 to

31; X2t = a dummy variable coded 0 for those
years before adoption of rent control and 1 for
years following adoption; X3t = a dummy vari-
able scored 0 for years before adoption of rent
control and 1, 2, 3 … for years after adoption
of the program; and et = the error term.

In this simple interrupted time series
model, X1 can be interpreted as the slope or
trend in the dependent variable prior to the
intervention, X2 is a measure of the change in
the intercept or level of the dependent vari-
able attributable to the intervention, and X3 is
the change in the slope or trend of the depen-
dent variable that was due to the intervention
(Lewis-Beck 1986).

Equation 1 is

MFUt = 2751.9 – 80.49X1t – 670.3X2t + 194.9X3t + et

(8.7*) (–2.9*) (–1.4) (3.4*)
R2 = .42 N = 32 D–W = .86

where MFUt indicates annual multifamily-
housing-unit construction levels for the years
1960 to 1991; the figures in parentheses indi-
cate t-ratios; * indicates t-ratio significant at
the p < .05 level; D–W is the Durbin Watson
statistic.

The data show a statistically significant
downward trend in multifamily-housing con-
struction of 80 units per year in San Francisco
prior to the adoption of rent control
(-80.49X1t). The coefficient for the change in in-

FIGURE 1

Multifamily Housing Units Constructed in
San Francisco, 1960–1991

FIGURE 2

Median Rents, San Francisco, 1960–1990
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tercept (670.3) is statistically insignificant. Fi-
nally, the coefficient for X3t (194.9) indicates a
statistically significant change in the trend of
multifamily-housing completions in San Fran-
cisco. The post-rent-control period saw a
greater upward trend in production than did
the period before adoption of the program.
This effect is clearly related to the relatively high
levels of production in the city during the early
1960s. Yet, the data conclusively show that mod-
erate rent control did not suppress multifamily-
housing production.2

Equation 1 was rerun with two additional
variables. The number of housing units com-
pleted in the entire western region of the
United States was included as a measure of the
strength of the construction industry. This
measure was statistically insignificant in the
equation and significantly reduced the effi-
ciency of the overall equation, so it was
dropped. The same results were produced
when the average prime lending rate for each
year was added to the equation to account for
the state of the lending market. Given the lack
of explanatory power of these variables, the
simple interrupted time series was used.

Sternlieb (1981) suggested that the pro-
duction effects of rent control are likely to be
lagged a number of years, taking into account
the long pipeline for most housing develop-
ments. Equation 1 was rerun with variables
X2 and X3 lagged up to three years. No change
in the results occurred.

The Durbin-Watson statistic indicates a
problem with autocorrelation. Adjustments to
the data were made to remove the
autocorrelation of the error terms (Lewis-Beck
1986) and the equation was rerun.3 The ad-
justed equation confirms the earlier results.

Equation 2 is

MFUt = 1584.5 - 140.3X1t - 208.7X2t + 245.0X3t + et

(5.2*) (-2.7*) (-.37) (2.5*)

R2 = .26 N = 31

The downward trend in production prior
to rent control remains significant (a decline

of 140 units per year). The reduction in the
mean number of units produced after the
program was initiated (208.7) is statistically
insignificant. Finally, the change in the trend
in production is positive and statistically
significant, the coefficient showing an in-
crease in the rate of construction of 245 units
after rent control was initiated. These find-
ings demonstrate quite clearly that moderate
rent control did not have a negative effect on
the production of multifamily units in San
Francisco.

Rent Levels

Equation 3 is

MDRt = 470.7 + 4.76X1t – 35.7X2t + 13.94X3t + et

(24.3*) (2.80*) (1.16) (3.7*)
R2 = .89 N = 31 D–W = 1.12

where MDRt indicates the median advertised
rent for two-bedroom apartments as listed on
the first Sunday in March for the years 1960
to 1991; the figures in parentheses indicate t-
ratios; * indicates t-ratio significant at the p <
.05 level; and D–W is the Durbin Watson sta-
tistic.

This equation indicates a steady and sig-
nificant upward trend in rents during the
pre-rent-control period (4.761t), followed by
a significantly accelerated rate of increase af-
ter adoption of rent control. The coefficient
for X2t is statistically insignificant, suggesting
virtually no change in the intercept at the in-
tervention point.

The Durbin-Watson statistic indicates
trouble with autocorrelation, however. The
model was rerun in the manner previously
described. The resulting equation is similar to
Equation 3 in all respects except that the co-
efficient for X1t falls below the level for statis-
tical significance. The data nevertheless
suggest that there has been a significant
change in the rate of rent increases (15.82X3t,
p < .05) since the adoption of moderate rent
control in San Francisco.
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Equation 4 is

MDRt = 288.2 + 3.03X1t + 40.6X2t + 15.82X3t + et

(14.3*) (1.09) (1.11) (2.90*)

R2 = .77 N = 30

A Little Pregnant in
San Francisco

The findings suggest that it is, indeed, possible
to be a little pregnant with rent control. That is,
the particular form that rent-control programs
take can have consequence for market out-
comes. The evidence indicates that moderate
rent control in San Francisco did not have an
inhibiting effect on the production of multi-
family units in the city as critics of rent control
would predict. Vacancy decontrol has produced
its own market effect as well. The data pre-
sented here indicate that rent levels for adver-
tised units increased over the entire period from
1960 to 1991, even when adjusting for inflation.
Furthermore, the increase in rent levels was sig-
nificantly greater after adoption of the rent or-
dinance. The moderate form of rent control
operated in San Francisco, therefore, does not
protect a newcomer to the housing market or
protect those who choose, or are forced by any
circumstance, to move. For rent-control advo-
cates, this clearly mitigates the positive impact
the program presumably has on maintaining
lower rents in occupied units. The vacancy-
decontrol clause in the San Francisco program
has clearly provided landlords and manage-
ment companies the opportunity to inflate
rents on unoccupied units. Rent-control advo-
cates and opponents of vacancy decontrol sug-
gest that these circumstances lead to an
incentive for landlords to evict long-term resi-
dents to bring rents up to market levels. Though
this analysis provides no data on this question,
it does suggest the logic is sound.

Notes

1. This document contained figures dating
to 1982. Previous figures were obtained

from earlier such documents. Figures
back to 1960 were obtained from Roger
Herrera, planner, city of San Francisco.

2.  The very high levels of multifamily-
housing production in the early 1960s are
important to the regression findings.
These years are the estimated figures
described earlier. Multifamily-housing
production for each year between 1960
and 1966 was set at 84% of the total
housing production, matching the
percentage for the entire seven-year
period. In most years, multifamily-
housing production was an even greater
proportion of total production. In fact,
multifamily housing as a percentage of all
housing built in San Francisco has
exceeded 84% in 8 of the 12 post-rent-
control years. It is highly unlikely,
therefore, that the method used to
estimate annual multifamily-housing
production from 1960 to 1966 resulted in
overinflated figures.

3. The autocorrelation coefficient, p, was
estimated for the equation and then each
variable in the equation was adjusted by
the following equation, X = Xt - pXt-1

(Lewis-Beck 1986).
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Explanation and Critique

In this study Goetz uses the interrupted time-
series design to estimate the impact of rent
control in the case of San Francisco. Earlier
studies had demonstrated mixed results, and
Goetz was interested in determining whether
the San Francisco model of rent control,
“mild” (as in being a little pregnant) as op-
posed to “full blown” rent control, supported
earlier findings or was a case unto itself. The
“interruption” is the adoption of rent control
as indicated in figures 1 and 2 of the article.

The first dependent variable examined is
the number of multifamily units constructed
each year for the 32 years between 1960 and
1991. The data for the number of multifamily

units constructed between 1960 and 1966 are
estimations that Goetz infers are conservative
based on actual figures in the post–rent con-
trol period (see footnote 2 in article). The in-
dependent variables include two time
counters, one that measures the passage of
time throughout the 32 years from 0 to 31
and one that reflects the time subsequent to
the adoption of rent control. The other inde-
pendent variable, referred to as a “dummy”
variable (chapter 3), takes on the value of “0”
during the pre–rent control period and “1”
for the post–rent control period.

On the basis of the time-series equations,
Goetz concludes that the number of multi-
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family units constructed went down even
prior to the adoption of rent control (b =
–0.49) and increased after rent control was in
place. Although this finding is verified visu-
ally (see below), that is not the literal inter-
pretation of the coefficient. As indicated in
chapter 3, the coefficient is interpreted that as
the value of X increases one unit, the value of
Y changes in the direction of the sign by  “b-
units” of Y. Therefore, the number of units
constructed goes down generally as time
passes, even though it “appears” to increase
after the adoption of rent control. Separate
equations pooling the pre- and post-inter-
vention years would demonstrate what we see
visually. The postintervention effect is ad-
equately demonstrated by the impact of the
final count variable, which measures the
postintervention impact. We do agree,
though, that because the coefficient for the
dummy variable indicating the change to rent
control was insignificant, rent control itself
had no impact. These findings remain con-
sistent even when controlling for auto-
correlation (equation 2 in article).

Let us assess these findings visually by look-
ing at Goetz’s figure 1. It is clear that there was a
drop-off of constructed units after the high pro-
ductivity of the 1990–1996 period. Coinciden-
tally, this productive period was the one for
which the number was estimated by Goetz. Al-
though we do not have any problem with how he
arrived at the estimates, we do have some con-
cerns regarding how appropriate the application
of a linear statistic is with data that do not exhibit
a linear trend. Regression-based estimates are ad-
versely affected by wide fluctuations as shown in
the pre–rent control period. Oftentimes these
fluctuations are “smoothed” out by using three-
year moving averages, for example. The series for
the post–rent control period does not exhibit
such fluctuations and appears to be indicative of
a trend.

The third and fourth equations estimate
the impact of rent control on the median ad-

vertised rents for two-bedroom apartments.
Recall that the effect of mild rent control is
that newly constructed dwellings and new resi-
dents of heretofore rent-controlled units were
not covered by the controls. Goetz finds that
although rents were increasing before the in-
stitution of controls, the increases were signifi-
cantly accelerated in the post–rent control
period. This trend is clearly visible from figure
2 in the article. Moreover, since there are not
extreme cases as in the first two equations, the
interpretation of the coefficients is reasonable.

In the introduction to this chapter, we
pointed out that the use of interrupted time-
series designs is appropriate when no other
rival explanations of the effect can be demon-
strated. Here, Goetz acknowledges that other
factors might be operating; however, it may
be useful to point some of them out clearly.
First, the decrease in the number of multi-
family housing units in the pre–rent control
era is dominated by the extreme cases of the
period before 1966. If the time-series began
in 1966, there actually appears to be an in-
crease in the trend concomitant with the in-
creased migration to San Francisco to which
Goetz alludes. The decrease begins during a
period of high inflation in the second half of
the 1970s and bottoms out during the height
of the recession of the early 1980s. These are
rival hypotheses that seem to make sense.

In terms of the median rent increases
during the post–rent control era, there are
some items to be reconsidered. Recall that the
rents that are not covered by the controls are
those of new units and for new residents in
previously rent-controlled dwellings. It
makes sense that landlords would want to in-
crease rents in tighter markets (which San
Francisco was experiencing), and also to
make up lost earnings due to rent control by
raising the rents of new residents. What is not
measured here is the overall impact on rent-
ers—both new and those under rent-control
restrictions. Certainly, rent control had a
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positive impact on those who continued to
live in rent-controlled units. Therefore, there
may be more of an impact than this evalua-
tion suggests, albeit for only a subset of the
renting population.

Once again, use of the single interrupted
time-series design is justifiable in cases where
no rival hypotheses could be entertained to
produce the observed impact. The classic
study in this regard was Robert Albritton’s
(1978) study of the impact of a permanent
federal program to eradicate measles in the
school-age population in 1966. Finding that
the program had a substantial impact that
continued over time, Albritton sought rival ex-
planations for the impact. Because the number
of school children had not declined and the
impact remained even when statistically con-
trolling for the private use of measles vaccine,
he concluded that the impact of the program
was real. Even though the federal program re-

quired improved measles reporting proce-
dures, thus increasing reported incidence, the
impact remained. Albritton pointed out that
this attenuated his estimates of the impact.
Therefore, in reality, the impact was even
greater than that estimated. No rival hypoth-
esis could possibly explain the impact. There-
fore, when considering the results of this and
any type of evaluation design, question
whether any rival hypotheses could be intro-
duced to falsify the findings.
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The preceding parts of this book discussed
the various methodologies for assessing the
impact of a program or treatment. These ex-
perimental, quasi-experimental, and reflexive
designs answer the fundamental question
“Do these programs work as intended?” Cost-
benefit and cost-effectiveness analyses move
the process one step further by asking the
questions  “Is this program worth it?” and
“How much do constituents receive as a re-
sult of the program?” Cost-benefit and cost-
effectiveness analyses are thus not evaluation
designs but are processes that use evaluation
designs to evaluate outcomes.

Before examining cost-benefit and cost-
effectiveness cases, it is first necessary to dis-
tinguish between the two. Each has the
common purpose of examining the resources
required (cost) in relation to the desired
outcome (efficiency and/or benefits). The pri-
mary distinction between these two tech-
niques is in how the benefits are valued. In
cost-benefit analysis, all potential benefits are
described in numerical terms (usually dollars).
In cost-effectiveness analysis, however, ben-
efits gained are usually measured in non-
monetary units (Pike and Piercy 1990, 375).

The designs described here and earlier
can be (and are) used in tandem to evaluate

the impact of programs. It makes little sense
to estimate the financial benefits of a program
that had no impact; the benefits did not exist.
Likewise, it is important for decision makers
to know which of competing programs work
or have the greatest impact. If the costs to op-
erate the best program are prohibitive, how-
ever, it would be more politically and fiscally
responsible to offer a program with slightly
less estimated impact that a political unit
could afford than to offer no program at all.

Cost-benefit and cost-effectiveness mea-
sures are relative; it is sometimes difficult to
interpret them outside of the evaluation site.
One way to evaluate the measures, however, is
to compare them with some established stan-
dard. Service-level standards, or goals, are of-
ten published by professional associations
(e.g., the International City/County Manage-
ment Association, the National Education As-
sociation, the American Library Association).
For instance, the American Library Associa-
tion publishes circulation and holdings goals
by type of library and population characteris-
tics of the catchment area. Peter Rossi and
Howard Freeman call such goals “generic
controls” (1985, 279–82). Care should be
taken in determining the difference between
a well-established norm and professional ag-
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grandizement. In the absence of established
norms, researchers may wish to compare
their results with those from similar studies
to know if they are “in the ballpark.” Finally,
they can use others’ results to predict out-
comes in their own evaluations.

The applications of cost-benefit and cost-
effectiveness analysis are not confined to
overtly political realms such as city councils
and state legislatures. These tools are useful in
such nonprofit realms as hospital and psychi-
atric settings. They can even be useful in the
private sector where maximizing corporate
profit while maintaining product and service
integrity is important. The following two
chapters provide examples of these two meth-
ods, which differ in assumption, problems,
and utility. As with other designs, the appro-

priateness of either method depends on the
questions the evaluation client needs an-
swered and the constraints of the available
data.
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CHAPTER 13

Cost-Benefit Analysis

Cost-benefit analysis is an intuitively easy
process to conceptualize and appreciate. One
gathers all the costs of providing a good or
service and weighs those costs against the
dollar value of all the subsequent benefits
provided by the good or service. If the ben-
efits outweigh the costs, the good or service
should be continued; if the costs of providing
the service exceed the benefits obtained, the
service should be terminated. All decision
makers can relate to break-even points. Pri-
vate-sector managers wish benefits (i.e.,
profit) to far exceed costs, whereas public-
sector managers hope at least to break even.

This is not to say that public-sector man-
agers never attempt to economize or provide
efficient services. The nature of governmental
involvement has been historically to provide
“collective goods”—those for which exclu-
sion is infeasible and joint consumption pos-
sible. The private market has no incentive to
provide collective goods through normal
market structures because they cannot make
a profit by doing so. Therefore, government
must get involved to provide these services
(for a discussion, see Savas 2000).

However simplistic this analysis seems
conceptually, the actual adding up of costs

and benefits is anything but simple. First you
must list all the costs and all the benefits asso-
ciated with a program. Do you include only
the costs to a particular agency when more
than one agency supports the program? How
do you apportion overhead costs? What
about the costs of in-kind contributions? And
as for benefits, do you consider short-term
benefits or long-term benefits, or both? How
do you divide programmatic benefits when a
recipient participates in several related pro-
grams (e.g., general assistance, job training,
child nutrition, and subsidized day care)?
Once these costs and benefits are delineated,
how do you attach a dollar amount to the nu-
merator or denominator? What is the dollar
value of one nonhungry child or the deter-
rent effect of keeping one child out of the ju-
venile justice system?

These are not easy questions. Yet these
are the very questions confronted by any re-
searcher involved in cost-benefit analysis. A
fundamental assumption of this design is
that the researcher is able to assign dollar val-
ues to both the numerator and denominator.
Typically, costs are easier to assign than ben-
efits. Some impacts of programs occur in-
stantaneously, some over time, and some
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extinguish quickly, whereas others deteriorate
over time. When determining benefits, the
researcher must be aware of the expected im-
pact and judge benefits accordingly. This is
not often an easy task.

When you can make such assignments,
cost-benefit analysis becomes a very strong
tool to assist decision making—especially
when you can make comparisons among
competing programs or the ways service is
delivered. However, some major ethical con-
siderations come into play when interpreting
cost-benefit ratios. Should interpretation
and utilization of the ratios be taken liter-
ally? Should you abolish a program merely
on the basis of the cost-benefit result? If so,
you can understand why researchers must be
extremely careful in parceling out costs and
benefits. Moreover, what role must govern-
ment play in parceling basic social services?
If there were positive benefit-to-cost ratios
in all social programs, would not the market-
place step in to provide such services? Would

strict attention to cost-benefit ratios nail the
lid on the coffin of the delivery of social ser-
vices?

“The Costs and Benefits of Title XX and
Title XIX Family Planning Services in Texas,”
by David Malitz, is an excellent example of a
careful, well-conceived cost-benefit analysis.
Notice that Malitz is in a precarious position
with regard to estimating benefits. The ben-
efits are actually negative costs (expenditures)
not incurred as a result of the estimated im-
pact of the program. He cannot directly mea-
sure the benefits because the benefits are the
consequences of averted pregnancies!

Malitz’s article refers to the Title XIX and
Title XX amendments to the Social Security
Act. Title XIX refers primarily to Medicaid
services (health care) for low-income people.
Title XX provides health care and social ser-
vice assistance (subsidized day care, maternal
health and family planning, home health
care) for low-income individuals—even
those above “the poverty line.”

AUTHOR’S NOTE: This research was funded un-
der contract with the Texas Department of Human
Resources, although the opinions and conclusions
expressed are those of the author. The results of this
study were reported at the 1982 meeting of the
American Public Health Association, Montreal,

Canada. The author wishes to acknowledge the
invaluable assistance of Beth Weber, Director of
Family Self Support Services, Texas Department
of Human Resources; Dick Casper, Vice President,
James Bowman Associates; and Peggy Romberg,
Executive Director, Texas Family Planning Asso-

The Costs and Benefits of Title XX and Title XIX
Family Planning Services in Texas

David Malitz
Consultant in Statistical Analysis and Evaluation

The Texas Department of Human Resources provided family planning services to more than
a quarter of a million women in the fiscal year 1981 through its Title XX and XIX programs.
In order to evaluate the impact of these services, estimates were made of the number of
pregnancies, births, abortions, and miscarriages averted by the program. These estimates
were then used to calculate the costs and benefits attributable to the program’s services.

READING
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ciation. A special debt for assistance in the design
of this study is due Joy Dryfoos.

Publicly funded family planning services
in Texas are administered by two state agen-
cies: the Texas Department of Human Re-
sources (TDHR) and the Texas Department
of Health. In fiscal year (FY) 1981, TDHR
spent about $22 million in Title XX and XIX
funds to provide services to more than a
quarter of a million patients, representing
about 79% of all women receiving family
planning services from organized providers
in Texas (Alan Guttmacher Institute, 1982).
In 1982, TDHR commissioned a study to
evaluate the impact of this large program
(Malitz et al., 1981). One component of this
evaluation was a cost-benefit analysis, the re-
sults of which will be reported in this article.

The costs of the programs were relatively
easy to ascertain and consisted of expendi-
tures for the programs during FY 1981. The
benefits, however, were considerably more
difficult to measure. For this study, consider-
ation was limited to direct, first-year cost sav-
ings to TDHR which arose through the
prevention of unwanted births. These cost
savings consisted of expenditures which
would have been incurred within the first
year following birth in TDHR’s Aid to Fami-
lies of Dependent Children (AFDC), Food
Stamp, and Medicaid programs.

It is important to note some of the pos-
sible benefits that were not considered in the
analysis. These include prevention of long-
term welfare dependency and adverse social
and health consequences due to births by
adolescent mothers, as well as the health ben-
efits which may result from health screening
by family planning providers. In addition, al-
though estimates were made of the number
of abortions and miscarriages averted, no at-
tempt was made to quantify these benefits in
financial terms.

The methodology is patterned after
Chamie and Henshaw’s (1982) analysis of
governmental expenditures for the national
family planning program. It requires esti-
mates of the number of births averted by the
program, the proportion of such births
which lead to the receipt of public assistance,
and the cost of this assistance.

The number of births averted was esti-
mated by examining patterns of contraceptive
use among family planning patients (Forrest
et al., 1981). Data were collected regarding the
use of various contraceptive methods (includ-
ing no method) by family planning patients
before they entered the program (the
premethod) and after their last visit to the
program (the postmethod). Use-effectiveness
rates for each of these contraceptive methods
were applied to the preprogram distribution
to estimate the number of women who would
become pregnant within a year if they contin-
ued using the contraceptive methods ob-
served just prior to their first program visit.
Similarly, estimates were made of the number
of women who would become pregnant
within a year using the postmethods of con-
traception. The difference between these two
estimates represents the number of pregnan-
cies averted by the program.

Using available data regarding the out-
comes of unwanted pregnancies in the United
States (Dryfoos, 1982), calculations were made
of the number of births, abortions, and mis-
carriages which would have resulted from the
pregnancies averted. Finally, public assistance
costs were estimated for the births averted and
compared with the costs of the program to de-
rive the cost-benefit ratio.

Methodology

As noted above, the number of averted preg-
nancies was estimated from data on pre and
postprogram use of contraceptive methods
by family planning patients. To gather these
data, a survey was conducted of a randomly
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selected sample of case records maintained by
the 78 providers of Title XX family planning
services in Texas. Technical problems made it
impossible to draw a separate sample of pa-
tients from the Title XIX program in the time
available. Although estimates of the costs and
benefits of the Title XIX program will be
made below, it should be understood that
these are based upon contraceptive use data
gathered from the Title XX program.

The sampling frame for the Title XX sur-
vey consisted of billing records for all 227,253
Title XX patients served in FY 1981 (Septem-
ber, 1980 through August, 1981). Patients
were stratified by provider and by age: ado-
lescents (19 years and younger) and adults
(20 years and over). Patient records within
each age group were sampled from the 78
providers in proportion to the number of pa-
tients served by each provider.

Based upon this sampling plan and upon
an expected rate of return, the sample size
was determined and a sample drawn from the
billing records. The final sample consisted of
1606 adolescents (about 2.5% of the Title XX
adolescent population) and 1605 adults
(about 1.0% of the adult population). Given
an expected response rate of about 70%, a
95% confidence interval of about ±18 preg-
nancies per 1,000 women would be achieved.

Survey forms were printed which identi-
fied each patient sampled, and which solic-
ited information from the providers to
determine the date when the patient first vis-
ited the agency, the date of the last visit in FY
1981, and the method(s) of contraception
used by the patient before her first visit and
after her last visit in FY 1981. Agency staff
were assured that patient confidentiality
would be maintained, and the survey form
was designed in such a manner that patient
names could be detached so they could not
be identified with patient information.

Survey forms were returned by 65 of
the 78 providers. Among those returning
forms, the completion rate was quite high.

Overall, 1252 complete and usable survey
forms for adolescents (78.0%) were returned
and 1283 (79.9%) complete forms for adults
were obtained.

Results

Pregnancies, Births, Abortions and
Miscarriages Averted

Table 1 presents the survey results for adoles-
cents and adults. On the left-hand side of
Table 1, the various contraceptive methods
are listed along with the number of pregnan-
cies expected within a year’s time among
1,000 sexually active women using each
method (Forrest et al., 1981). It can be seen
that the use-effectiveness rates range from a
low of zero for sterilization to a high of from
490 to 640 pregnancies per 1,000 women us-
ing no method of contraception.

Following the use-effectiveness rates are
data from the sample of case records for ado-
lescent Title XX patients. Shown first is the
percent distribution of preprogram contra-
ceptive use, followed by the postprogram dis-
tribution. Similar pre and postdistributions
are shown for adult patients. When multiple
methods, either at the pre or postlevel were
indicated by agency staff, the patient’s most
effective method was chosen as the primary
method for purposes of data analysis.

It can be seen from Table 1 that, among
adolescents, the most common premethod
was “none,” indicated for 68.7% of the 1252
patients from whom data were available. This
percentage is considerably higher than the
50.4% reported by Forrest et al. (1981) for a
1975 national sample of adolescents visiting
family planning clinics. However, data col-
lected by the Alan Guttmacher Institute
(AGI) (AGI, 1981, AGI, 1982) show a fairly
steep rise between 1972 and 1980 in the pro-
portion of family planning patients using no
method of birth control before entering clin-
ics. When patients of all ages are combined,
the percentage rose from 31% in 1976 to 55%
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in 1979. Among adolescents, data for 1980
show 70% using no premethod in a national
sample. Thus, the percentage for Texas ado-
lescents is slightly lower than the national av-
erage for 1980, the latest year for which data
were available.

Examination of the distribution of
postprogram usage among adolescents in
Table 1 reveals a dramatic shift from prepro-
gram usage. Whereas 68.7% used no prepro-
gram method, only 14.4% used no method
after the program, a drop of more than 50
percentage points. Thus, by the time of the
last agency visit in FY 1981, the majority of
the adolescent patients (85.6%) were using
one of the more effective contraceptive meth-
ods. The percentage using no method after

the program (14.4%) is slightly higher than
the 12% figure reported among adolescents
in 1980 (Alan Guttmacher Institute, 1982). It
is also higher than the 8.1% reported in 1975
(Forrest et al., 1981).

Among adolescents using an effective
method after the program, the vast majority
left the agency using the pill. This method
was used by 74.7% of the sample, slightly
more than the 69% reported by AGI for 1979.
The condom was the next most common
method, and was used by 6.5% of the Texas
sample after leaving the program.

It should be noted that among the 14.4%
of the adolescent patients who left the agency
using no method, most (88.3%) also entered
the agency using no method on their first

TABLE 1

Contraceptive Method Use Patterns and Expected Number of Pregnancies Averted Among
Title XX Patients Served

Percent Using Each Method
Before First Visit and After

Last Visit to Program
Expected Number of

Contraceptive Annual Pregnancies Adolescents Adults

Method per 1,000 Women Pre Post Pre Post

Pill 25 21.4 74.7 42.9 62.9
IUD 71 0.8 1.8 3.7 6.7
Diaphragm 172 0.3 1.1 0.6 1.9
Foams, creams, jellies 184 1.9 0.8 2.3 2.4
Rhythm 250 0.2 0.0 0.2 0.2
Sterilization 0 0.0 0.1 1.7 6.9
Condom 123 5.9 6.5 4.8 7.9
Other 189 0.8 0.6 1.1 1.2
None 490 to 640 68.7 14.4 42.6 9.9

Total — 100.0 100.0 100.0 100.0

Expected Number of Annual Adolescents Adults
Pregnancies per 1,000 Patients Pre Post Pre Post

Low estimate 357 103 237 90
High estimate 460 124 301 104
Midpoint estimate 408.5 113.5 269.0 97.0

Pregnancies averted 295 172

Source: Forrest, Hermalin, and Henshaw (1981) for expected number of annual pregnancies per
1,000 women.
Note: Based upon surveys of contraceptive failures among married women using the methods listed.
The estimates of pregnancy rates among users of no method are based upon surveys of unmarried,
sexually active adolescents.
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visit (not shown in Table 1). To a somewhat
lesser degree, this was true for adults, for
whom 66.4% of those leaving with no
method also entered with no method.

Patients who entered and exited with no
method would appear to represent program
failures because ideally all patients should
leave the agency using an effective contracep-
tive method. However, inquiries made to
clinic personnel indicated that many of these
patients came to the agencies for pregnancy
tests. Some of these patients were found to be
pregnant and therefore could not be given
contraceptives. Unfortunately, it was not pos-
sible, with the data at hand, to determine how
many of those exiting with no method were
pregnant and how many refused or were not
given contraceptives for other reasons. How-
ever, AGI data (1982) indicate that among
patients who had no contraceptive method at
their last clinic visit, about half were preg-
nant, while the remainder were seeking preg-
nancy, came to the clinic for infertility
services, did not receive a method for medical
reasons, or, for nearly one-third, failed to re-
ceive a method for some other reason.

At the bottom of Table 1 is the expected
number of pregnancies per 1,000 patients
based upon the pre and postmethod distribu-
tions. These estimates were derived by multi-
plying the number of pregnancies among
1,000 users of each method by the percent us-
ing each method, and summing the resulting
products across methods. Given that a range
is indicated for the pregnancy rate among us-
ers of no contraceptive method, low and high
estimates were calculated in each column.

It can be seen that among adolescent users
of the preprogram methods, between 357 and
460 pregnancies per 1,000 patients would be
expected (the midpoint of this range is 408.5).
Nearly all of these pregnancies would be at-
tributable to patients using no method, who
accounted for 337 to 440 of these pregnancies.

Among adolescent users of the post-
program methods, fewer pregnancies (103 to

124 per 1,000 patients with a midpoint of
113.5) would be expected. This is due prima-
rily to the shift from no method to some ef-
fective method.

To simplify future calculations, the mid-
points of each range were used as the best
estimate of the expected number of pregnan-
cies. The difference between the pre and
postmidpoints represents the number of
pregnancies averted. Thus, approximately
295 pregnancies per 1,000 adolescent patients
were averted by the Title XX program. This is
higher than the 240 pregnancies averted
among U.S. adolescents in 1975 reported by
Forrest et al. (1981). It also compares favor-
ably with the 1979 figure of 282 pregnancies
averted per 1,000 adolescents aged 15–19 re-
ported by AGI (1981).

Turning to the adult data presented in
the second part of Table 1, it can be seen that
the percentage of patients using no prepro-
gram method (42.6%) is lower than was
found among adolescents, but is still substan-
tial. Only 9.9% of the adults used no
postprogram method, the remainder using
the pill most frequently, followed by
condoms, sterilizations, and the IUD. Forrest
et al. do not present data for adults, but AGI
(1982) data from 1980 show that among
women aged 20 and over, 39% used no pre-
program method and 12% used no
postprogram method. Thus, the Texas figures
show slightly more adult women using no
preprogram method and slightly fewer using
no postprogram method than the national
figures for this age group.

In terms of pregnancies averted, the es-
timate in Table 1 of 172 pregnancies per
1,000 patients is higher than the estimates
reported by AGI for 1970–1972, the latest
years for which adult estimates were made.
These national estimates are 141 pregnan-
cies averted per 1,000 women aged 20–29
and 52 pregnancies averted among women
30 and over.

Table 2 uses the Title XX estimates of
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pregnancies averted to make additional esti-
mates of the number of births, abortions, and
miscarriages averted by the Title XX and XIX
programs. At the top of the table is shown the
number of pregnancies averted, computed by
multiplying the program counts by the mid-
point of the pregnancies-averted rates from
Table 1. It can be seen that almost 19,000
adolescent pregnancies and more than 28,000
adult pregnancies were averted, for a total of
nearly 47,000 pregnancies averted by the Title
XX program in FY 1981.

At the bottom of Table 1 are listed the
percent distribution of births, abortions, and
miscarriages for unintended pregnancies to
women of low and marginal income
(Dryfoos, 1982). This distribution is based on
the assumption that pregnancies that occur
to women who are visiting family planning
clinics would be unintended. The figures are
also appropriate because they were computed
for women of low and marginal income in

1979, income levels similar to those among
Title XX women in 1981.

These percentages were multiplied by the
number of pregnancies averted to estimate the
number of births, abortions, and miscarriages
averted by the program. At the top of Table 1 it
can be seen that nearly 7,000 adolescent births
and more than 15,000 adult births were
averted by the program, for a total of about
22,000 births averted. About 18,000 abortions
were averted, approximately half by adoles-
cents and half by adults. About 6,000 miscar-
riages, were also averted by the program.

The final column at the top of Table 2 ex-
presses the births averted as a rate per 1,000
patients served. It can be seen that the pro-
gram averted about one birth for every ten
patients served.

The second section of Table 2 repeats the
calculations for the Title XIX program based
upon the Title XX pregnancies-averted rates.
It can be seen that about 9,000 pregnancies

TABLE 2

Estimated Number of Pregnancies, Births, Abortions, and Miscarriages Averted by the Title
XX and Title XIX Family Planning Programs

Total Births, Abortions, Births Averted
Number in Pregs. and Miscarriages Averted per 1,000

Age Group Program Averted Births Aborts. Miscar. Patients
Title XX Program
Adolescents 63,176 18,637 6,784 9,542 2,311 107
Adults 164,077 28,221 15,614 8,592 4,015 95
Total 227,253 46,858 22,398 18,134 6,326 99

Title XIX Program
Adolescents 11,653 3,438 1,251 1,760 426 107
Adults 32,823 5,646 3,122 1,716 802 95
Total 44,476 9,084 4,342 3,516 1,226 99

Percent Distribution of Unintended
U.S. Pregnancy Outcomes Pregnancies by Outcome
Age Group Births Aborts. Miscar.
Adolescents 36.4 51.2 12.4
Adults 55.3 30.4 14.2
Total 47.8 38.7 13.5

Source: Dryfoos (1982) for distribution of unintended pregnancies by outcome.
Note: Pregnancies averted are calculated by multiplying program counts by Title XX rates in Table 1.
Rows may not sum to totals due to rounding.
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were averted by the Title XIX program, and
that these pregnancies would have resulted in
about 4,300 births, 3,500 abortions, and
1,200 miscarriages.

Cost-Benefit Analysis of the
Title XX Program

Direct first-year costs to TDHR are incurred
by births to Title XX women in two ways.
First, a certain percentage of Title XX women
will become Title XIX eligible due to the
birth of a child. For these women, TDHR will
pay, through Medicaid, certain delivery and
birth-related expenses. In addition, the de-
partment will pay AFDC and Medicaid ben-
efits for each woman and her child for one
year. Finally, because of the birth of a child,
some women may be entitled to additional
food stamp allotments. Births in this category
will be termed “AFDC births.”

TDHR can incur direct first-year ex-
penses for non-AFDC births as well. Al-
though at least some of these women will
depend upon city and county funds to pay
delivery and birth-related expenses, these
costs will not be paid by TDHR and will
therefore not be included in this analysis.
However, some of the Title XX family plan-
ning patients will be food stamp recipients,
and may therefore be entitled to an increased
allotment due to an increase in family size.

Let a equal the costs associated with an
AFDC birth, b equal the cost associated with
a non-AFDC birth, p equal the proportion of
Title XX women who would go onto AFDC
due to a birth, and 1-p equal the proportion
who would not go onto AFDC.

Given these parameters, the total average
cost per Title XX birth, t, will be:

t = (p X a) + [(1-p) X b].

In other words, the two costs are weighted by
the proportion of women incurring each
cost, and summed to produce a total average
cost per Title XX birth. Looked at another

way, this figure represents the average cost
savings per Title XX birth averted. This figure
can then be multiplied by the probability of
averting a birth for each Title XX patient. The
resulting figure will be the average cost sav-
ings per patient, which can be compared with
the average cost of serving a patient to derive
the cost-benefit ratio.

The following discussion will first out-
line the costs that can be incurred by TDHR
due to births to Title XX women who become
AFDC recipients. Following this, there will be
a discussion of the increased food stamp
costs to the remaining Title XX recipients. Es-
timates derived for these two groups will then
be combined in the manner described above
and will be used to estimate the overall cost
savings brought about by averting births to
Title XX women.

The first step involves computing the an-
nual Title XIX cost in FY 1981 that would be
expected for each case that went onto AFDC
due to the birth of a child. This includes
$1304, the average Title XIX payment per de-
livery; and $807, the average cost for inpatient
hospital care for infants aged zero to one year
of age (due primarily to premature births and
birth defects); for a total Title XIX cost of
$2,111 associated with the birth of a child.

The next figure needed is the cost of wel-
fare maintenance for a mother and one child
during FY 1981. Although some of the cases
which go onto AFDC due to the birth of a
child will have family sizes larger than this
(and will therefore incur additional ex-
penses), a conservative approach was taken
by assuming all cases would consist of only
two recipients.

Based upon a grant amount of $86 per
month for twelve months, TDHR will pay
$1032 to maintain a mother and one child on
AFDC. In addition to this, it was calculated
that the department will pay an estimated
$1,006 in the first year for non-birth-related
Medicaid benefits for the family. Thus, the
cost for AFDC and Medicaid is $2,038 per
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year. Adding this to the birth-related ex-
penses yields the total first-year Title XIX cost
for an AFDC birth: $4,149.

The department will also incur added
food stamp costs for the new AFDC cases that
receive food stamps. The maximum allot-
ment for increasing the family size from one
to two recipients is $50 per month ($600 per
year). About 87% of all AFDC cases receive
food stamps, and the average allotment for
these cases is about 91% of the maximum.
Therefore, the average per-case yearly in-
crease in food stamp allotments for a mother
and one child who go on onto AFDC is about
$475 ($600 X .87 X .91).

To summarize, the costs to TDHR for
cases that would go onto AFDC include
$4,149 for birth-related costs and welfare
maintenance, plus $475 in increased food
stamp allotments. This totals to $4,624 per
AFDC birth.

The next parameter needed is the per-
centage of Title XX women who would go
onto AFDC due to the birth of a child. A di-
rect estimate was not available from TDHR.
Therefore, an indirect method was used to
derive this parameter.

National and local data were used to as-
certain the number of family planning pa-
tients (both Title XIX and XX) who were
mothers. Also estimated was the proportion of
these family planning mothers who were al-
ready Title XIX recipients (i.e., the proportion
who were on AFDC). It was reasoned that this
proportion, the proportion of family planning
mothers already on AFDC, represented the
probability that a Title XX nonmother would
go onto AFDC due to the birth of a child. This
reasoning was based on the assumption that
Title XX women will go onto AFDC in the
same proportions as current family planning
mothers who are enrolled in AFDC.

In this way it was estimated that 30.4% of
all family planning mothers are on AFDC in
Texas. Among adolescents, the proportion
was 35.8%, whereas among adults, the pro-

portion was 28.3%. These figures are some-
what lower than national estimates made by
Chamie and Henshaw (1982) who estimated
that among women of low and marginal in-
come, 47.8% of adolescents and 31.0% of
adults would go onto AFDC if they had a
child. However, because Texas income re-
quirements for AFDC eligibility are among
the lowest in the country (McManus and
Davidson, 1982), it makes sense that the
Texas proportions would be lower than the
national estimates.

These estimates of the percent of Title
XX women who would go onto AFDC were
multiplied by the total cost per AFDC birth,
resulting in the first component of the aver-
age cost per birth to a Title XX family plan-
ning patient: $1,309 for adults and $1,655 for
adolescents, with an average of $1,406 for all
Title XX births (this average is weighted in
accordance with the size of the adolescent
and adult Title XX populations).

The second manner in which the depart-
ment can incur costs is due to increased food
stamp allotments for those Title XX women
who give birth but do not go onto AFDC. It
will be recalled that the maximum increase in
the food stamp allotment for increasing the
family size from one to two would be $600
per year. However, only about 27.4% of Title
XX family planning patients receive food
stamps, and the average allotment for a non-
AFDC case is only about 50% of the maxi-
mum. Thus, the average yearly increase in the
food stamp allotment for non-AFDC births is
about $82 ($600 X .274 X .50).

The proportion of women not going
onto AFDC would simply be 100% minus
the proportion that would go onto AFDC.
Thus, about 64.2% of adolescents, 71.7% of
adults, and 69.6% of all Title XX women
would not go onto AFDC due to the birth of
a child. Applying these proportions to the $82
figure yields the second component of the
cost of a Title XX birth: $43 for adolescents,
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$59 for adults, and about $57 for all patients
combined.

The total cost per Title XX birth equals
the sum of the two components (for AFDC
and non-AFDC births): $1,708 for adoles-
cents, $1,368 for adults, and $1,463 for births
to all Title XX women combined. Table 3 uses
these estimates to compute the overall costs
and benefits attributable to the Title XX pro-
gram. The above figures represent the average
cost savings per birth averted. Multiplying
these figures by the births-averted rates (in
Table 2) yields the average cost savings per
patient. Table 3 shows these costs savings to
be $183 per adolescent, $130 per adult, and
about $145 per patient of any age.

In FY 1981, 227,253 contraceptive and
sterilization patients were served at a cost of
$17,187,782; an average cost per patient of
about $75. Dividing the average cost savings
per patient by the average cost of delivering
services, cost-benefit ratios were computed to
be 1:2.44 for adolescents, 1:1.73 for adults,
and 1:1.93 for all Title XX patients. Thus, for
every dollar spent on the Title XX family

planning program, about $1.93 is saved. For
every dollar spent on services to adolescents,
about $2.44 is saved, and about $1.73 is saved
from services to adults.

Total first-year savings to TDHR attrib-
utable to births averted by the Title XX pro-
gram were computed by multiplying the total
program cost by the ratio of benefits to costs.
These total savings amounted to nearly $33
million, with $11.7 million attributable to
adolescent services and about $21.5 million
attributable to adult services. Subtracting the
cost of delivering services from total savings
yields a net savings of nearly $16 million to
the Department. Roughly $6.9 million of
these savings can be attributed to adolescent
services, and approximately $9 million can be
attributed to adult services.

The cost-benefit ratio of 1:2.44 for adoles-
cents is somewhat lower than the national esti-
mate of 1:2.92 computed by Chamie and
Henshaw (1982). Although the methodologies
were similar, there are two reasons why the es-
timates reported here are not directly compa-
rable to Chamie and Henshaw’s. First, the cost

TABLE 3

Costs and Estimates Savings Associated with the Title XX Family Program for Adolescents
and Adults

Adolescents Only Adults Only All
(19 and Under) (20 and Over) Patients

Savings
Total estimated savings per birth averted $1,708 $1,368 $1,463
Births averted per family planning patient .107 .095 .099
Savings per family planning patient $183 $130 $145

Costs
Average Title XX expenditure per family
planning patient (including sterilizations) $75 $75 $75

Cost-Benefit Ratio 1:2.44 1:1.73 1:1.93

Total Cost and Savings in FY 81
Number of patients 63,176 164,077 227,253
Total cost $4,778,000 $12,410,000 $17,188,000
Total estimated savings $11,658,000 $21,469,000 $33,173,000
Net estimated savings $6,880,000 $9,059,000 $15,985,000

Note: Summing figures for adolescents and adults may not equal totals due to rounding.
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per patient served was higher in the Title XX
program than the national average. The Texas
Title XX program served patients at an average
cost of about $75, compared to the 1979 na-
tional average of about $63. This will, of
course, lower the ratio of benefits to costs.

The second reason the Title XX ratio is
lower is that Chamie and Henshaw’s cost-sav-
ings calculations include estimates of birth-re-
lated costs to all public sector entities. In
contrast, only a portion of these birth-related
costs, those billed directly to TDHR, were in-
cluded here. Thus, costs incurred by city and
county hospitals, for example, to help women
of low and marginal income pay for deliveries
and first-year care were included in Chamie and
Henshaw’s estimates, but not in those used for
this study.

Cost-Benefit Analysis of the
Title XIX Program

Having estimated the costs and cost savings as-
sociated with the Title XX program, similar es-
timates can be made for the Title XIX

program. For Title XIX women receiving fam-
ily planning services, TDHR incurs direct costs
due to the birth of a child through birth-re-
lated expenses and welfare maintenance and
increased food stamp allotments for the child
(because the mother is already a Title XIX re-
cipient, her costs represent no increased ex-
pense). The costs associated with birth-related
expenses (delivery and first-year care) were
outlined above and were seen to be approxi-
mately $2,111 per birth. AFDC grants for an
additional child are $30 per month, or $360
per year, and Medicaid expenses for the new
child recipient are about $503 per year. Added
to this is $475 in increased food stamp allot-
ments, for a total of $3,449 per birth to a Title
XIX recipient.

In Table 4, this cost per birth is multiplied
by the births-averted rates to yield the cost sav-
ings per Title XIX family planning patient: ap-
proximately $369 per adolescent patient, $328
per adult, and $341 per patient of any age. In
FY 1981, $4,959,614 Title XIX dollars were
spent to deliver services to 44,476 patients
through organized family planning providers

TABLE 4

Costs and Estimated Savings Associated with the Title XIX Family Program
for Adolescents and Adults

Adolescents only Adults Only All
(19 and Under) (20 and Over) Patients

Savings
Total estimated savings per birth averted $3,449 $3,449 $3,449
Births averted per family planning patient .107 .095 .099
Savings per family planning patient $369 $328 $341

Costs
Average Title XIX expenditure per family
planning patient (including sterilizations) $112 $112 $112

Cost-Benefit Ratio 1:3.29 1:2.93 1:3.04

Total Cost and Savings in FY 81
Number of patients 11,653 32,823 44,476
Total cost $1,300,000 $3,660,000 $4,960,000
Total estimated savings $4,277,000 $10,724,000 $15,078,000
Net estimated savings $2,977,000 $7,064,000 $10,118,000

Note: Summing figures for adolescents and adults may not equal totals due to rounding.
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(this includes patients who received steriliza-
tions, other contraceptive methods, or drug
refills, but does not include services
delivered by private physicians). This averages
to about $112 per patient.

When this average cost is compared with
the average cost savings, a cost-benefit ratio
of 1:3.04 results for all Title XIX patients,
1:3.29 for adolescents, and 1:2.93 for adults.
Thus, for every Title XIX dollar spent on
family planning, the department saves about
$3. For adolescents, the savings are even
greater. Total first-year savings in FY 1981 are
calculated to be about $15.1 million. Net sav-
ings, after subtracting the cost of service, are
about $10.1 million: $3.0 million attributable
to adolescent services and $7.1 million to
adult services.

It should be noted that the per-patient
cost of delivering Title XIX services ($112) is
substantially higher than either the average
Title XX cost ($75) or the 1979 national aver-
age ($63). Nevertheless, the cost-benefit ratio
was higher than that calculated for Title XX
or for the nation as a whole. This is because
TDHR pays delivery and birth-related ex-
penses for all Title XIX recipients who give
birth, but for only a portion of Title XX pa-
tients who give birth (those who go onto
AFDC). Even in Chamie and Henshaw’s na-
tional study (1982), it was estimated that, on
the average, only 65% of the birth-related ex-
penses for women of low and moderate in-
come would be assumed by the public sector.
Thus, it is the high expense to TDHR for each
Title XIX birth that makes the Title XIX fam-
ily planning program so cost-effective.

Discussion

Many potential benefits of the family plan-
ning program’s services were not included in
this analysis. These include certain human
and long-range benefits that can be attrib-
uted to the prevention of about 56,000 un-

wanted pregnancies and 27,000 births. Also
not included are the benefits, financial and
otherwise, of preventing nearly 22,000 abor-
tions and over 7,000 miscarriages.

Even certain financial cost savings were
not included in this analysis. For example,
many Title XX women who give birth but
who are not eligible for AFDC and Medicaid
depend upon the financial resources of city
and county governments to pay for their
births. By preventing births in this group of
women, cost savings are realized by city and
county governments that are not included in
this analysis. Nevertheless, even when consid-
eration is limited only to direct, first-year, fi-
nancial cost savings experienced by a state
welfare department, the demonstrable ben-
efits of the program are substantial.

It is important to note that, as in many
cost-benefit analyses, many estimates and as-
sumptions were required to calculate the cost
savings attributable to the program. Al-
though every attempt was made to do this as
accurately and, when necessary, as conserva-
tively as possible, the conclusions of the study
are only as valid as these estimates and as-
sumptions. Nevertheless, the fact that the fi-
nal cost-benefit ratios and the estimates of
pregnancies and births averted are generally
consistent with previous estimates lends cre-
dence to the results.

One key parameter was the estimate of
the number of pregnancies averted based
upon the survey of contraceptive use among
Title XX patients. Leridon (1977) states that
this method of calculating pregnancies and
births averted “often leads to an over-opti-
mistic estimate, since one does not know
whether the methods prescribed are effec-
tively and correctly used” (p. 130). To some
extent, this problem was overcome by em-
ploying use-effectiveness rates for the various
contraceptive methods, for these rates reflect
contraceptive effectiveness by taking into ac-
count factors that lead to less than maximal
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performance. Perhaps more problematic is
the issue of discontinuation or switching of
methods because the calculation of pregnan-
cies averted assumes that women have used
the premethods for one year in the absence of
the program, and that they will also continue
to use the postmethod for a period of one
year following their last clinic visit.

Data from the National Survey of Family
Growth (Vaughan et al., 1980) indicate that
most women seeking to prevent an unwanted
pregnancy continue using contraceptives over
a period of a year, and that only between 3%
and 9% will abandon use of a contraceptive
method altogether. However, this abandon-
ment could affect the estimate of the number
of pregnancies averted, probably leading to
an overestimate. Switching among methods
could also affect the estimates, although the
effect should be relatively minor as long as the
switching occurs primarily among the more
effective methods. The reason for this is that
most of the pregnancies averted, according to
the estimation procedure used in this study,
are due to the switch from no method before
coming to a clinic to some effective method at
the last clinic visit. Any of the effective meth-
ods are so much more effective than no
method, that switching among them will not
have a great effect on the estimate of the num-
ber of pregnancies averted.

Despite these apparent problems with
the method of estimation used in this study,

Forrest et al. (1981) found that in one in-
stance, at least, this method yielded an esti-
mate of pregnancies and births averted which
was quite comparable to one obtained using
areal multivariate analysis. Although the two
methods used completely different analytical
methods and data bases, both yielded fairly
similar estimates of the number of births
averted in the United States in 1975 (75 to 98
births per 1,000 patients based upon the con-
traceptive-use methodology compared with
approximately 101 births from the areal mul-
tivariate analysis methodology).

Nevertheless, further research is needed
comparing the contraceptive-use methodol-
ogy with other methods that estimate averted
pregnancies. The contraceptive-use methodol-
ogy is a simple and economical method to em-
ploy, and could be implemented in a variety of
settings if found to be valid. Although not rou-
tinely reported in data systems that currently
exist, it was found in the course of conducting
this study that the pre and postmethod data
were readily accessible in clinic records. Using
these data, it would be possible to estimate the
number of pregnancies, births, abortions, and
miscarriages averted on any level of analysis
from the level of the individual clinic or pro-
vider all the way up to the state or national
level. It is therefore hoped that additional re-
search will be undertaken to validate this
simple method of assessing the impact of fam-
ily planning services.
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Explanation and Critique

David Malitz’s study attempts to estimate the
benefits of a $22 million family planning pro-
gram funded by the Texas Department of
Human Resources (TDHR). In the beginning
paragraphs he sets up the parameters of the
study, outlining which aspects were and were
not to be considered. He acknowledges that
the cost estimates were easily obtained—the
TDHR commissioned the study to see how
their funds were spent. He limits the benefits
to direct, first-year cost savings due to the
prevention of unwanted pregnancies among
Title XIX and XX family planning patients.
He immediately makes his benefits estimate
more conservative by eliminating long-term
dependency costs and costs due to predicted
abortions and miscarriages. In other words,
he resisted the urge to “pad” the benefits,
making the favorable relationship more diffi-
cult to obtain.

The benefits are the lack of expenditures
that would have been incurred had the pro-
gram not been in place, which complicates
the matter. Family planning agencies cannot
withhold services from eligible recipients, as-
signing them randomly into treated and un-
treated groups. Therefore, Malitz could not
estimate averted pregnancies by counting the
number of pregnancies in an untreated

group; nor could he pull the figures out of
thin air. Instead, he used national standards
regarding contraceptive use among family
planning patients and data regarding the out-
comes of unwanted pregnancies in the
United States as the basis from which he esti-
mated averted pregnancies and their associ-
ated costs. Using these measures as standards
has face validity because the Texas women
were family planning patients and the conse-
quences of nontreatment (unwanted preg-
nancies) had been tabulated in another
setting. In a sense, Malitz could use these
standards as comparison group in determin-
ing whether his findings were consistent with
other research, in addition to using these
prior results to project expenditures. In other
words, he used generic controls.

Malitz reasonably assumed that in the
absence of the family planning services,
women would use the contraceptive methods
they had been using when they entered the
program. He used this preprogram informa-
tion on Title XX recipients to estimate the
number of averted pregnancies for both sets
of recipients as a result of FY 1981 services.
One could argue that in the absence of the
program, women could have learned about
or received other contraceptive advice result-
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ing in averted pregnancies; however, the short
time frame reduces the impact of this ran-
dom effect. From the survey results and the
baseline study that estimates the expected
number of pregnancies per 1,000 women per
method, Malitz estimated the number of
adolescent and adult pregnancies averted
(table 1 of the article). “These estimates were
derived by multiplying the number of preg-
nancies among 1,000 users of each method
by the percent using each method, and sum-
ming the resulting products across methods.”
Malitz used the midpoint estimates (again a
relatively conservative measure) as the basis
for extrapolating to the population served
(table 2 of the article). Again, notice that he
compared his findings with the Forrest and
colleagues (1981) and AGI (1981) studies to
determine whether the Texas experience was
at all similar to the other studies. To the ex-
tent they are similar, he is confident in his es-
timation techniques. Again, this illustrates a
use of generic controls. Because the costs to
TDHR differ by whether one is a Title XX or
Title XIX recipient, the estimates were calcu-
lated separately for each population.  But
what does the use of generic controls mean in
terms of the evaluation design selected?  Is it
really a pretest-posttest control group design
or something else?

All of this was accomplished before the
actual cost-benefit analysis. The cost-benefit
analysis takes into account the TDHR’s re-
sponsibility for AFDC births as opposed to
the reduced expenditure for non-AFDC
births—those Title XX women who would
not become AFDC eligible due to a birth. The
only TDHR increment for those remaining
Title XX–eligible women would be an in-
crease in eligibility for food stamps. There-
fore, three calculations were necessary to
estimate benefits (nonadditional costs to
TDHR)—one for current AFDC recipients,
one for Title XX eligibles who would become
AFDC eligible with a birth, and one for those
who would remain only Title XX eligible. No-

tice how carefully (and often conservatively)
Malitz uses existing information to calculate
portions of the benefits. For example, con-
sider the added food stamp costs for new
AFDC cases that receive food stamps:

The maximum allotment for increasing
family size from one to two recipients is
$50 per month ($600 per year). About 87%
of all AFDC cases receive food stamps, and
the average allotment for these cases is
about 91% of the maximum. Therefore, the
average per-case yearly increase in food
stamp allotments for another child who go
on AFDC is about $475 ($600 x .87 x .91).

In this and other examples Malitz tried to
incorporate existing knowledge from the
Texas program and the standards to arrive at
realistic benefits. One seeming anomaly is
that the current cost of supporting the
averted-birth AFDC family was not sub-
tracted from the AFDC birth calculation (the
portion TDHR would pay anyway for main-
tenance without a birth). Although Malitz
did not say so directly, it seems that this
amount was taken care of by estimating
maintenance at a two-person family amount
(by Malitz’s terms a conservative approach).
This is because AFDC assumes at least a
three-person family. Moreover, Title XX eli-
gibles who became AFDC eligible are a 100
percent liability to TDHR—those expendi-
tures are all new expenditures.

Malitz then took the average cost savings
per Title XX birth averted, multiplied that by
the birth averted rates (his table 2) to show
the average cost savings per patient (his table
3). From there a traditional cost-benefit
analysis was straightforward. For example,
TDHR cost to the adolescent family planning
patient was $75 divided by the cost savings
for that group (benefits) of $183, which
yielded a cost-benefit ratio of 1 to 2.44. That
ratio means that for every $1 (cost) provided
by TDHR for family planning services to
adolescents, the department saved $2.44
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(benefits) in costs it would have had to pro-
vide for a Title XX adolescent birth. This pro-
cedure was duplicated for adults, all patients
and groups of Title XIX eligibles (Malitz’s
table 4).

At the bottom of his tables 3 and 4,
Malitz calculated the total cost savings (the
“bottom line”) of providing family planning
services to the population of recipients. The
net savings estimate was calculated by taking
the total cost from the total estimated savings
to arrive at the amount TDHR was ahead
given the current level of services.

The only question Malitz could not ad-
equately address was the “What if ?” question.
What would Title XX–eligible (or Title XIX–
eligible, for that matter) women do in the ab-
sence of the family planning services if they
were truly concerned about averting preg-
nancies? How many would pay a private doc-
tor for contraceptive services? How many
would require partners to supply condoms?
Because of the sliding fee scale used to pro-
vide many Title XX services, one would ex-
pect that those women at the top of the scale
(those with higher incomes) would be able to
provide a few extra dollars for private assis-
tance. In the absence of information on this,

Malitz could not make an informed guess. He
tried to overcome this weakness by consis-
tently using conservative benefit estimates.

All in all, Malitz presents an analysis sug-
gesting that the benefits of providing family
planning services in Texas were greater than
the costs incurred. Does this automatically
mean that Texas will continue funding those
services? That is a political question. Social
conservatives may argue that government has
no business being in the family planning
business—or supporting indigent welfare
mothers for that matter. Cost-benefit analysis
is a tool to assist decision makers to make in-
formed decisions based on sound empirical
evidence regardless of whether one believes
the ultimate decision to be sound.

Malitz’s research is not the first article in
the book that might benefit from cost-benefit
analysis. Given the data presented by Ann
Solberg in chapter 7, it would have been rela-
tively simple to calculate the cost-benefit of
posthospital follow-up of psychiatric patients.
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In the previous chapter, cost-benefit
analysis was used to determine if program
objectives were economically beneficial or
justifiable. In contrast, in cost-effectiveness
analysis, the results of a project are presumed
to be worthwhile per se. Cost-effectiveness
analysis “explores how such results might be
efficiently achieved and which costs are at-
tached to them for reaching different levels of
the desired outcomes” (Peterson 1986, 31).
Like cost-benefit analysis, cost-effectiveness
analysis assumes that all of the costs (both
direct and indirect) of a program can be cal-
culated. The difference arises in the determi-
nation of the denominator. Rather than
attaching a dollar amount, a meaningful unit
of effectiveness measure (or unit of service) is
substituted. For example, one would speak in
terms of the number of dollars spent per ton
of garbage picked up per day or dollars per
life saved.

Cost-effectiveness designs are reasonably
employed when it is difficult to attach a dol-
lar amount to the denominator (e.g., the
value of a life saved). Their utility is tradi-
tionally associated with the exploration of a
number of different alternatives to a speci-
fied, desired outcome. Like cost-benefit
analysis, then, cost-effectiveness results are

valuable tools for decision makers, particu-
larly during budgetary deliberations. In addi-
tion, cost effectiveness can act as a very good
measure of internal evaluation. It allows one
to determine how well the organization or
program is performing as compared to its
performance before a change in the program
was initiated. An example would be compar-
ing the cost per ton of garbage collected in
1996 to that collected in 1999, controlling for
inflation. Generic controls are often used to
compare a program’s cost effectiveness with
national or professional standards (e.g., li-
brary book circulation standards, parkland
acquisition standards). Finally, elected offi-
cials in one jurisdiction may wish to gauge
their performance relative to that of other ju-
risdictions that are similar to them in order
to see how well they are performing.

Whether it is a before-after, cross-
community, or across-alternative process, cost
effectiveness is based on comparisons. It is sel-
dom useful if no comparisons are made. R.D.
Peterson outlines three approaches to cost-
effectiveness comparisons: constant-cost
analysis, least-cost analysis, and objective-level
analysis (1986, 32). In a constant-cost analysis,
the job of the researcher is to determine how
much of an objective can be obtained within

CHAPTER 14

Cost-Effectiveness Analysis
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given cost constraints. Peterson’s example is a
road accident reduction program. He writes:

a legislature may vote to allocate only $2.5
million to accomplish the objective. A con-
stant-cost analysis would focus on the to-
tal number of  deaths that could be
prevented by spending $2.5 million for
each alternative that could achieve that ob-
jective.

The least-cost analysis goal is to reach a pre-
specified goal for the least cost. Peterson goes
on to say:

For example, suppose that the stated objec-
tive was “to reduce deaths due to automo-
bile accidents by 10 percent each year.” Based
on this criterion, the cost effectiveness ques-
tion involves finding the alternative that will
achieve that end in the least expensive way.
Each alternative way of achieving the stated
objective would be analyzed in terms of

the dollar amount of expenditures required
to reach the specified goal.

The objective-level analysis compares varying
performances levels under a single alterna-
tive. As Peterson says:

In preventing highway deaths, the analyst
might seek to determine costs according to
10%, 20%, 40% and 80% reductions in
deaths for each specific program alternative.
. . . The costs per unit of objective reached
are then computed for each successive level.

A researcher involved in cost-effectiveness
analysis usually identifies alternatives for
reaching objectives and calculates cost-
comparison ratios. In the following article,
Elaine Graveley and John Littlefield (1992)
perform a version of the least-cost analysis to
compare the costs of three staffing models for
the delivery of low-risk prenatal care.
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A Cost-Effectiveness Analysis of Three Staffing Models
for the Delivery of Low-Risk Prenatal Care

Elaine A. Graveley,  DBA, RN
 John H. Littlefield, PhD
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Abstract

Background. Health care costs are increasing at
more than twice the rate of inflation, thus,
public officials are seeking safe and economic
methods to deliver quality prenatal care to
poor pregnant women. This study was under-
taken to determine the relationship between
the cost and effectiveness of three prenatal
clinic staffing models: physician based, mixed
staffing, and clinical nurse specialist with phy-
sicians available for consultation.

Methods. Maternal and neonatal physiologi-
cal outcome data were obtained from the
hospital clinical records of 156 women at-
tending these clinics. The women were then
interviewed concerning their satisfaction
with their prenatal care clinic. The financial
officer from each clinic provided data on the
clinic staffing costs and hours of service.

Results. There were no differences in out-
comes for the maternal-neonatal physiologi-
cal variables, although newborn admission to
the Neonatal Intensive Care Unit (NICU) ap-
proached significance among the clinics. The
clinic staffed by clinical nurse specialists had
the greatest client satisfaction and the lowest
cost per visit.

The authors are with the University of Texas Health
Science Center, San Antonio.

Requests for reprints should be sent to John H.
Littlefield, PhD, Director, Instructional Develop-
ment, University of Texas Health Science Center,
7703 Floyd Curl Drive, San Antonio, TX 78284-
7948.

This paper was submitted to the journal November 2,
1990, and accepted with revisions July 17, 1991.

Conclusions. The use of clinical nurse special-
ists might substantially reduce the cost of pro-
viding prenatal care while maintaining quality,
and might thereby save valuable resources.
(Am J Public Health 1992;82:180–184)

Introduction

With health care costs growing at more
than twice the rate of inflation, public offi-
cials are seeking safe and economic methods
to deliver quality health care to indigent
populations. The percentage of indigent indi-
viduals who receive quality health care is de-
creasing. Lewin1 reported that, from 1976 to
1983, Medicaid covered a decreasing number
of the poor (of the population with incomes
below the poverty line, 65% were covered by
Medicaid in 1976 and 53% in 1983) and that
poor pregnant women have been increasingly
underserved as a result of budget cuts and
policy changes.

The relationship between low-birth-
weight (LBW) babies and the absence of pre-
natal care is well documented.2–4 The Office
of Technology Assessment (OTA) estimated
that for every LBW birth averted, between
$14,000 and $30,525 in newborn and long-
term health care costs could be saved.5 OTA
also analyzed the cost-effectiveness of ex-
panding Medicaid coverage to all poverty-
level pregnant women in an effort to provide
them with early prenatal care. Their conclu-
sion was that such expansion would be cost
effective and would be a good investment for
the nation.
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The National Commission to Prevent In-
fant Mortality (NCPIM) also studied the
problem of LBW and proposed universal ac-
cess to early maternity care for all expectant
mothers.6 However, neither NCPIM nor OTA
recommended the type of health care provider
for these additional 194,000 women.5 With
our increasingly litigious society, the number
of obstetricians willing to serve Medicaid pa-
tients is declining. There are, however, other
models of prenatal care that need to be studied
for their cost-effectiveness: individual or
group physician-based clinics and, depending
on state laws, nurse-based clinics that tie
medical practice with a nurse midwife, nurse
practitioner, or clinical nurse specialist. The
focus of this study was a comparative cost-ef-
fectiveness analysis of three low-risk prenatal
clinic staffing models: physician based, mixed
staffing (physician, nurse practitioner, regis-
tered nurses, nurse aides), and nurse based.
Low-risk prenatal care was defined in this
study as care given to a pregnant woman
“whose complaint or problem has been re-
solved, or does not pose a threat to life.”7 The
results of this study should be helpful to public
policymakers who are implementing OTA’s
and NCPIM’s proposal to increase the avail-
ability of prenatal care for indigent patients.

Methods

Clinics

The three clinics served predominantly His-
panic clients of low socioeconomic status and
referred all women with complications to the
Complicated Obstetrical Clinic at the commu-
nity health center. The women primarily deliv-
ered at the hospital operated by the county
hospital district.

Clinic 1. This private-not-for-profit entity
was funded under Titles 329 and 330 of the
Public Service Health Act and served as the
physician-based-clinic (MDC) in this study.
Women saw the same physician for all their

prenatal care and counseling and received a
standard clinic appointment. Fees were
charged on a sliding scale, according to the
woman’s ability to pay.

Clinic 2. This clinic, one of 19 operated by the
city health department, served as the mixed-
staffing clinic (MSC). The clinic was located
within the same catchment area as the MDC.
Each patient saw a nurse aide, a registered
nurse for prenatal teaching, and the nurse
practitioner and/or contract physician at
each visit. The clinic operated twice a week
from 8 am to 12 noon. All women received an
8 am appointment, and prenatal care and
counseling were provided for $50 unless the
woman was unable to pay.

Clinic 3. This clinic was jointly operated by the
county hospital district and the local Univer-
sity Health Science Center’s School of Nursing
and Department of Obstetrics and Gynecol-
ogy and served as the nurse-based clinic
(RNC). The clinic was located within the
county community health center. Three clini-
cal nurse specialists delivered total prenatal
care, including referrals to community agen-
cies. Fees were charged on a sliding scale, ac-
cording to the woman’s ability to pay, and the
women received a standard appointment time.

Subjects

The sample size, 156 subjects, was deter-
mined by a power analysis of 3 months of
birth-weight data from women who attended
the clinics and delivered at the county hospi-
tal (α = .05, effect size = .25, power = .8; 3
groups). The study sample was drawn over a
3-month period in 1989 from women who
had delivered at the county hospital. To be in-
cluded, subjects had to: (1) be 18 years of age
or older, or emancipated minors; (2) have ob-
tained their prenatal care at one of the three
clinics with a minimum of three prenatal vis-
its (three visits was considered the minimum
for the woman to have sufficient experience
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to validly report her satisfaction with her pre-
natal care clinic); and (3) have delivered
within 48 hours of the interview.

Potential subjects were identified from
their hospital record and asked to participate
in a study of prenatal care clinics. No poten-
tial subject was excluded because of language,
a Spanish interpreter was available to all
women, and none of the women declined to
participate.

Determining Pregnancy Outcomes
and Satisfaction

Four broad categories of patient variables
were analyzed: demographic, physiological,
satisfaction with care, and cost (see Table 1).
The physiological variables related to low-
risk prenatal care were gathered from previ-
ous prenatal research studies.5,6,8 The Kessner
Index9 was used to assess the adequacy of
prenatal visits. This index categorizes prena-
tal care as adequate, intermediate, or inad-
equate depending on the weeks of gestation
and the number of prenatal visits. Differences
in the number of laboratory tests among the
clinic could not be determined, as one clinic
denied access to its patient records. However,
both the MSC and RNC nurses used similar
screening protocols and had similar guide-
lines for physician consultation.

Maternal satisfaction with access to care
was assessed via a patient satisfaction tool10

(PST) consisting of 27 statements that the
subject rated on a 6-point Likert scale. The
statements addressed five categories of satis-
faction: accessibility, affordability, availability,
acceptability, and accommodation. Five
scores, one for each category, were generated
by the PST. The readability index of the PST
was at the fifth-grade level, and the internal
consistency reliability coefficient was re-
ported as .83. Both an English and a Spanish
version of the tool were available to the sub-
ject. The interview took approximately 20
minutes to complete.

Determining Costs

The financial officer of each clinic provided
data on five variables for study: number of
staff, hourly wages (see Table 2), number of
prenatal appointments made and kept, and
number of hours spent delivering prenatal
care. The RNC nurses kept a flowchart of the
number of times they conferred with a physi-
cian and the time involved in order to deter-
mine the cost of consultation. The cost of the
consultation time was computed on the basis
of the hourly salary for the MSC contract
physician. No physical facility costs were in-
cluded in the analysis, as they were not con-

TABLE 1

Variables Studied
Demographic Physiological Satisfaction Cost

Ethnicity Maternal Patient Personnel
Age     Weight gain    satisfaction Hours delivering
Education     Hemoglobin    tool     prenatal care
Medicaid     Complications at the Consultation
Marital status        time of delivery     (nurse-based clinic)
Gravida Neonatal No. of appointments
No. of prenatal visits     Weeks of gestation     made/kept
Adequacy of prenatal visits     Birth weight
Prenatal classes     Apgar score

    Admission to Neonatal
       Intensive Care Unit
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sidered germane to determining the clinics’
staffing model costs.

Cost per clinic visit was determined by di-
viding the personnel costs by the number of
kept appointments. Clinic productivity was
determined by dividing the number of pa-
tients seen for prenatal care by the number of
hours spent delivering prenatal care. In a cost-
effectiveness analysis, the differences among
the clinic costs and appointment outcomes are
calculated using percentage differences. The
staffing model with the lowest outcome value
or cost item is identified, and then the percent-
age differences between this model and the
other two models are calculated.11

Results

Demographic Variables

Subjects at the three clinics did not differ sig-
nificantly on any of the demographic variables
except ethnicity, years of education, and Medic-
aid coverage (see Table 3). Compared with the
MDC and MSC, subjects at the RNC were less
likely to be Hispanic, more likely to have gradu-
ated from high school, and more likely to be on
Medicaid.These significant variables were fur-
ther evaluated using x2 tests were significant.

Analysis of variance (ANOVAs) were
computed to assess the relationship between
patient ethnicity, educational level, and Med-
icaid coverage with satisfaction as measured
by the PST. Ethnicity and Medicaid coverage
were not significantly related to any of the
PST statements.

Educational level was statistically signifi-
cant for two PST statements (“I saw the same
physician/registered nurse for all my prenatal
care” and “The fees at the clinic were more
than I wanted to pay”). These two statements
were further analyzed using a Student
Newman-Keuls post hoc t test to investigate
pairwise differences. For the first statement
(“saw the same physician/registered nurse”),
those subjects with 12 years of education dif-

fered significantly from the group with 8 to 11
years of education. Cross tabulation, control-
ling for the clinic, was done for each group; the
19 subjects who responded “never” to the
statement were from the MSC. A Student
Newman-Keuls test for the statement referring
to the fees being too high showed that all edu-
cational levels differed significantly from the
group with the 0 to 7 years of education. The
lower education group was the only one in
which all members (n = 4) indicated that the
fees charged were “never” fair. Each clinic was
represented in this group. Ninety-four percent
(n = 147) of the subjects responded that the
fees were “always” fair.

Analysis of the subject’s reported cost for
her prenatal care was done using an ANOVA.
The ANOVA was significant, F(2, 156) = 28,
P = .000. The grand mean for the three clinics
was $29.40; the means for the individual clin-
ics were $59.54 for MDC, $8.71 for MSC, and
$19.16 for RNC. Fifty-six percent of the sub-
jects (n = 88) reported that they paid nothing.
A Pearson’s r showed no significant relation-
ship between subject-reported costs and the
number of prenatal visits. Also, there was no
significant relationship between the clinic’s
charge to each subject for her prenatal care, the
maternal/neonatal physiological variables, and
NICU admission. These differences in subject
demographic data, therefore, did not appear to
be related to the categorical dependent vari-
ables in the study.

Physiological Outcomes

There were no significant differences among
the clinics for any of the maternal physiologi-
cal variables. Twenty-eight percent (n = 20)
of the subjects had an inadequate number of
prenatal visits; the mean hemoglobin level at
the time of hospital admission for delivery
was 12 g, the mean weight gain was 30 lb, and
there were no documented maternal compli-
cations at the time of delivery.
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Babies of the subjects of the three clinics
did not differ on any of the five neonatal vari-
ables: 85% (n = 133) were between 38 and 42
weeks of gestation, 86% (n = 134) weighed
between 2500 and 4000 g, 28% (n = 43) were
admitted to the NICU, 85% (n = 132) were
discharged with their mother, and there were
no fetal deaths or baby deaths within the first
48 hours of life.

Maternal Satisfaction

The PST internal reliability coefficient in this
study was .76. ANOVA tests revealed no sig-
nificant differences among the clinics for the
satisfaction categories of accessibility and
affordability. A Student Newman-Keuls post
hoc t test showed the significant differences
among the mean scores for the other group-
ings (see Table 4).

Cost Data

Table 5 shows the cost and outcome data per
clinic and Table 6 shows the percentage dif-

ferences among the clinics for the supplied
data. Although the MSC had the lowest per-
sonnel costs, the RNC had the lowest cost per
clinic visit and the highest productivity.

Discussion
The absence of significant differences among
the three clinics for the maternal-neonatal
physiological variables was expected and sup-
ports other reports that nurses prepared for a
specific area of health care can provide qual-
ity care.7,12–15 The number of NICU admis-
sions approached significant differences, with
the MSC having 35% (n = 20) of its subjects’
babies admitted compared with 21% (n = 11)
for the MDC and 23% (n = 12) for the RNC.
The number of complicated pregnancies re-
ferred to the health center by each clinic was
not analyzed. It is possible that the MSC re-
ferred fewer complicated pregnancies and
therefore increased its number of NICU ad-
missions. As 35% is higher than the 28% av-
erage number of newborn NICU admissions

TABLE 2

Clinic Staffing and Hourly Salaries
Clinic

MDC MSC RNC

Hourly Hourly Hourly
No. of Salary, No. of Salary, No. of Salary,

Personnel $ Personnel $ Personnel $

Physician
Family practice 3 $41.96 — —
Contract 1 $65.00 1 35.00 —
Obstetrical resident for
consultation — — 1 35.00

Nurse Practitioner — 1 15.48 —
Clinical nurse specialist — — 3 20.04
Registered nurse — 5 13.53 —
Licensed vocational nurse 3 $8.45 — —
Nurse Aide — 3 7.06 —
Social worker — 1 11.24 —
Caseworker 1a $5.19 — —
Clerk 1a $5.35 1a 7.11 1a 6.47
Note: MDC = physician-based clinic; MSC = mixed-staffing clinic; RNC = nurse-based clinic
a.  Part-time.
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(level 1, 2, or 3) for this hospital, this may de-
serve further research.16 However, it did not
affect the conclusions of this study.

The RNC subjects indicated significantly
higher satisfaction than the MDC subjects in
the access-to-care dimension of accommoda-
tion and overall satisfaction. This finding
supports the studies, cited by OTA,5 that re-
ported patients often found that nurse practi-
tioners exhibited more interest, reduced the
professional mystique of health care delivery,
conveyed more information, and were more
skillful than physicians when providing ser-
vices that depended on communication with
patients.

However, the subjects at the MDC, which
had no nurse practitioners, indicated signifi-
cantly greater satisfaction with availability and
accommodation and had a higher total satis-
faction score than the subjects at the MSC,
which had one nurse practitioner. One expla-
nation for this might be that at both the MDC
and RNC, subjects had only one caregiver

throughout their pregnancy. All MDC and
RNC subjects were able to name their care
provider, while not one MSC subject could
name a single individual who either had given
her care or had provided health education
during her prenatal visits. Subjects at the MSC
saw a physician and/or nurse practitioner at
each visit; however, it was not necessarily the
same individual. In addition, the MSC policy
of not making specific patient appointments,
with the subjects sometimes waiting several
hours for an appointment, was cited by many
subjects as being very difficult. Lowered sub-
ject satisfaction with the MSC was probably
due to its policy regarding block appointments
and limited time spent with any care provider.

Prenatal care costs were based on data
provided by the clinic financial officers. Costs
were based on 15 minutes per visit at the MDC
and 30 minutes per visit at the RNC; for the
MSC costs were based on preset times for each
personnel category during each 4-hour period
of clinic operation. For example, during this

TABLE 3

Comparison of Clinics for Significant Demographic Data
Clinic

MDC MSC RNC

n % n % n % x2 P value

Ethnicity 26.8 .0002
Anglo — 1 02 9 17
Black — 4 08 5 10
Hispanic 52 100 47 90 38 73

Education, y 16.5 .04
0–7 7 13 7 13 3 06
8–11 26 50 28 54 14 27
12 13 25 10 19 23 44
13+ 3 06 5 10 9 17

General equivalency
    diploma 3 06 2 04 3 06

Medicaid 11.4 .003
Yes 14 27 24 46 31 60
No 38 73 28 54 21 40

Note: MDC = physician-based clinic; MSC = mixed-staffing clinic; RNC = nurse-based clinic.
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study the clinic clerk at the MSC was assigned
only 26 hours of the scheduled 104 hours of
clinic operation. In addition, this clinic was
frequently open for more than 4 hours, which
was not accounted for in the supplied cost
data. Therefore, the MSC personnel costs and
cost per visit might actually be higher and
their productivity lower than reported in Table
5. The lower cost per RNC appointment was
primarily due to limited use of physician time,
which is the most expensive resource in deliv-
ering low-risk prenatal care.

Discussions with the RNC staff concern-
ing the time spent waiting for physician con-
sultation and the physician’s changes to a
proposed plan of care suggest the potential
value of a yearly review of clinic patient care
protocols by the nurse-physician team. This
review would help to reduce the nonproduc-
tive waiting time for the clinical nurse spe-
cialists.

Both the RNC and the MSC had 27%
missed appointments, compared with 18% at
the MDC. A high incidence of missed ap-
pointments ultimately increases clinic costs
because fixed personnel expenses are ex-
pended without delivering care. The lower
missed-appointment incidence at the MDC
may be attributed to the effectiveness of its

caseworker, who called patients with missed
appointments, discussed with them the im-
portance of their clinic visits, and then tried
to reschedule them.

Qualitative data can be very useful in
studies of health care delivery.17,18 This study
of staffing models found significant differ-
ences in patient satisfaction and cost-effec-
tiveness. Qualitative data from patient
interviews helped ascertain that lower satis-
faction with the MSC was due in part to
clinic scheduling policies. In a similar vein,
differences in the number of missed appoint-
ments were due in part to an effective case-
worker in the MDC. These qualitative data
are critically important to field studies of
health care delivery that, by their nature, lack
tight experimental controls.

Conclusion

Escalating health care costs, coupled with de-
creasing governmental economic resources,
are reducing the availability of health care for
underserved populations such as pregnant
women.

TABLE 4

Student Newman-Keuls Significant PST
Category Means by Clinic

Clinic Mean Score

Significant Category MDC MSC RNC

Availability 22.3 18.5a 23.5
Acceptability 52.3 51.6b 63.9
Accommodation 36.2b 32.3a 37.9
Total PST score 124.5b 116.6a 129.1

Note: PST = patient satisfaction tool;
MDC = physician-based clinic; MSC = mixed-
staffing clinic; RNC = nurse-based clinic.

a. Significantly lower score compared with MDC and
RNC.

b. Significantly lower score compared with RNC.

TABLE 5

Cost and Outcome for Three Staffing
Models

Alternatives
Measure MDC MSC RNC

Cost
Personnel costs $18,965 $12,381$13,006a

Outcome
Appointments made 1695 1341 1665
Appointments kept 1397 984 1216
Hours 804 962 590
Productivity 1.7 1.02 2.06

Cost-effectiveness
Cost per appointment $11.19 $9.23 $7.81
Cost per kept

 appointment $13.58 $12.58 $10.70
Note: MDC = physician-based clinic; MSC =

mixed-staffing clinic; RDC = nurse-based clinic
a. Includes 6 hours of consultation time
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TABLE 6

Percentage Differences in Cost and Outcome
Data for Clinic Staffing Models for
3 Study Months

Clinic, %

Measure MDC MSC RNC

Personnel costs 53 0 5
Kept appointments 42 0 24
Hours delivering
    Prenatal Care 35 63 0
Productivity 67 0 101
Cost per kept
    appointment 27 18 0

Note: MDC = physician-based clinic;
MSC = mixed-staffing clinic;
RNC = nurse-based clinic

This study found that increasing the
availability of low-risk prenatal care profes-
sionals through the use of nonphysician ma-
ternal health providers, with physicians
available for consultation, might substantially
reduce the cost of providing this care while
maintaining quality. Therefore, such a system
might save valuable resources. The results
have direct public policy implications for the
staffing of low-risk prenatal care clinics. The
findings regarding the mixed-staffing model
underscore the importance of analyzing envi-
ronmental issues such as clinic policies re-
garding individual patient appointments and
lack of continuity of care.

Texas Health Science Center, San Antonio
School of Nursing.

8. Williams RL, Binkin NJ, Clingman EJ. Preg-
nancy outcomes among Spanish-surname
women in California. Am J Public Health.
1986;76:387–391.

9. Kessner DM, Kalk CE. Infant death: An analysis
of maternal risk and health care. In: Contrast in
Health Status. Washington, DC: National Acad-
emy of Sciences; Institute of Medicine; 1973;1.

10. Reed SB, Draper SJ. The Mothers of the Nurses
Prenatal Clinic (1978–1982). Unpublished
manuscript, University of Texas Health Science
Center San Antonio School of Nursing.

11. Reynolds J, Gaspari KC. Operations Research
Methods: Cost-effectiveness Analysis. Chevy Chase,
Md: Primary-Health Care Operations Research;
1985. Monograph Series: Methods Paper 2.

12. Watkins LO, Wagner EH. Nurse practitioner and
physician adherence to standing orders criteria
for consultation or referral. Am J Public Health.
1982;72:22–29.

13. Hastings GE, Vick L, Lee G, Sasmor L, Natiello
TA, Sanders JH. Nurse practitioners in a
jailhouse clinic. Med Care. 1980; 18:731–744.

14. Bibb BN. Comparing nurse practitioners and
physicians: a simulation study on process of
care. Eval Health Professions. 1982;5:29–42.

Acknowledgment

This paper was presented at the Southern Nursing
Research Conference, Atlanta, Georgia, 1990.

References

1. Lewin ME. Financing care for the poor and
underinsured: an overview. In Lewin ME, ed.
The Health Policy Agenda. Washington, DC.
American Enterprise Institute for Public Policy
Research; 1985:26–43.

2. Moore TR, Origel W, Key TC, Resnick R. The
perinatal and economic impact of prenatal care
in a low-socioeconomic population. Am J Obstet
Gynecol. 1986;154:29–33.

3. Scholl TO, Miller LK, Salmon RW, Cofsky MC,
Shearer J. Prenatal care adequacy and the
outcome of adolescent pregnancy: effects on
weight gain, preterm delivery, and birth weight.
Obstet Gynecol. 1987;69:312–316.

4. Showstack JA, Budetti PP, Minkler D. Factors
associated with birthweight: an exploration of
the roles of prenatal care and length of gestation.
Am J Public Health. 1984;74:1003–1008.

5. Office of Technology Assessment. Healthy
Children Investing in the Future. Washington,
DC: Office of Technology Assessment; 1988.

6. National Commission to Prevent Infant
Mortality. 1985 Indirect Costs of Infant Mortality
and Low Birthweight. Washington, DC; National
Commission to Prevent Infant Mortality; 1988.

7. University of Texas Health Science Center, San
Antonio School of Nursing. Developments in
Prenatal Care. San Antonio, Tex: University of



CHAPTER 14 COST-EFFECTIVENESS ANALYSIS 207

15. Denton FT, Spencer BG, Gafni A, Stoddart GL.
Potential savings from the adoption of nurse
practitioner technology in the Canadian health
care system. Socio-Economic Plan Sci.
1983;17:199–209.

16. Smith C. Saving newborn lives—otherwise lost.
San Antonio Express-News Sunday Magazine.
May 1, 1988;18–20, 23, 26–29, 33.

17. Lincoln Y, Guba E. Naturalistic Inquiry. Beverly
Hills, Calif: Sage; 1985.

18. Jacob E. Clarifying qualitative research: a focus
on traditions. Educ Researcher. 1988;17(1):16–24.

Explanation and Critique

“A Cost-Effectiveness Analysis of Three Staff-
ing Models for the Delivery of Low-Risk
Prenatal Care” by Elaine Gravely and John
Littlefield is an example of a straightforward
cost-effectiveness study. Graveley and Little-
field wanted to determine the comparative
cost-effectiveness of three different models of
staffing low-risk (healthy mother and fetus)
prenatal clinics: (1) physician staffed (MDC),
(2) nurse staffed (RNC), and (3) mixed staff-
ing (MSC). At the MDC, women saw the
same physician for all their prenatal care and
counseling, and they received standard clinic
appointments. At the RNC, patients saw the
same clinical nurse specialists, who delivered
total prenatal care. Patients also received
standard clinic appointments. Procedures
were a little different at the MSC. Each pa-
tient saw a nurse aid, a registered nurse for
prenatal teaching, and the nurse practitioner
and/or physician at each visit. In addition,
patients were all expected to report at 8:00
a.m. for appointments and waited their turn
to see clinic personnel.

A total of 156 subjects were selected
shortly after giving birth at the county hospi-
tal (52 from MDC, 52 from RNC, and 52
from MSC). All 156 agreed to participate in
the study. We are not told how the subjects
came to attend the particular clinic they at-
tended, but we assume it was not randomly.

Four broad categories of variables were
compared—demographic, physiological, pa-

tient satisfaction, and cost. There were few
differences between the groups with regard to
the demographic variables and none for the
physiological variables.

Patient satisfaction was a different story,
however. MDC and RNC patients were satis-
fied with their services. Lower satisfaction with
MSC was apparently due to its policy regard-
ing block appointments (8:00 a.m. for every-
one) and limited time spent with any
caregiver. (All MDC and RNC subjects were
able to name their care providers, while none
of the MSC subjects could name a single indi-
vidual who had either provided instruction or
given care.)

So both the MDC and RNC models were
found to be approximately equally effective in
terms of service delivery. The question then is
this: Which method of delivery is most cost
effective?

The financial officer of each clinic pro-
vided data on the following—number of
staff, hourly wages, number of appointments
made, number of appointments kept, and
number of hours spent delivering prenatal
care. Obviously doctors are more expensive
than nurses, but other factors come into play.
Both the RNC and MSC had 27 percent
missed appointments compared with only 18
percent at the MDC.

The financial data are shown in table 5 of
the article. The productivity of the various
options were compared by dividing the num-
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ber of clients seen (appointments kept) by
the number of hours delivering the services:

MDC RNC MSC
Appointments kept 1,397 1,216 984
Hours    804    590 962

PRODUCTIVITY   1.70   2.06 1.02
(HOURS PER KEPT APPOINTMENT)

The higher the score, the more productive the
facility. The RNC model was the most pro-
ductive, followed by the MDC.

Cost-effectiveness was determined by di-
viding personnel costs by appointments kept:

MDC RNC MSC
Personnel costs $18,965 $13,006 $12,381
Appointments kept 1,397 1,216 984

COST PER  KEPT
APPOINTMENT $13.58 $10.70 $12.58

Thus, as with productivity, the RNC model
was the most cost-effective. The authors con-
clude that

increasing the availability of low-risk
prenatal care professionals through the
use of  nonphysician maternal health
providers, with physicians available for
consultation, might substantially reduce
the cost of  providing this care while
maintaining quality.

This is a nice little cost-effectiveness study; it
is straightforward, and there is nothing fancy
about it. It deals with a small problem. But it
is a good example of a thoughtful, thorough,
and effective cost-effectiveness study.  What is
the evaluation design the authors use?
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Part VI deals with designs that do not eas-
ily fit into the categories of the preceding four
parts of the book; however, they build from
the material presented there. We call the first
one a “patched” design, since it patches to-
gether elements from the previous chapters.
A good evaluator will be able to assess the ex-
isting or available data relating to a program
evaluation and attempt to maximize the
strengths of various designs to construct the
best design given the data. Of course, ideally,
you would want to have the ability to ran-
domly assign observations to experimental
and control groups and then gather pretest
and posttest time-series data for both groups.
But evaluators seldom have that luxury. Now
that you know the strengths and weaknesses
of a variety of evaluation designs, however,
you are in a position to construct and assess
patched designs as you will see in chapter 15.

As mentioned in chapter 1, meta-evalua-
tions are systematic attempts to make sense
out of a number of outcome evaluations of
similar programs. Chapter 16 provides an ex-
ample of this type of evaluation. It examines
a program that has been widely implemented
in local governments, Project DARE.

Still other types of “Other Designs” ex-
ist—most notably, those based on case stud-
ies and other qualitative methods. Since this

book is designed to examine quantitative
methods, review of qualitative methods is
outside its scope. If you plan to perform case
studies, however, we suggest you consult with
the leading scholar in the field, Robert Yin
(1993; 1994). Yin suggests that the main dif-
ference between case studies and other forms
of quasi-experimentation is that case studies
consider “context” to be an essential part of
the phenomenon being evaluated (1994, 64).
The types of data collected in case studies
may be either qualitative, quantitative, or
both. Therefore, many of the techniques cov-
ered in this text are equally applicable to case
study evaluations.
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In each of the preceding chapters, one spe-
cific evaluation design was examined dis-
cretely—that is, by itself. This was done to
make learning about evaluations easier. It is
obviously easier to learn about one technique
or problem than it is to try to sort out several
designs at one time.

Sometimes the evaluator will have the
opportunity (although some would say the
bad luck) to draw from more than one pure
design—to “patch together” a design that
maximizes the validity of the design under
the constraints of the current study. For in-
stance, say there are data already collected at
one point during the pretest stage; however,
the evaluator has access to quarterly data
collected during the first three years of the
program. One could then patch together a
pretest-posttest, time-series design. It would
have a one-point (non–time-series) pretest
and a time-series of twelve points for the
posttest. In drawing from the available data,
the evaluator is only constrained by imagina-
tion and ingenuity in patching together what
works best in a given situation.

The following article, “Attitude Change
and Mental Hospital Experience” by Jack
Hicks and Fred Spaner, is an example of a
patched design. The article features not one,

but two designs. The authors identify the first
design as a “recurrent institutional cycles de-
sign” developed by Donald Campbell and
Julian Stanley (1962, 171–246)—a design
never discussed in this book. Furthermore, the
second design does not perfectly fit the designs
presented in Parts II, III, IV, or V. But this
should pose no problem. Each real-world
evaluation problem is unique, and you should
not expect textbook designs to be completely
appropriate for all problems. For each design
described and illustrated, there are clearly nu-
merous modifications. The “recurrent institu-
tional cycles design” is a modification of a
design already presented, as is the design
adopted for the second experiment.

While reading the article, it might help to
view the two experiments as two cases (they
are). The authors were dissatisfied with the
results of the first experiment and adopted a
new design to overcome the weaknesses of
the first evaluation.

Try to identify what the recurrent institu-
tional cycles design actually is, based on your
reading of the earlier chapters. Then focus on
the threats to validity: What are these threats?
Which threats could not be overcome, thus
forcing the authors to adopt a new design and
conduct a second experiment?

CHAPTER 15

Patched Designs
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Then, what is the second design? Does it
overcome the problems of the initial experi-
ment? At the end are you struck with serious
reservations about the results? If so, there must
be certain sources of invalidity that were not
overcome successfully. Are there any “neat” as-
pects to the experiment? Have the authors

been able to measure any external influences
that are not attributable to the program?

We believe that if a reader can satisfacto-
rily critique, not criticize, this case, then he or
she understands how patched evaluations
may be constructed, and our objectives in
writing and editing this book have been met.

Attitude Change and Mental Hospital Experience

Jack M. Hicks
Northwestern University

Fred E. Spaner*
Veteran’s Administration Hospital, Downey, Illinois

READING

It is the thesis of this investigation that fa-
vorable attitudes toward the mentally ill may
develop as a function of intimate exposure to
the mental hospital environment. Specifically,
attitudes of the hospital employees will shift
over time in a direction more favorable to the
patient. Empirical support of this notion is
suggested by Bovard (1951), who found that
as frequency of interaction between persons
increases, the degree of liking for one another
increases. His study, however, involved col-
lege classes and may not be generalizable to
the mental hospital.

Impressionistic evidence of the positive
effects of mental hospital experience is pro-
vided by extensive work with student nurses
(Perlman & Barrell, 1958). These observers
report that at the beginning of psychiatric
training student nurses see patients as “ma-
niacal” and tend to emphasize the differences
between patients and themselves. But, as their

*The authors would like to express their indebtedness
to Donald T. Campbell who critically read this paper
and made many valuable suggestions.

training progresses, “they begin to maximize
the similarities between themselves and pa-
tients and see the differences as predomi-
nantly differences in degree and not kind.”
Some experimental corroboration of these
observations is offered by Altrocchi and
Eisdorfer (1960).

Dissenting evidence of the positive ef-
fects of the hospital environment upon atti-
tudes is suggested by Middleton (1953) who
found greater prejudice toward mental pa-
tients among older, more experienced mental
hospital employees than among younger,
less experienced employees. However, this
finding is difficult to interpret as evidence of
attitude change due to the absence of pretest
information.

In view of the paucity of systemic re-
search and ambiguity of finding in this area,
the present investigation was undertaken.

Experiment I

This study was an initial step toward further
exploration of the effects of mental hospital
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experiences upon attitudes toward the men-
tally ill. Attitude modification was measured
among student nurses exposed to 12 weeks of
psychiatric nursing training at the Veterans
Administration Hospital, Downey, Illinois.
Attitudes elicited immediately prior to train-
ing were compared to attitudes immediately
following training.

The following hypothesis was tested:
There will be a favorable shift in attitude

toward mental patients over a 12-week pe-
riod of psychiatric nursing training. Favor-
able attitude shift was defined as a change in
response to attitude statements in the direc-
tion of judges’ opinions of the most desirable
attitudes for student nurses to have.

Psychiatric nursing training consisted of
two main subdivisions: classroom instruc-
tion, and ward experience. Classroom in-
struction involved 10 hours per week devoted
to exploration of nursing care problems.
Ward experience entailed 6 weeks on each of
two clinical areas—the male section and the
female section—of the Acute and Intensive
Treatment Service.

Method

Subjects. Seventy-eight student nurses, sent
to Downey from several schools of nursing in
the Chicago area as part of their regular nurs-
ing training schedule, were used. They were
there in groups of 48 and 30, 3 months apart.
All had received an average of about 2 years’
previous “Nonpsychiatric” nursing training.

Materials. A five-point Likert questionnaire
designed to elicit attitudes associated with
mental patients was used. The scale con-
tained 66 statements some of which were
borrowed verbatim or modified from Gilbert
and Levinson’s (1956) CMI scale (Items 5, 7,
11, 15, 18, 19, 25, 31, and 38) and Middleton’s
(1953) “Prejudice Test” (Items 1, 2, 5, 10, 14,
17, 22, 23, 26, 34, 36, and 37). The remaining
items were original with this study.

Design. The design for this study, presented in
Table 1, was a “recurrent institutional cycles
design” developed by Campbell and Stanley
(1962). It is appropriate to those situations in
which an institutional process (in this case,
psychiatric nursing training) is presented con-
tinually to new groups of respondents. Group
A was a posttest only aggregate whose only ex-
posure to the questionnaire was on the final
day of their 12-week psychiatric training pe-
riod. Group B was a pretest-posttest aggregate.
These respondents received the questionnaire
on the first morning of their arrival into the
psychiatric setting, prior to any formal orien-
tation or exposure to patients (Group B1).
They also received an identical form of the
questionnaire on the final day of their training
period (Group B2).

Procedure. First exposure: For the pretest and
posttest only conditions, the experimenter
was introduced to the group by a nursing
education instructor. The experimenter then
asked their cooperation in participating in a
survey of attitudes and opinions about men-
tal illness. Confidentiality of results was as-
sured. Group B1 were asked to sign their
names on the questionnaire. Group A were
asked not to record names.

Second exposure: Group B2 respondents,
having already been exposed to the test situa-
tion, were not given the introduction and full
instructions. The group was simply asked to
participate in filling out another question-
naire concerning attitudes and opinions
about mental illness. They were reminded to
put their names on the questionnaires. The
same test room and same experimenter were
used for all conditions.

Composite scoring key: A total attitude
score was derived for each respondent by the
method of summated ratings. The direction-
ality of each item was determined by asking
five nursing education instructors to respond
to each statement in accordance with their
professional opinions as to the most desirable
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attitude for a student nurse to have. These
ratings produced at least 80% interjudge
agreement on 38 of the total 66 items. Item
response categories were scored from zero
through four, depending on the directionality
of the statement.

Results and Discussion

The major statistical tests of the hypotheses
shown in Table 1 were t tests of difference in
mean composite scores between (a) Group B1

(pretest) and Group B2 (posttest), and (b)
Group B1 and Group A (posttest only).

The mean difference between B1 and B2

was 15.25. A direct-difference t test between
these two means was highly significant and in
the predicted direction (p < .0005). This find-
ing strongly supported the hypothesis. The
mean difference between B1 and A was 4.5,
reaching significance in the same direction as
the B1–B2 difference (p < .05). Hence, support
of the hypothesis was provided by both com-
parisons.

However, these results became less clear-
cut in consideration of an unexpected diver-
gence between the two posttest means. A t
test between A and B2 produced a convinc-
ingly significant difference (p < .001), with
B2 higher than A. This finding seemed note-
worthy despite the fact that a t test did not
show the unpredicted A–B2 difference to be

significantly greater than the predicted A–B1

difference (p > .05). There appeared to be
several plausible explanations. One possibil-
ity stemmed directly from the fact that B2 re-
ceived a pretest, whereas A did not. That is,
the pretest may have influenced performance
on the subsequent testing. According to
Campbell (1957), a pretest may increase or
decrease sensitivity to the experimental vari-
able. Thus, there may have been an interac-
tion between the attitude pretest and
psychiatric experience.

Another possible cause of the A-B2 dis-
crepancy was a respondent selection bias.
Group B may have had a higher mean attitude
than Group A at the outset of psychiatric
training. This consideration became particu-
larly important since the nature of the field
situation prevented random preselection by
the experimenter. Although psychiatric nurs-
ing trainee assignments were made un-
systematically, and were not expected to vary
from group to group, this assumption could
only be made on a priori grounds at this time.

A third source of confoundment per-
tained to names being asked of Group B2 but
not Group A. This fact may have “freed”
Group A respondents to more readily express
less favorable attitudes actually felt. Group B2,
on the other hand, because of the presence of
their names, may have been more inclined to
present themselves in a favorable light, giving
answers which they knew the staff thought
desirable.

A fourth possibility concerned the sheer
fact of taking a pretest sufficing to produce
systematic changes on the posttest. This phe-
nomenon differs from test-treatment interac-
tion in that it refers to the main effects of
testing per se.

Finally, it is possible that “history” effects
of a powerful extraneous influence unknown
to the experimenter occurred prior to B2, but
not prior to A. An example would be a mental
health publicity campaign occurring contem-
poraneously with the Group A training pe-

TABLE 1

Comparisons of Composite
Score Means
Comparison N M t

B1  (Pretest) 48 103.1 11.55***
B2  (Posttest) 48 118.3
A   (Posttest only) 30 107.6 1.96*
B1 48 103.1
A 30 107.6 4.67**
B2 48 118.3

   * Significant at .05 level, one-tailed.
 ** Significant at .001 level.
*** Significant at .0005 level, one-tailed.
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riod. A related possibility is that psychiatric
training itself differed in some important way
for Groups A and B. It is certainly possible to
imagine that some change in hospital person-
nel, goals, or other conditions, may have af-
fected the nursing education program.

Experiment II

This investigation was an attempt to (a) cor-
roborate and refine the basic findings of Ex-
periment I, and (b) clear up ambiguities in the
results of Experiment I. It will be recalled that
a small but significant difference in the pre-
dicted direction was found between a posttest
only and an independent pretest group, but
that a highly significant difference between the
two posttests created problems of interpreta-
tion. Basically, the same quasi-experimental
design was used (institutional cycles design),
but with additional controls and a modified
measuring instrument. This design also re-
sembles Campbell and Stanley’s (1962) “non-
equivalent control groups” design in that
random preselection was not possible.

The primary advantage of Experiment II
was in the introduction of control groups.
This addition made two important contribu-
tions: First, it provided for the testing of a
hypothesis more precisely related to the ef-
fects of psychiatric training. The hypothesis
for Experiment I was limited to predicting
“absolute” attitude shift over 12 weeks of psy-
chiatric training. The study was not designed
to differentiate between change as a function
of psychiatric training, and change produced
by other variables. As much change may con-
ceivably have occurred with no psychiatric
training at all. Equipped with control groups,
Experiment II may test the more meaningful
hypothesis of whether or not attitude change
will be relatively greater as a function of psy-
chiatric training than some other treatment.
Hypothesis I for this investigation is:

There will be greater favorable shift in
attitudes toward mental patients over a 12-

week period of psychiatric nursing training
than over an equivalent period of nonpsy-
chiatric nursing training. (Attitude change
was defined as in Experiment I.)

A second advantage of control groups
permitted light to be cast on factors related to
the unpredicted mean difference between the
posttests of Experiment I. In particular, it was
possible to test for pretest “sensitization” to
psychiatric experience. For Experiment I,
there were pretested and unpretested groups
for the experimental treatment only. For Ex-
periment II, there were pretested and un-
pretested groups for both experimental and
control conditions. Due to the suggestive
finding of Experiment I, the following hy-
pothesis may be stated:

There will be a significant interaction be-
tween pretest attitude and psychiatric experi-
ence. This interaction should have a favorable
rather than a dampening effect upon posttest
attitudes.

An alternative possibility which can be
tested as part of the analysis of the above hy-
pothesis concerns the main effects of testing.
In this consideration, pretested respondents
would have significantly more favorable atti-
tudes than unpretested respondents to a
comparable degree on both experimental and
control conditions.

Experiment II was also designed to test
for recruitment differences among groups of
respondents, another of the suggested con-
founders of Experiment I. This analysis was
made by testing for nonlinearity among
mean attitudes of all pretest conditions, both
Experimental and Control.

It was also conjectured that the un-
predicted difference between the posttests of
Experiment I was due to instructions to record
names on the questionnaires for one group
but not the other. In order to check out this
possibility, an additional experimental group
was tested with “no name” instructions.

One further test designed to clarify Ex-
periment I was considered. The reader will
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recall the suggestion that the two posttest
means differed due to “history” effects of ex-
traneous influences occurring concomitantly
with psychiatric training, or subtle changes in
psychiatric training itself. Such confounders
were controlled for in Experiment II by the
inclusion of two pretest-posttest psychiatric
groups differing in terms of a 3-month sepa-
ration in experimental treatment. If either or
both of these effects are manifest, differential
attitude change between the two groups
would be expected.

Method

Subjects. A total of 354 student nurses were
used. Two hundred twenty-four were mem-
bers of the experimental groups receiving 3
months of intensive psychiatric nursing
training. The remaining 130 were control re-
spondents who, not yet having reached the
psychiatric phase of nursing training, were
encountered somewhat earlier in their overall
programs. There was considerable overlap in
this respect, however, since entrance of stu-
dents into psychiatric training was distrib-
uted fairly evenly over the second half of the
3-year registered nurses training program.
The only prerequisite for psychiatric training
was at least 18 months of previous general
hospital training.

All Experimental subjects took their psy-
chiatric training at the Veterans Administra-
tion Hospital, Downey, Illinois, as part of their
normal nursing training schedule. They came
in aggregates of approximately 50 at 3-month
intervals from seven schools of nursing in the
Chicago area. Control respondents were tested
while undergoing pediatric, surgical, obstetri-
cal, or other phases of nursing training at two
of the seven home hospitals of the nursing
schools mentioned above. Respondents were
not randomly assigned by the experimenter.

Materials. The Experiment I questionnaire
was used except for slight modifications in

format and content. In terms of format, the
six-point forced-choice Likert adaptation,
employed by Cohen and Struening (1959)
was adopted. This represented an elimination
of the ? category used too liberally by Experi-
ment I respondents, being replaced by two
categories: not sure but probably agree, and
not sure but probably disagree.

The content of the questionnaire was
modified to the extent of eliminating 5 items
and adding 26 new ones, making a total of 87
for the Experiment II questionnaire. The 5
eliminated items were unsatisfactory because
of highly skewed response distributions. One
of these items was Number 22 from
Middleton’s (1953) Prejudice Test. The addi-
tion of 26 items was an attempt for better
representation of the attitude universe of in-
terest. Of these items, 4 were borrowed from
Middleton’s Prejudice Test (Items 4, 18, 29,
and 30), and 8 were taken from Cohen and
Struening’s (1959) Opinions about Mental
Illness questionnaire (Items 8, 14, 34, 35, 39,
41, 42, and 48). The remaining 14 items were
original with this study. A special feature of
the revised questionnaire was the retention of
21 non-shifting items from Experiment I.
These items were included as an indicator of
the degree to which Experimental respon-
dents discriminate among items in the pro-
cess of demonstrating attitude change.
Fourteen items which showed significant
change in the same direction on both B1 – A
and B1 – B2 comparisons in Experiment I
were also retained.

Design. The 354 respondents made up eight
conditions, five treatment conditions and
three control conditions. Experimental groups
are referred to in Table 2 as Groups A, B, F, G,
and H. Groups C, D, and E are Control groups.
The lettering, A through H, is related to the
chronological order in which the different
groups were encountered over a 9-month pe-
riod. The Experimental groups were of two
types: pretest-posttest and posttest only.
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Groups A and H (comparable to Group A of
Experiment I) were posttest only (or un-
pretested) whose only exposure to the ques-
tionnaire was on the final day of their respec-
tive 12-week psychiatric training periods.
Groups A and H differed in that A was tested 9
months prior to H; and Group A respondents
were asked to record their names on the ques-
tionnaires, while H respondents remained
anonymous. Groups B and G were Experi-
mental pretest-posttest aggregates, compa-
rable to Group B of Experiment I. These
subjects were pretested immediately upon ar-
rival at Downey and prior to any of the sched-
uled activities (Conditions B1 and G1). They
were posttested on an identical form of the
questionnaire after completion of all sched-
uled psychiatric activities 12 weeks later (Con-
ditions B2 and G2). A 3-month separation in
the span of time (12 weeks) during which
training was received denotes the principal dif-
ference between these two groups.

In order to determine the longer range
effects of psychiatric experience upon atti-
tude changes, an additional Experimental
group (Group F) was tested. Of the 24 indi-
viduals in this group, 14 had participated pre-
viously in Experiment I and 10 in Group B of
Experiment II, discussed above. These sub-
jects ranged from 1 to 10 months of “post-

psychiatric” general hospital training, with a
mean of 5.25 months.

Control groups were also of two types:
pretest-posttest and pretest only. There were
two pretest only groups (C and E), so-called
as a convenient label for “one-shot” testing
administered at times prior to psychiatric
training. Minor differences between Groups
C and E were in terms of time and hospital at
which testing took place. The final condition
to be discussed pertains to Group D, a
nonpsychiatric pretest-posttest aggregate.
This group, representing the basic control
group for testing of Hypothesis I, received 12
weeks of general hospital training between
pretest and posttest.

Procedure. The identical procedure was used
as described in Experiment I. The same ex-
perimenter presided over all sessions, with
one exception. A substitute examiner was
used for Condition G2. Instructions were all
the same. All groups were requested (on both
pre-and posttest) to record their names in the
upper right-hand corner of the questionaire
except Group H. Group H was asked not to
record names.

As in Experiment I, the method of sum-
mated ratings was used. Directionality of the
new attitude statements was established by

TABLE 2

Experimental Design
Groupsa

A B C D E F G H

TREATMENT (TREATMENT)
POSTTEST PRETEST (POSTTEST)

TREATMENT PRETEST PRETEST

POSTTEST PRETEST

POSTTEST PRETEST POST POSTTEST TREATMENT

POSTTEST

TREATMENT

POSTTESTb

a. In chronological order.
b. Respondents asked not to record names.
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the same five nursing education instructors
used in Experiment I. Items retained from
Experiment I were not “rekeyed.” Eighty per-
cent interjudge agreement was achieved on
59 of the 87 items. Items were scored from
one through six for analysis purposes.

Results

A post hoc measure of test-retest stability of
the 59 keyed items was obtained by matching
pretest-posttest scores for Control Group D.
The Pearson coefficient was .82. Similar
Pearson r’s were obtained between pretests
and posttests of Experimental Groups B and
G of .55 and .57, respectively.

Internal consistency of the keyed items
was estimated as a by-product of average
item-total correlations (Guilford, 1950, p.

494). Two independent matrices of item-total
correlations were computed. Groups A, B,
and G were combined , as well as Groups C,
D, and E, yielding average item-total correla-
tions of .34 and .30, respectively. Resulting
internal consistency reliabilities were .88 and
.86. The average item-total r’s were also
squared to provide estimates of .11 and .09
mean item intercorrelations.

Date
Tested Test
1960 Mean Condition Treatment

A   2–20 263.65 Post-only Psych.
B1   2–28 249.58 Pre “
B2   4–21 271.15 Post “
C   3–11 247.36 Pre-only General
D1   3–11 252.83 Pre “
D2   6–10 257.69 Post “
E   6–8 251.26 Pre “
F   6–8 271.12 Post-Post Psych.
G1   4–30 247.84 Pre “
G2   8–20 269.27 Post “
H 11–19 265.02 Post-only “

(no–name)

TABLE 3

Multiple Comparisons Test of Differential
Attitude Shift
Comparison Difference W

__
S
__
D
_

(
–
XB1 – 

–
XB2) – (

–
XD1 – 

–
XD2) 16.71 9.37*

(
–
XG1 – 

–
XG2) – (

–
XD1 – 

–
XD2) 16.57 8.81*

(
–
XB1 – 

–
XB2) – (

–
XG1 – 

–
XG2) .14 8.81

* Significant at .01 level.

FIGURE 1

Mean attitudes and attitude shifts for all groups
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An overall picture of mean attitudes and
attitude shifts is presented in Figure 1. A cur-
sory inspection reveals both markedly higher
attitude scores for psychiatric groups than
Control groups overall, and sharp increments
in attitude favorability over the 12-week psy-
chiatric training period. Mean attitude incre-
ments for Experimental Groups B and G were
21.57 and 21.43, respectively, both of which
are highly significant (p < .0005, one-tailed),
thus, strongly supporting the hypothesis of
Experiment I.

The Tukey test for multiple comparisons,
reviewed by Ryan (1959), was employed for
the assessment of Hypothesis I. A three-way
comparison was made between Experimental
Groups B and G, and Control Group D in
terms of degree of favorable attitude shift.

Groups B and G exceeded D in magni-
tude of favorable attitude shift by mean dif-
ferences of 16.71 and 16.57, respectively. Both
of these increments exceeded their respective
“wholly significant difference” (W

__
S
_

D
__

) set at
the .01 level of confidence indicated in Table
3. The third comparison between Groups B
and G produced no significant difference, as
expected. These comparisons unequivocally
supported Hypothesis I as shown graphically
in Figure 2.

Pretest-treatment interaction was tested
by a fourfold analysis of variance for unequal
and disproportionate cell frequencies. Experi-
mental versus Control groups made up the
row main effects, whereas pretested versus
unpretested groups were represented in the
columns. As noted in Table 4, and also
graphically in Figure 3, there was no signifi-
cant interaction between pretesting and psy-
chiatric nursing experience (F < 1). Therefore,
Hypothesis II was rejected in that there was no
evidence of pretest sensitization to the experi-
mental variable.

Table 4 does present, however, strong evi-
dence of the main effects of testing. Mean
posttest attitudes of pretested respondents
were found to be significantly higher than
corresponding mean attitudes of posttest
only subjects (p < .001).

The significant main effects of the ex-
perimental variable are also shown in Table 4.
Overall mean posttest attitudes of psychiatric
nurses are shown to be significantly more fa-
vorable than posttest attitude scores of the
nonpsychiatric groups. This analysis does not
reflect attitude shift, however, and does not
bear directly on Hypothesis I.

FIGURE 2

Mean attitude shift over 12-week period

TABLE 5

Analysis of Variance
of Recruitment Differences
Source df MS F

Between groups 4 252.5 <1
Error 234 338.9

TABLE 4

Analysis of Variance of Mean Attitude
Differences as a Function
of Testing and Treatment
Source df MS F

Pretest 1 3932.5 11.00*
Treatment 1 14,543.3 40.68*
Interaction 1 140.2 .39
Error (w) 326 357.5

* Significant at .001 level.
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Results of a one-way analysis of variance
are presented in Table 5, testing for
nonlinearity among group mean pretest atti-
tudes. The between-groups variance was less
than the within-groups variance, hence re-
jecting the nonlinearity hypothesis (F < 1) re-
garding recruitment nonequivalence.

The hypothesized difference between
“names” and “no names” was tested by com-
paring the attitude means of posttest only Ex-
perimental Groups A and H. The means for
the two groups were 263.65 and 265, respec-
tively. An uncorrelated t was < 1, failing to
support the hypothesis.

The effects of “history” and/or undetec-
ted changes in the experimental variable were
tested by comparing the mean shifts of two
psychiatric groups, B and G. A test for this
hypothesis was conveniently provided by
Table 3. As previously mentioned, the mean
difference (.14) in shifts between Groups B
and G is far below the W

__
S
_

D
__

 of 8.81. Thus, no
history effects or changes in psychiatric train-
ing appear evident.

The testing of 24 “post-posttest” respon-
dents (Group F) made it possible to estimate
the stability of attitude change. Since most of
these respondents were previous members of
psychiatric pretest-posttest conditions, they

were compared accordingly with pretest-
posttest Groups B and G. The post-posttest
mean attitude of Group H was 271.12, a level
remarkably comparable to a posttest mean of
271.15 for Group B and 269.27 for Group G.
The durability of attitude change, at least for
a period of several months, seems clearly
demonstrated.

A comparison of degree of shifts was also
made between shifting and nonshifting items
of Experiment I. The criterion of item shift
on Experiment II was a significant mean dif-
ference on the B1–B2 comparison. A Yates-
corrected x2 was a nonsignificant 1.73 (p >
.05). Hence, items which shifted on Experi-
ment I did not shift to a significantly greater
extent on Experiment II than items which did
not shift on Experiment I.

Discussion

Of the several additional subsidiary hypoth-
eses concerning the unpredicted difference be-
tween the posttests of Experiment I, only that
which concerned pretest main effects was sup-
ported. It appears, therefore, that the signifi-
cantly higher mean attitude of Condition B as
compared to Condition A of Experiment I
may be traced to transfer effects from Pretest
Condition B with Group A not being so ben-
efited by a pretest “booster.” This interpreta-
tion does not follow from two investigations of
attitude change by Lana (1959a, 1959b), who
found neither pretest sensitization nor testing
effects. A third study by Lana and King (1960),
however, did show testing main effects without
test-treatment interaction when a learning
task was used. These results are directly in line
with those of this investigation, suggesting the
presence of a learning factor in the attitude
questionnaire used.

In conclusion, then, it may be stated with
confidence that 12 weeks of psychiatric train-
ing was demonstrated to be unequivocally ef-
fective in producing attitude change toward

FIGURE 3

Conjunctive effects of testing and treatment
on posttest scores
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mental illness over and above the noise level of
pretest transfer effects. Furthermore, the ab-
sence of troublesome interactions strengthens
the generalizability of these findings beyond
this particular experimental arrangement.

Summary

Two quasi-experiments were performed as part
of an on-going project to investigate the effects
of overall mental hospital experience upon
modification of attitudes toward the mentally
ill. Four hundred thirty-two student nurses
served as respondents over all. Attitudes were
measured by the Likert technique before and af-
ter 12 weeks of psychiatric nursing training. In
Experiment I, attitudes on both posttests were
observed to be significantly higher in a favor-

able direction than a pretest. A complication
arose, however, with respect to an unpredicted
significant difference between the posttests. Ex-
periment II was basically a refinement of Ex-
periment I. Control groups were added to the
design, the questionnaire was revised, and a
larger N used. Control respondents were stu-
dent nurses in general hospitals not as yet hav-
ing reached the psychiatric phase of their
training. The basic hypothesis that psychiatric
subjects would make a significantly greater fa-
vorable shift in attitudes over a 12-week period
than nonpsychiatric subjects was strongly sup-
ported. The evidence suggests that the posttest
discrepancy in Experiment I was probably due
to pretest main effects, with the “pretested”
posttest condition manifesting a higher mean
attitude than the unpretested group.
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Explanation and Critique

In the face of conflicting research results con-
cerning the effect of student nurses’ hospital
experience on attitudes toward the psychiatric
patients, Jack Hicks and Fred Spaner sought to
systematically assess the changes in attitudes of
nurses that occurred between their entering
the psychiatric training program and their
leaving it. Hicks and Spaner used the institu-
tional cycles design, which is appropriate when
an institutional process (in this instance, psy-
chiatric nursing training) is presented con-
tinuously to new groups. This would be
appropriate in a number of instances. For in-
stance, any training process—student teach-
ing, geriatric nursing training, apprenticeship
programs—would be a candidate.

But what actually is this design? It is
merely a label attached to a design that
patches together aspects of the Solomon
Four-Group Design and the pretest-posttest
comparison group designs. The label is in-
structive to point out instances when the use
of this patchwork makes sense. In such a de-
sign, a number of comparisons can be
made—as Hicks and Spaner do. Gathering
data in this manner allows a researcher to
make comparisons between pretest and
posttest scores (B1 – B2), between pretest and
posttest-only scores (B1 – A), and between
posttested scores (B2 – A).

Hicks and Spaner use sixty-six Likert
items scored ordinally (e.g., a five-point scale
in which 1 was unfavorable and 5 was favor-
able), which were drawn from existing in-
dexes or were modifications of them. (This is
a common practice. There is a whole body of
testing literature that deals specifically with
measuring the validity and reliability of mea-
sures and scales. You should use a tried-and-
true measure rather than reinventing the
wheel with each new research endeavor. In
addition, it adds to the cumulative nature of
this research.) “Favorable” attitudes were de-
termined by a panel of judges who examined

possible attitude items and ranked answers
from “favorable” to “not favorable” toward
patients. Use of expert opinions was reason-
able in this instance or in any instance in
which there are no existing measures which
perfectly match the study’s needs. The atti-
tude index was a summation of the responses
to these items after all items were recoded to
reflect the same scale.

The subjects were nurses on two psychiat-
ric training rotations. They were judged to be
similar on a number of characteristics; for ex-
ample, all had two years’ nursing training. Ran-
dom assignment was impossible because of the
nature of the timing of the rotation. Nurses
were not systematically or randomly assigned to
class cohorts. They entered the nursing school
when they wished. Thus, the investigators had
no reason to believe there were systematic dif-
ferences between the cohorts.

Using a difference of means test (t-test),
Hicks and Spaner compare the pre- and
posttest results. If training were to have a posi-
tive effect on favorable attitudes, the B2 and A
mean scores would have to be significantly
higher than the B1 mean score. That, in fact, is
what they found. To rule out any effects of the
pretest on the posttest results, the A and B2

mean scores would have to be the same (not
significantly different from each other). The
latter result did not occur. Not only are the A
and B2 scores different, but the B2 score is
higher. The substantive meaning of this is that
the pretested nurses had favorable scores that
were even higher than those without the pre-
test but with the same treatment (training).

These results troubled Hicks and Spaner.
Rather than being satisfied that the training
appeared to have a positive impact, they
sought to explain the differences between the
A and B2 scores. The plausible explanations
revolved around threats to internal validity,
mostly the effect of testing. The various
threats resulting from testing and what they
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suggest are interesting. First, what were the
effects of the pretest on the posttest response?
This is what one typically asks when doubtful
about testing effects. Second, did the pretest
experience in any way interact with the psy-
chiatric training experience to, in this case,
enhance the favorable result? This interaction
effect is above and beyond the main effects
postulated in the first example. So, was it the
pretest that affected the result, or did the pre-
test do something to enhance the training ef-
fects? Did the pretest sensitize the Group B
nurses during the training to make them re-
act more favorably to the patients? This ques-
tion was compounded by the fact that the
responses by the Group B nurses were not
confidential. This situation cannot be helped
when one needs to link the responses at B1 to
those at B2 without using a numbered coding
scheme (which might have helped). Did this
lack of confidentiality result in nurses’ an-
swering questions in line with what they be-
lieved their evaluators would regard as
favorable? Even though Hicks and Spaner
postulated no systematic differences between
the two groups, could any selection bias be
explored? Finally, did anything (i.e., history)
occur prior to B2 that did not occur before A?

Typically there is no easy way to evaluate
these other effects after the fact; they are of-
ten estimated if addressed at all. The beauty
of an institutional cycles design, however, is
that there will be new entrants into the cycle
and the effects can be measured. The nursing
rotation allowed Hicks and Spaner to rede-
sign the initial experiment with the result be-
ing Experiment II.

Hicks and Spaner physically controlled
for other explanatory variables by adding
nonequivalent control groups (see Part III).
The members of the basic control groups
were nurses who were in a nonpsychiatric ro-
tation and who had not completed a psychi-
atric rotation. These nurses had slightly less
hospital experience than those in the treat-
ment groups. Within the treatment groups,

there were also control groups to control for
confidentiality and time. The attitude instru-
ment was also modified slightly on the basis
of the results in Experiment I. By forcing re-
spondents to make a favorable versus unfa-
vorable decision (i.e., by removing the “don’t
know/no opinion” category), Hicks and
Spaner increased the variation in the attitudi-
nal score. In other words, they reduced the
propensity to give a neutral response, which
really is not unique. Apparently Hicks and
Spanner believed that nurses would have
some feeling rather than no feeling regarding
these attitudes. This is very similar to the idea
among some political scientists that there are
fewer pure independent voters than Republi-
can and Democratic leaners. The leaners are
not allowed to hide their leanings under the
cloak of fashionable independence.

Systematically, Hicks and Spaner con-
structed control groups to test each of the
possible threats suggested in Experiment I.
Their table 2 displays the groups in terms of
their experimental status and the timing of
the test. Although the experiment is designed
to verify the findings in Experiment I, Hicks
and Spaner also did a good job of showing
how to test the validity threats.

The findings are clearly presented and
very straightforward. (Unfortunately, most
evaluation results are not so clear cut!) First,
did the treatment favorably affect attitudes?
The results in both table 3 and figure 2 indi-
cate that attitudes improved with the training
program. The pretest scores are similar, and
the change in the scores between the pre- and
posttest indicates that the treatment versus
control change is significant. In addition, the
effects across the two treated groups appear
to be similar, and their respective differences
from the control group are similar. The pat-
tern of the attitude change does not change
over time (the three months between groups
B and G).

The fourfold analysis of variance in table 4
of the article was used to determine whether
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and which testing effects were operative. Hicks
and Spaner find no significant interaction be-
tween the pretest and the treatment, but there
were consistent and significant effects of the
pretest results as compared with the posttest
results. There is an effect of taking the pretest
and more favorable posttest scores for both the
experimental and control groups.

Was there a recruitment effect? If there
were a difference, it would show up on the
pretest scores. Hicks and Spaner performed
an analysis of variance to see if the scores on
the pretests were different among the groups.
The idea was that if the difference between
groups was greater than the difference within
the groups, then there were systematic differ-
ences between the groups (i.e., the groups
were not equivalent or similar initially).
Hicks and Spaner found more variation
within the groups than between them. Thus,
they conclude that there is no systematic
variation—that is, no selection bias. This
does not mean that there were no differences
between the groups in Experiment I. Because
of the results in Experiment II, Hicks and
Spaner assumed there were no selection ef-
fects in Experiment I.

Did lack of confidentiality enhance posttest
scores? To determine the answer, Hicks and
Spaner compared groups that received the treat-
ment and posttest-only attitude test. The groups
differed only regarding whether they were asked
to identify themselves on the instrument. Thus,
the testing effect was controlled for; no pretest
was given. Again, they found no difference in the
posttest scores, which indicated that there was no
enhancement based on pleasing the examiner.
The inference is that it did not make a difference
in Experiment I either. Rather, the difference that
emerged in Experiment I was due to the main
testing effects.

One of the reasons Hicks and Spaner had
two pretest-posttest groups was to determine

whether history played a part in the differ-
ences between A and B2. Apparently all the
posttested As were in one class cohort and the
Bs were in another. In Experiment II the two
pretest-posttest groups (B and G) were from
different cohorts that began their training
three months apart. By looking at the mean
shifts in both groups, Hicks and Spaner con-
cluded that history was not a factor because
there were no significant differences between
the shifts. History was not a contributing fac-
tor across that three-month period.

This finding is bolstered by the fact that
the post-posttest results from group F were
similar to those of B and G. Not only did
there appear to be no history effect across
those three periods, but the results indicated
that the effect was fairly durable. The authors
did not indicate how they chose the nurses
from group F. Perhaps they tried to follow up
on all, used participants from one participat-
ing school or hospital, or chose convenient
subjects. The threat to validity they did not
address in this aspect of the study was experi-
mental mortality.

One of the neat and orderly aspects of this
design was that with each new nursing cohort,
the researchers were able to have a clean slate
with which to work (i.e., untreated nurses with
similar pretraining), so the experiments could
be done over and over again. This luxury is not
normally afforded evaluators. When the op-
portunity is presented, however, it allows one
to take a second shot at the research and im-
prove on the initial design.
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Meta-evaluation studies use statistical
procedures to combine two or more empiri-
cal studies that report findings on the same
or very similar programs (Hunter and
Schmidt 1990). Conceptually, meta-evalua-
tions are similar to literature reviews in that
they attempt to make sense out of a body of
literature developed in different contexts.
Unlike literature reviews, however, meta-
evaluations compare and combine empirical
results using statistical techniques.

The key to meta-evaluations is the calcu-
lation of the effect size. The effect size compu-
tation is a “standardization process through
which the strength of the X-Y [independent
variable, dependent variable] relationship is
expressed as standard deviation units”
(Bowen and Bowen 1998, 74) so that the re-
sults can be integrated across studies. In pro-
gram or policy evaluations, the effect size is
the difference between experimental and
control group means divided by their pooled
standard deviations. Sample size variation
across studies can be controlled by weighting
the individual means by multiplying them by
the inverse of the variance. Effect size can be
calculated for individual dependent variable
scores (when there is more than one measure
of the variable), which also can be pooled to

report composite scores. Effect scores are
typically reported showing the weighted
mean of each variable of interest and its 95
percent confidence interval. Effect size can be
either negative or positive; however, if a con-
fidence interval overlaps with 0, it has no sta-
tistically significant effect. Variables for which
the confidence intervals do not contain 0 are
considered statistically significant effects, al-
though their magnitude should be scruti-
nized as well.1

The first step in performing a meta-evalua-
tion is to clearly define the type of program and
effects you are interested in comparing and
then do an exhaustive search for both published
and unpublished empirical evaluations. Meta-
evaluations report the bibliographic informa-
tion for all studies discovered that were
ultimately used. This is important for anyone
who wishes to determine the appropriateness of
your sample. The specific criteria used to in-
clude or exclude studies must also be reported.
A number of criteria are used to include studies
or to exclude them. For instance, you want to
include studies that implement the same pro-
gram or same kind of program. You want to
include studies that measure the same variable
of interest in the same way. You might exclude
studies that have a small sample, that are not

CHAPTER 16
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methodologically sophisticated, or in which the
program is implemented in a setting that is out
of the ordinary (e.g., implementation of a drug
rehabilitation program inside prison as op-
posed to one for the general public).

In the following article, “How Effective Is
Drug Abuse Resistance Education?” Susan
Ennett and her colleagues perform a meta-
evaluation on results from evaluation studies
of the widely implemented DARE program.

How Effective Is Drug Abuse Resistance Education?
A Meta-Analysis of Project DARE Outcome Evaluations

Susan T. Ennett, PhD       Nancy S. Tobler, MS, PhD
Christopher L. Ringwalt, DrPH Robert L. Flewelling, PhD

READING

Abstract

Objectives. Project DARE (Drug Abuse Resistance
Education) is the most widely used school-based drug
use prevention program in the United States, but the
findings of rigorous evaluations of its effectiveness
have not been considered collectively.

Methods. We used meta-analytic techniques to review
eight methodologically rigorous DARE evaluations.
Weighted effect size means for several short-term out-
comes also were compared with means reported for
other drug use prevention programs.

Results. The DARE effect size for drug use behavior
ranged from .00 to .11 across the eight studies; the
weighted mean for drug use across studies was .06.
For all outcomes considered, the DARE effect size
means were substantially smaller than those of pro-
grams emphasizing social and general competencies
and using interactive teaching strategies.

Conclusions. DARE’s short-term effectiveness for re-
ducing or preventing drug use behavior is small and
is less than for interactive prevention programs. (Am
J Public Health. 1994; 84:1394–1401)

Introduction

School-based drug use prevention pro-
grams have been an integral part of the US
antidrug campaign for the past two de-
cades.1,2 Although programs have prolifer-
ated, none is more prevalent than Project
DARE (Drug Abuse Resistance Education).3

Created in 1983 by the Los Angeles Police De-
partment and the Los Angeles Unified School
District, DARE uses specially trained law en-
forcement officers to teach a drug use preven-
tion curriculum in elementary schools4 and,
more recently, in junior and senior high
schools. Since its inception, DARE has been
adopted by approximately 50% of local
school districts nationwide, and it continues
to spread rapidly.3 DARE is the only drug use
prevention program specifically named in the
1986 Drug-Free Schools and Communities
Act. Some 10% of the Drug-Free Schools and
Communities Act governor’s funds, which
are 30% of the funds available each fiscal year
for state and local programs, are set aside for
programs “such as Project Drug Abuse Resis-
tance Education,”5 amounting to much of the
program’s public funding.

Given its widespread use and the consider-
able investment of government dollars, school
time, and law enforcement effort, it is impor-
tant to know whether DARE is an effective drug
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use prevention program. That is, to what extent
does DARE meet its curriculum objectives,
most prominently “to keep kids off drugs”?

DARE’s core curriculum, offered to pupils
in the last grades of elementary school, is the
heart of DARE’s program and the focus of this
study. We evaluate here the core curriculum’s
short-term effectiveness by using meta-ana-
lytic techniques to integrate the evaluation
findings of several studies.6,7 We searched for
all DARE evaluations, both published and un-
published, conducted over the past 10 years
and selected for further review those studies
that met specified methodological criteria. We
calculated effect sizes as a method for estab-
lishing a comparable effectiveness measure
across studies.7–9 In addition, to put DARE in
the context of other school-based drug use
prevention programs, we compared the aver-
age magnitude of the DARE effect sizes with
those of other programs that target young
people of a similar age.

DARE’s Core Curriculum

The DARE core curriculum’s 17 lessons, usu-
ally offered once a week for 45 to 60 minutes,
focus on teaching pupils the skills needed to
recognize and resist social pressures to use
drugs.4 In addition, lessons focus on provid-
ing information about drugs, teaching deci-
sion-making skills, building self-esteem, and
choosing healthy alternatives to drug use.4

DARE officers use teaching strategies, such as
lectures, group discussions, question-and-an-
swer sessions, audiovisual material, work-
book exercises, and role-playing.4

The training that DARE officers receive is
substantial. They are required to undergo 80
training hours in classroom management,
teaching strategies, communication skills,
adolescent development, drug information,
and curriculum instruction.4 In addition,
DARE officers with classroom experience can
undergo further training to qualify as in-
structors/mentors.4 These officers monitor

the program delivery’s integrity and consis-
tency through periodic classroom visits.

Methods

Identification of Evaluations

We attempted to locate all quantitative evalua-
tions of DARE’s core curriculum through a
survey of DARE’s five Regional Training Cen-
ters, computerized searches of the published
and unpublished literature, and telephone in-
terviews with individuals known to be in-
volved with DARE. Eighteen evaluations in 12
states and one province in Canada were identi-
fied. Several evaluations were reported in mul-
tiple reports or papers. (See Appendix A for a
bibliography of the studies considered.)

Evaluation Selection Criteria

To be selected for this meta-analysis, an evalu-
ation must have met the following criteria: (1)
use of a control or comparison group; (2) pre-
test-posttest design or posttest only with ran-
dom assignment; and (3) use of reliably
operationalized quantitative outcome mea-
sures. Quasi-experimental studies were ex-
cluded if they did not control for preexisting
differences on measured outcomes with either
change scores or covariance-adjusted means.10

In addition, to ensure comparability, we fo-
cused on results based only on immediate
posttest. Because only four evaluation studies
were long term (two of which were compro-
mised by severe control group attrition or con-
tamination), we were unable to adequately
assess longer-term DARE effects.

We examined several other methodologi-
cal features, such as the correspondence be-
tween the unit of assignment and analysis, the
use of a panel design, matching of schools in
the intervention and control conditions, and
attrition rates. Although these factors were
considered in assessing the studies’ overall
methodological rigor, we did not eliminate
evaluations on the basis of these criteria.
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Data Analysis

For each study, we calculated an effect size to
quantify the magnitude of DARE’s effective-
ness with respect to each of six outcomes that
reflect the DARE curriculum’s aims. An effect
size is defined as the difference between the
intervention and the control group means for
each outcome measure, standardized by di-
viding by the pooled standard deviation [ef-
fect size = meanI – meanC/SD].7–9 If means
and standard deviations were not available,
we calculated effect sizes using formulas de-
veloped to convert other test statistics and
percentages to effect sizes.9 In all cases, we
used statistics reflecting covariance-adjusted
means, with pretest values as covariates
rather than unadjusted means so that any dif-
ferences between the comparison groups be-
fore the intervention would not be reflected
in the effect sizes.10

The six outcome measure classes include
knowledge about drugs, attitudes about drug
use, social skills, self-esteem, attitude toward
police, and drug use. Some studies did not in-
clude all six, and some outcomes were mea-
sured by more than one indicator. When
multiple indicators were used (e.g., two mea-
sures of social skills), we calculated separate
effect sizes and then averaged them.6,10 This
procedure yielded one effect size per study
for each measured outcome type. In the one
study that reported only that a measured out-
come was not statistically significant (and did
not provide any further statistics), we as-
signed a zero value to that effect size.10 To cal-
culate effect sizes for drug use, we considered
only alcohol, tobacco, and marijuana use; we
averaged effect sizes across these substances.
In a supplementary analysis, we considered
use of these substances separately. The preva-
lence of other drugs, such as cocaine, was too
small to produce meaningful effects.

In addition to calculating one effect size
per outcome per study, we calculated the
weighted mean effect size and 95% confi-

dence interval (CI) for each outcome type
across programs. The weighted mean is com-
puted by weighting each effect size by the in-
verse of its variance, which is a reflection of
the sample size.8,9 The effect size estimates
from larger studies are generally more precise
than those from smaller studies.8 Hence, the
weighted mean provides a less biased esti-
mate than the simple, unweighted mean be-
cause estimates from larger samples are given
more weight. The 95% CI indicates the esti-
mated effect size’s accuracy or reliability and
is calculated by adding to or subtracting from
the mean 1.96 multiplied by the square root
of 1 divided by the sum of the study weights.8

Comparison of DARE with Other Drug
Use Prevention Programs

For comparison with DARE, we used the effect
sizes reported in Tobler’s meta-analysis of
school-based drug use prevention programs.10

To allow the most appropriate comparisons
with DARE effect sizes, we obtained Tobler’s
results for only those programs (excluding
DARE) aimed at upper elementary school pu-
pils. These programs are a subset of 25 from
the 114 programs in Tobler’s meta-analysis,
whose studies are referenced in Appendix B.

We selected this meta-analysis for com-
parison because of its greater similarity to
ours than other meta-analyses of drug use
prevention programs.11–14  Tobler’s studies

TABLE 1

DARE Evaluation Studies
Selected for Review
Location References a

British Columbia (BC) Walker 1990
Hawaii (HI) Manos, Kameoka and Tanji 1986
Illinois (IL) Ennett et al. 1994 (in press)
Kentucky-A (KY-A) Clayton et al. 1991a, 1991b
Kentucky-B (KY-B) Faine and Bohlander 1988, 1989
Minnesota (MN) McCormick and McCormick 1992
North Carolina (NC) Ringwalt, Ennett, and Holt 1991
South Carolina (SC) Harmon 1993

a. See Appendix A for full references.
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met the same methodological standards that
we used for the DARE studies. The only dif-
ferences were that Tobler excluded studies
that did not measure drug use and consid-
ered results from later posttests, whereas we
considered only immediate posttest results.
Neither of these differences, however, should
seriously compromise the comparison.

The evaluation studies included in
Tobler’s meta-analysis are classified into two
broad categories based on the programs’ con-
tent and process. Process describes the teach-
ing approach (how the content is delivered).
Programs classified by Tobler as “non-
interactive” emphasize intrapersonal factors,
such as knowledge gain and affective growth,
and are primarily delivered by an expert. “In-
teractive” programs emphasize interpersonal
factors by focusing on social skills and general
social competencies and by using interactive
teaching strategies, particularly peer to peer.
Consistent with other meta-analyses showing
that programs emphasizing social skills tend to

be the most successful,11–13,15 interactive pro-
grams produced larger effect sizes than
noninteractive programs. We compared DARE
with both categories of programs.

Results

Characteristics of Evaluations

Of the original 18 studies, 8 met the criteria for
inclusion. One additional study met the meth-
odological criteria but did not administer the
first posttest until 1 year after DARE imple-
mentation; therefore, it could not be included
in our analysis of immediate effects.16,17 The
location and primary reference for each evalu-
ation are shown in Table 1, and study charac-
teristics are summarized in Table 2.

Each evaluation represents a state or lo-
cal effort. The number of student subjects in
all studies was large, each study comprising at
least 10 schools with approximately 500 to
2000 students. Although demographic infor-
mation was not given for three studies, the

TABLE 2

Sample and Methodological Characteristics of the DARE Evaluations (n = 8)
Schools Subjects Unit of Pretest Scale

Study n n Research Design Matching Analysis Equivalencya Reliabilities Attrition

BC 11 D = 287 Quasi, cross-sectional Yes Individual Yes No Not applicable
C = 175

HI 26 D = 1574 Quasi, panel No Individual No No No
C = 435

IL 36 D = 715 Experimental/quasi, Yes School based Yes Yes Yes b

panel
C = 608

KY-A 31 D = 1438 Experimental, panel No Individual Yes Yes Yes b

C = 487
KY-B 16 D = 451 Quasi, panel Yes Individual Yes Yes No

C = 332
MN 63 D = 453 Quasi, panel No Individual Yes Yes Yes c

C = 490
NC 20 D = 685 Experimental, panel No School based Yes Yes Yes b

C = 585
SC 11 D = 295 Quasi, panel Yes Individual Yes Yes Yes c

C = 307

Note: See table 1 for information on study locations and references. D = DARE; C = comparison.
a. Pretest equivalency on demographic variables assessed and controlled if necessary.
b. Attrition rates reported and differential attrition across experimental conditions analyzed.
c. Attrition rates reported only.
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remaining five studies in the sample prima-
rily consisted of White subjects.

Assignment of DARE to intervention and
control groups was by school for all eight stud-
ies. In one study, DARE also was assigned by
classroom in certain schools.18 Because of po-
tential contamination in this study of the con-
trol group classrooms by their close proximity
to DARE classes, we eliminated these control
classrooms; only control schools with no
DARE classes were included. Two studies used
a true experimental design in which schools
were randomly assigned to DARE and control
conditions; a third study used random assign-
ment for two thirds of the schools. The re-
maining five evaluations used a nonequivalent
control group quasi-experimental design.

Because there were relatively few sam-
pling units across studies—ranging from 11
to 63 schools, with all except one study in-
volving fewer than 40 schools—it is unlikely
that equivalence between groups was ob-
tained without prior matching or blocking of
schools, even with randomization. Only half
the studies matched comparison schools on
selected demographic characteristics. Most
studies (75%), however, assessed the equiva-
lency of the comparison groups at pretest and
made adjustments for pretest differences on
demographic characteristics. All studies ad-

justed for pretest differences on outcome
measures.

All but one study used a panel design
that matched subjects from pretest to posttest
with a unique identification code.

Outcome measures used in the DARE
evaluations were based on responses to self-
administered questionnaires. Seven studies
used standardized scales or revised existing
measures; six studies reported generally high
scale reliabilities (usually Cronbach’s alpha).
Validity information, however, was rarely re-
ported, and no study used either a biochemi-
cal indicator or “bogus pipeline” technique to
validate drug use self-reports.19

Most studies (75%) did not use a data
analysis strategy appropriate to the unit of as-
signment. Because schools, not students, were
assigned to DARE and control conditions, it
would have been appropriate to analyze the
data by schools with subjects’ data aggregated
within each school or to use a hierarchical
analysis strategy in which subjects are nested
within schools.20,21 Six studies ignored
schools altogether and analyzed individual
subjects’ data, thereby violating the statistical
assumption of independence of observations.
Ignoring schools as a unit of analysis results
in a positive bias toward finding statistically
significant program effects.21 This bias may

TABLE 3

Unweighted Effect Sizes Associated with Eight DARE Evaluations
Attitude

Attitudes Social Self- toward Drug
Study Knowledge about Drugs Skills Esteem Police Use*

BC .68 .00 .— .— .— .02
HI .— .07 .34 .— .— .—
IL .— .03 .15 .15 .12 .05
KY-A .— .11 .10 .07 .— .00
KY-B .58 .19 .30 .14 .27 .—
MN .19 .06 .08 -.03 .05 .—
NC .— .19 .17 .00 .— .11
SC .— .32 .19 .06 .08 .10

Note: See Table 1 for information on study locations and references.
*Limited to alcohol, tobacco, and marijuana.
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be reflected in CIs reported for each
outcome’s weighted mean effect size.

Five studies reported generally small at-
trition rates. None of the three studies that
analyzed attrition found that rates differed
significantly across experimental and control
conditions. In addition, subjects absent from
the posttest were not more likely to be drug
users or at risk for drug use. Although attri-
tion usually is greater among drug users,22

given the sample’s young age (when school
dropout is unlikely and drug use prevalence
is low), these results are not surprising.

DARE Effect Sizes

Study effect sizes are shown in Table 3. In gen-
eral, the largest effect sizes are for knowledge
and social skills; the smallest are for drug use.

Figure 1 shows the mean weighted effect
size and 95% CI for each outcome based on
the eight studies combined. The largest mean
effect size is for knowledge (.42), followed by
social skills (.19), attitude toward the police
(.13), attitudes about drug use (.11), self-es-
teem (.06), and drug behavior (.06). The ef-

fect sizes for knowledge, social skills, attitude
toward the police, attitudes about drug use,
and self-esteem are statistically significant.
The CI for the mean drug use effect size over-
laps with zero (i.e., it is not significantly dif-
ferent from zero).

Because averaging alcohol, tobacco, and
marijuana use for the drug use effect size
could obscure substantial differences among
the substances, we calculated DARE’s mean
weighted effect sizes separately for these sub-
stances. The weighted mean effect size for al-
cohol use is .06 (95% CI = .00, .12); for
tobacco use, .08 (95% CI = .02, .14); and for
marijuana use, -.01 (95% CI = -.09, .07).
Only the mean for tobacco use is statistically
significant.

Mean Effect Sizes for DARE vs Other
Drug Use Prevention Programs

We compared by type of outcome the mean
weighted DARE effect size with the mean
weighted effect size for noninteractive (n = 9)
and interactive (n = 16) programs; effect sizes
for the comparison programs are derived from
Tobler.10 The comparison programs target
youth of the same grade range targeted by
DARE. The outcomes assessed by both DARE
and the comparison programs are knowledge,
attitudes, social skills, and drug use behavior.

Across the four outcome domains, DARE’s
effect sizes are smaller than those for interactive
programs (Figure 2). Most notable are DARE’s
effect sizes for drug use and social skills; neither
effect size (.06 and .19, respectively) is more
than a third of the comparable effect sizes for
interactive programs (.18 and .75, respectively).
DARE’s effect size for drug use is only slightly
smaller than the noninteractive programs’ effect
size. DARE’s effect size for knowledge, attitudes,
and social skill, however, are larger than those
for noninteractive programs.

Comparison of effect sizes separately for
alcohol, tobacco, and marijuana use shows
that DARE’s effect sizes are smaller than

FIGURE 1

Magnitude of DARE’s weighted mean effect
size (and 95% CI), by outcome measure

1. Drug use includes alcohol, tobacco, and marijuana.
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those for interactive programs (Figure 3). Ex-
cept for tobacco use, they also are smaller
than those for noninteractive programs.

Discussion

The results of this meta-analysis suggest that
DARE’s core curriculum effect on drug use
relative to whatever drug education (if any)
was offered in the control schools is slight
and, except for tobacco use, is not statistically
significant. Across the studies, none of the av-
erage drug use effect sizes exceeded .11. Re-
view of several meta-analysis of adolescent
drug use prevention programs suggests that
effect sizes of this magnitude are small.10-14

The small magnitude of DARE’s effective-
ness on drug use behavior may partially reflect
the relatively low frequency of drug use by the
elementary school pupils targeted by DARE’s
core curriculum. However, comparison of the
DARE effect sizes with those of other school-
based drug use prevention programs for same-

age adolescents suggests that greater effective-
ness is possible with early adolescents. Com-
pared with the programs classified by Tobler as
interactive, DARE’s effect sizes for alcohol, to-
bacco, and marijuana use, both collectively
and individually, are substantially less.10 Ex-
cept for tobacco use, they also are less than the
drug use effect sizes for more traditional,
noninteractive programs.

It has been suggested that DARE may
have delayed effects on drug use behavior
once pupils reach higher grades.23,24 Longer-
term follow-up studies are needed to test this
possibility. Only four reviewed studies ad-
ministered multiple posttests, and for two of
these the results from some later posttests are
uninterpretable. However, based on two ex-
perimental studies for which reliable infor-
mation 1 and 2 years after implementation is
available, there is no evidence that DARE’s ef-
fects are activated when subjects are older.25,26

Most long-term evaluations of drug use pre-
vention programs have shown that curricu-
lum effects decay rather than appear or
increase with time.27,28

DARE’s immediate effects on outcomes
other than drug use were somewhat larger
(especially for knowledge) and were statisti-
cally significant. These effect sizes, however,
also were less than the comparable effect sizes
for same-age interactive programs. That
DARE’s effect sizes for knowledge, attitudes,
and skills were greater in magnitude than
those of noninteractive programs may not be
particularly meaningful because many of
these types of programs, such as programs
using “scare tactics” or emphasizing factual
knowledge about drug use, have been dis-
credited as unsuccessful.29,30

Comparison of DARE’s core curriculum
content with the interactive and non-
interactive programs’ curricula may partially
explain the relative differences in effect sizes
among these programs. Interactive programs
tend to emphasize developing drug-specific so-
cial skills and more general social competencies,

FIGURE 2

Weighted mean effect size, by outcome, for
DARE and other drug use prevention
programs

Note: Comparison programs selected from Tobler.10

1. Drug use includes alcohol, tobacco, and marijuana.
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whereas non-interactive programs focus largely
on intrapersonal factors. Because DARE has
features of both interactive and noninteractive
programs, it is perhaps not surprising that the
effect sizes we reported should fall somewhere
in between. Perhaps greater emphasis in the
DARE core curriculum on social competencies
and less emphasis on affective factors might re-
sult in effect sizes nearer to those reported for
interactive programs. However, it is difficult to
speculate on the effect of adding or subtracting
particular lessons to or from DARE’s curricu-
lum. Most school-based prevention program
evaluations have assessed the effectiveness of an
overall program rather than various program
components or combinations of components.

Who teaches DARE and how it is taught
may provide other possible explanations for
DARE’s limited effectiveness. Despite the ex-
tensive DARE training received by law enforce-
ment officers, they may not be as well
equipped to lead the curriculum as teachers.
No studies have been reported in which the
DARE curriculum was offered by anyone
other than a police officer; results from such a
study might suggest whether teachers produce
better (or worse) outcomes among pupils.

Regardless of curriculum leader, however,
the generally more traditional teaching style
used by DARE has not been shown to be as ef-
fective as an interactive teaching mode.10,14 Al-
though some activities encourage pupil
interaction, the curriculum relies heavily on the
officer as expert and makes frequent use of lec-
tures and question-and-answer sessions be-
tween the officer and pupils. In fact, it is in
teaching style, not curriculum content, that
DARE most differs from the interactive pro-
grams examined by Tobler. The DARE core cur-
riculum recently was modified to introduce
more participatory activities, which may lead to
greater program effectiveness.

Several limitations should be considered
in evaluating our findings. The number of
evaluations reviewed (eight) is not large
when compared with the vast number of sites

where DARE has been implemented. The
consistency of results across studies, however,
suggests that the results are likely to be repre-
sentative of DARE’s core curriculum. Even so,
we would have preferred a full set of eight ef-
fect sizes for each outcome.

It is possible that the effect sizes for the
DARE studies may have been attenuated
compared with the drug use prevention pro-
grams reviewed by Tobler because the control
groups were not pure “no treatment” groups.
As documented by Tobler, effect sizes are
lower when the control group receives some
sort of drug education.10,14 The DARE evalu-
ations generally lacked information on alter-
native treatments received by the control
groups, but it is likely that most control
groups received some drug education be-
cause the studies occurred after the 1986
Drug-Free Schools and Communities Act.
However, approximately half (54%) of the
programs reviewed by Tobler also were con-
ducted between 1986 and 1990, suggesting
that they may suffer from the same effect.10

Most of the drug use prevention pro-
grams evaluated by Tobler were university re-
search-based evaluation studies, whereas
DARE is a commercially available curricu-
lum. Although the magnitude of the re-
sources invested in DARE is considerable, the
intensity of effort devoted to smaller-scale
programs may be greater. Some diminished
effectiveness is perhaps inevitable once pro-
grams are widely marketed.

Although we found limited immediate
core curriculum effects, some features of
DARE may be more effective, such as the
middle school curriculum. In addition,
DARE’s cumulative effects may be greater in
school districts where all DARE curricula for
younger and older students are in place. Other
DARE outcomes, such as its impact on com-
munity law enforcement relations, also may
yield important benefits. However, due to the
absence of evaluation studies, consideration of
these features is beyond this study’s scope.
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DARE’s limited influence on adolescent
drug use behavior contrasts with the
program’s popularity and prevalence. An im-
portant implication is that DARE could be

taking the place of other, more beneficial
drug use curricula that adolescents could be
receiving. At the same time, expectations
concerning the effectiveness of any school-
based curriculum, including DARE, in
changing adolescent drug use behavior
should not be overstated.31
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Explanation and Critique

In this article, Ennett and colleagues perform
a meta-evaluation of the effectiveness of
Project DARE, one of the most widely imple-
mented drug education programs in North
America. They focused on the program’s core
curriculum and its short-term impact (be-
cause so few studies reported both short- and
long-term effects) on the six outcome mea-
sures the program was specifically designed
to affect.

The first item Ennett and colleagues re-
port is the nature of their bibliographic
search, citing all search sources and listing
complete citations for each in appendix A of

the articles. Once again, even though they ul-
timately used only eight of the studies, the
reader can evaluate how representative the
original sample was by looking at the eight in
the context of the original eighteen. Each ar-
ticle was scrutinized for inclusion based on
the explicit criteria listed in the methods sec-
tion: use of a control or comparison group;
pretest-posttest design or posttest-only with
randomized assignment; use of reliably
operationalized quantitative outcome mea-
sures. They wanted to include only method-
ologically rigorous evaluations. An analysis of
the characteristics of the included studies is
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in table 2. This table is helpful for determin-
ing the similarity of the studies. The discus-
sion on the “Characteristics of Evaluations” is
clear and very good. They try to assess the re-
liability and validity of the measures in the
eight studies.

The calculation of the effect size is
straightforward.

An effect size is defined as the difference
between the intervention and the control
group means for each outcome measure,
standardized by dividing by the pooled
standard deviation [effect size = meanI –
meanC/SD]. If means and standard devia-
tions were not available, we calculated ef-
fect sizes using formulas developed to
convert other test statistics and percentages
to effect sizes. In all cases, we used statis-
tics reflecting covariance-adjusted means,
with pretest values as covariates rather than
unadjusted means so that any differences
between the comparison groups before the
intervention would not be reflected in the
effect sizes.

They included only one outcome measure per
outcome class (e.g., knowledge). When multiple
measures for an outcome were reported, an ef-
fect size was calculated for each measure and
those results were then averaged. These effect
sizes are reported in table 3. Note that outside of
“Knowledge,” the differences between those
who received the intervention and those who
did not was quite small.

The calculation of weighted scores was
done to control for study size (number of
students). The idea is that the results of larger
studies are more stable than small studies
and, therefore, the estimates from the larger
studies should have more weight. The
weighted mean is calculated by multiplying
the effect size by the inverse of its variance.
The weighted mean effect sizes and their
companion 95 percent confidence intervals
are reported in figure 1. We get essentially the
same results as we did in table 3. The calcula-

tion of the confidence interval, however, al-
lows us to determine which effects were sta-
tistically significantly different than no
difference at all. Since the confidence interval
of the drug use outcome measure contains
“0,” there is no difference in drug usage be-
tween those who received the intervention
and those who did not. Although the remain-
ing effect sizes were statistically significant,
their magnitude was not great.

“Great” is a relative word. Some impact is
evident, but is Project DARE any better than
any other drug education program? In order
to assess this, Ennett and colleagues creatively
compared the effect sizes of DARE outcomes
with effect sizes of other drug education pro-
grams targeted at the same age group. Using
Tobler’s meta-analysis of those programs, the
comparison between DARE and two classes
of drug education programs (interactive and
noninteractive) are shown in figure 2. In-
teractive non-DARE programs were more
effective than DARE programs across all
four common classes of outcomes. DARE
outperformed the noninteractive programs
on three outcome measures, but not in the
ultimate outcome of drug usage.

In the discussion section of the article an at-
tempt is made to explain the lack of positive find-
ings in light of the number of studies included in
the meta-evaluation, the method of presenting
the drug education, and the commercial avail-
ability of DARE. This article was well conceived
and conducted. With the widespread embrace
of the DARE program nationally, what do you
think the probability is that the results of this
meta-evaluation will be utilized?

Note

1. There is specially designed software for meta-
analysis, DSTAT, which calculates effect sizes of
other summary statistics such as t-tests, F-values
from analysis of variance, correlation coeffi-
cients, chi-square, p-values (Johnson 1993).  The
logic to their interpretation is the same as the
explanation of mean differences above.



CHAPTER 16 META-EVALUATION DESIGNS 239

References

Bowen, William, and Chieh-Chen Bowen.
1998.“Typologies, Indexing, Content Analysis,
Meta-Analysis, and Scaling as Measurement
Techniques.” In Handbook of Quantitative
Methods in Public Administration, edited by
Marsha Whicker. New York: Marcel-Dekker,
51–86.

Hunter, J.E. and F.L. Schmidt. 1990. Methods of
Meta-analysis: Correcting Error and Bias in
Research Findings. Beverly Hills, Calif.: Sage
Publications.

Johnson, B.T. 1993. DSTAT: Software for the Meta-
Analytic Review of Research Literatures. Hillsdale,
N.J.: Lawrence Erlbaum Associates.



240 PART VI OTHER DESIGNS



The presentation of new evaluation de-
signs is now complete. Part VII attempts to
aid you in interpreting what you have
learned. The next three chapters present ar-
ticles covering a range of areas of study to il-
lustrate how broad the field of program
evaluation is and to give you the opportu-
nity to critique articles on your own.

Chapter 17 is an example of an evalua-
tion of an economic development program,
“Are Training Subsidies for Firms Effective?
The Michigan Experience.” This research
evaluated the effects of a state-financed
training grant program for manufacturing
firms in Michigan. An economic develop-
ment evaluation is particularly appropriate
for this book because most economic devel-
opment program evaluations have not been
very sophisticated or even believable (see
Bartick and Bingham 1997).

Chapter 18 looks at the outcome of a
court-ordered racial desegregation case in as-
sisted housing in Chicago. The evaluation at-
tempts to find out if low-income minority
families are “better off” if they live in predomi-
nately white suburbs than they would be if
they lived in a minority neighborhood in the
city of Chicago. The evaluation, then, attempts
to test the concept of “geography of opportu-
nity,” which suggests that where individuals

live affects their opportunities and life out-
comes.

Finally, chapter 19 looks at a state public
policy issue: What are the differences in alcohol
consumption associated with state versus
privately owned liquor stores? In “Changes in Al-
cohol Consumption Resulting from the Elimina-
tion of Retail Wine Monopolies: Results from
Five U.S. States,” the researchers evaluate alcohol
consumption based on public versus private
ownership of retail alcohol stores.

You are “on your own.” You have the op-
portunity to critique (and not just criticize)
these three articles—to point out strengths as
well as weaknesses. But what form should such
a critique take? There are many possible forms,
but we offer the following:

1. Describe the program.

2. Explain the research design.

3. Determine how the data were collected.

4. Detail the findings.

5. Critique the evaluation.

In describing the program, tell us what the
goals and objectives of the program (not the
goals and objectives of the evaluation) were.
Then explain how the program was carried
out. Give the reader a thumbnail sketch of
how the program operated.

PART VII

On Your Own



What was the research design the evalua-
tor used? Was it a simple time-series design?
Was it a pretest-posttest comparison group
design? Or perhaps it was a patched design of
some type?

Next you might critique the data used in
the evaluation. In your opinion are the data
both reliable and valid (see chapter 3)? If
sampling was used, was the sample large
enough? What was the response rate? Was the
sample valid?

What was the outcome of the program?
Did it do what it was supposed to do?

Did the evaluation design adequately
handle all of the possible threats to validity?
Did the evaluation look for other plausible

alternatives that might explain program out-
comes? What are the strengths and weak-
nesses of the evaluation? Given the nature of
the problem, would you have done the evalu-
ation any other way?

Good luck, and have fun. Remember,
evaluations are really only puzzles waiting to
be solved.
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CHAPTER 17

Are Training Subsidies
for Firms Effective?

The Michigan Experience

Harry J. Holzer, Richard N. Block,
Marcus Cheatham, and Jack H. Knott*

This paper explores the effects of a state-financed
training grant program for manufacturing firms
in Michigan. Using a three-year panel of data
from a unique survey of firms that applied for
these grants, the authors estimate the effects of
receipt of a grant on total hours of training in
the firm and the product scrap rate. They find
that receipt of these grants is associated with a
large and significant, though one-time, increase
in training hours, and with a more lasting reduc-
tion in scrap rates.

The issue of private sector training in the
United States has grown in importance in the
past few years. Traditionally, most such pro-
grams funded by government (such as the Job
Training Partnership Act [JTPA] programs of
the 1980s and the earlier Comprehensive Em-
ployment and Training Act [CETA] pro-
grams) have provided training for individual
unemployed workers. But plant closings and
other dislocations, often stemming from
growing international competition, have re-

cently generated interest in funding training
for employed workers at the firm level. The
goal of this funding would be to protect the
employment of workers at their current firms,
and perhaps raise their earnings as well, by in-
creasing their productivity through higher
levels of on-the-job training.

What would be the effects of such fund-
ing on firm performance and on such labor
market outcomes as wages and employment?
Would the training subsidies actually raise

* Harry J. Holzer is Professor of Economics, Richard N.
Block is Professor and Director of the School of Labor
and Industrial Relations, Marcus Cheatham is Survey
Director at the Institute for Public Policy and Social Re-
search, and Jack H. Knott is Professor of Political Sci-
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project on evaluating private sector training in Michi-
gan, and was funded by grants from the Michigan De-
partments of Commerce and Labor.

The authors will make all data (without employer
names and addresses) and programs available to those
who request them.
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the amount of training that firms provide, or
would they merely be windfalls for those al-
ready providing such training? The latter
question involves the issue of “substitution”
of public for private spending, which has
been studied extensively in the context of em-
ployment subsidies for firms but not in the
context of training subsidies. Yet, this concern
is also a major issue in the policy debate over
subsidies for private training (Commission
on Workforce Quality and Labor Market Effi-
ciency, U.S. Department of Labor, 1989).

In this paper, we explore the effects of
state subsidies for private-sector training in a
sample of manufacturing firms in Michigan.
We consider the effects of training on worker
performance (as measured by output scrap
rates), and also the extent to which the subsi-
dies actually raise the amount of training
provided, as opposed to merely providing
windfalls for the firms receiving them.

The data used for this analysis are from a
unique survey of firms in Michigan that ap-
plied for training grants under the state’s
MJOB (Michigan Job Opportunity Bank-Up-
grade) program during 1988 and 1989. These
one-time grants were distributed to qualify-
ing firms on a roughly first-come, first-serve
basis. We have data on total hours of training
and on other outcomes both for firms that
applied successfully for these grants and for
firms that applied unsuccessfully.

Given that firms’ receipt or nonreceipt of
grants was relatively independent of their
characteristics, the data come fairly close to
representing an experiment on the effects of
randomly assigned training subsidies. Be-
cause grant recipiency may not have been to-
tally random, however, we employ a variety
of control variables in the estimation process.
Furthermore, though the survey was only
administered once, it contains current and
retrospective questions covering a total of
three years. The availability of a three-year
panel on these firms enables us to control for
unobserved characteristics of firms that

might be correlated with training and other
outcomes. The panel also enables us to test
for the exogeneity of training and receipt of a
grant with respect to pre-grant outcomes.

Previous Literature

Comparisons of on-the-job training levels be-
tween U.S. firms and those in other countries
(for example, Osterman 1988; Office of Tech-
nological Assessment 1990) generally show
lower investments in on-the-job training here.
This finding has led to various discussions of
market imperfections that might limit these
investments, such as excessive employee turn-
over and liquidity constraints on firms (Par-
sons 1989). It has also led to several proposals
(for example, Commission on Workforce
Quality and Labor Market Efficiency, U.S. De-
partment of Labor, 1989) for government sub-
sidies of private sector training in firms to
counter these labor market problems.

There is little empirical evidence to date
on the question of how training subsidies af-
fect firm behavior and performance.1 A num-
ber of studies (for example, Lillard and Tan
1986; Lynch 1989; Mincer 1989) have used
large micro datasets on individuals to deter-
mine the distribution of on-the-job training
across demographic groups and to assess its
effect on wage growth.2 A few others (for ex-
ample, Bishop 1988; Barron et al. 1989;
Holzer 1990) have used data from the Em-
ployment Opportunities Pilot Project
(EOPP) Survey of Firms in 1980 and 1982 to
assess effects of training on worker wage and
productivity growth (with the latter mea-
sured by performance ratings). These studies
have found fairly sizable effects of training on
both wage and productivity growth of em-
ployees. Bartel (1989), using a Columbia Uni-
versity survey of firms merged with
Compustat data, also found positive effects of
training on worker output.

Despite this work, there has been little
analysis to date of firms’ training choices or of



the effects of training on a broader range of
worker and firm outcomes (such as output
quality, sales, and employment).3 Further-
more, very little has been done to assess the ef-
fects of the many training subsidy programs
that have been implemented at the state level
to maintain states’ industrial bases and attract
workers and jobs. “Upgrade” programs to sub-
sidize the training of currently employed
workers had been implemented in 46 states as
of 1989 (Pelavin Associates 1990), and few of
these programs have been formally evaluated.4

Firm-Level Data from the
MJOB Program in Michigan

The Michigan Job Opportunity Bank-Up-
grade program was in effect during the years
1986–90.5 The program was designed to pro-
vide one-time training grants to eligible firms,
defined as manufacturing companies with
500 or fewer employees that were implement-
ing some type of new technology and were
not past recipients of a grant. The grants were
designed to cover the costs of instruction, tu-
ition, travel, and training supplies for employ-
ees who were participating—that is, the direct
costs (as opposed to the opportunity cost of
lost employee time) of any formal or struc-
tured training program. The program goal
was to spur a significant increase in training
in each recipient firm at least during the year
of the disbursement.

In its five years of operation, the MJOB
program administered over four hundred
grants to firms in the state, with an average
grant size of approximately $16,000. Grants
were approved on a first-come, first-serve ba-
sis (given available funding) to those who
met eligibility requirements, though some
funding was specifically set aside for firms
that were participating in another state-level
initiative known as the Michigan Moderniza-
tion Service.6

In 1990, we mailed a survey questionnaire
to all 498 firms that had applied for an MJOB

grant during the period 1988–89.7 One hun-
dred fifty-seven of these firms responded, for a
response rate of 32%. Of these firms, 66 had
received a grant and 91 had not.8

The survey process raises two possible
concerns about sample selection bias: one
based on which firms applied for grants, and
the other based on who chose to respond to
our survey. The first concern is that all firms
applying for grants claim to be planning to
implement new technology and to desire ad-
ditional training. If anything, this fact should
bias toward zero any estimated effects of
training grants on training hours or firm per-
formance, since even non-recipients claim
some interest in making these changes. The
second concern is that the decisions of firms
to respond to our survey might have been
correlated with grant recipiency, training, or
other observed outcomes. But since we had
the actual applications of all firms that ap-
plied (which contain a few variables such as
firm size), as well as the decisions on their
grant request, we were able to test for at least
a few of these potential correlations. The re-
sults of these tests show few correlations
overall between survey responses and the ob-
servable variables.9

We also note that biases in our results
could arise from any dishonest reporting of re-
sults, if recipients overstate or nonrecipients
understate their training changes. But we be-
lieve the incentives to do so were small, and
that such distortions are unlikely to account
for our results.10

In our survey, we attempted to gauge the
amounts of formal job training (measured by
the numbers of employees participating in
“training programs” and hours spent per em-
ployee) that were provided to employees in
each year from 1987 to 1989.11 Several ques-
tions were also asked on the quality of output
for each year, using a variety of measures that
firms in the state appear to use in their own
quality control programs. The quality mea-
sure with the highest response rate and with
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the clearest interpretation was the scrap rate,
which we focus on below in our analysis.12

Finally, a number of questions were
asked about levels of sales, employment, and
wages in each year, as well as about union
membership and labor relations practices at
the firm. Questions about labor-management
practices asked about the presence of incen-
tive pay schemes (such as profit sharing, gain
sharing, or “pay for knowledge”); participa-
tion in management (through quality circles,
labor-management committees, and the like);
and a formal grievance procedure. Questions
were also asked about the reasons for training
in the firm—for example, to meet competi-
tive pressures, incorporate new technologies,
or receive a quality rating from customers.13

Table 1 presents means, standard devia-
tions, and sample sizes over the three-year
period for the characteristics and activities of
these firms. Three observations thus appear
per firm in most cases. The data are presented
for three groups: the entire sample, firms that
received a grant in one of the two years, and
firms that did not receive a grant.

The table shows that the average firm in
our sample has about 60 employees, pays its
average employee about $18,000 a year (or
$9.00 per hour for full-time workers), and
has some type of participatory or incentive
pay scheme. These firms often provide train-
ing for workers in order to receive quality rat-
ings from customers as well as to facilitate the
adoption of new technology.

The results of the table show a few differ-
ences between the characteristics of firms
that received grants and those that did not. In
particular, the firms that received grants were
likely to have somewhat larger work forces, be
more unionized, and have been assisted by
the Michigan Modernization Service (though
only the last difference is significant at the .05
level).14

Overall, the two sets of firms are quite
comparable, and receipt of the grant is
uncorrelated with most firm characteristics.

This finding supports our contention that the
data approximate the results of an experi-
mental study, and that our results are less
likely to be contaminated by unobservables
and other statistical biases than are those
based on traditional survey data.

We also note the relatively low levels of
formal training, as measured by training
hours per employee, provided by these
firms—particularly firms that did not receive
a grant, which provided just over a day’s
worth of training per year to their average
employee. But since these data do not distin-
guish between new and continuing employ-
ees, the distribution of this training across
workers with different seniority levels re-
mains somewhat unclear.15

Finally, note the average grant size of al-
most $16,000 per firm, or roughly $240 per
employee in recipient firms.16

Evidence of Effects
of Training Grants

Summary Evidence

Before considering more formal evidence
from regression equations on the effects of
MJOB grants on training and other out-
comes, we first consider summary data on
these effects. Table 2 presents means and
standard deviations for annual hours of
training received per employee, cross-tabu-
lated by year and by receipt of a grant. We
present data on training in each of the three
years for which we have data, as well as by the
year in which grants were received, if at all.
We can therefore follow firms over time and
compare those receiving grants to those not
receiving them.

Table 2 shows that receipt of an MJOB
grant has a large, one-time effect on training
in the firm. In each year in which a grant is
received, there is a large positive effect on
hours of training. Each of these increases
over the previous year is significant.17



Furthermore, for those firms for which
we have observations in the year subsequent
to receipt of a grant (that is, grant recipients
in 1988), we see training drop off almost to
its pre-grant level in that subsequent year.18

As for the magnitudes of these changes,
we find that training hours increased at re-
cipient firms by 27.1 hours per employee
(above their own trends in the absence of
grants) in 1988 and by 38.1 hours per em-
ployee in 1989.19 Given the numbers of em-
ployees per recipient firm in each year (69 in
1988 and 73 in 1989, respectively) and the
values of grants ($12,160 and 20,077, respec-
tively), we find increases in total training

hours of .154 and .139 per dollar spent in each
year. In other words, each hour of training
costs the public sector $6–$7, plus any addi-
tional direct costs and foregone output borne
by firms or workers.

As noted above, firms may have had
some incentives to respond dishonestly to the
survey questions on training. It is very un-
likely, however, that such upward biases
would be large enough to fully account for
the magnitude of the observed effects on
training (see note 10 above).

Thus, the summary data suggest that the
training grants are achieving their purpose of
increasing new worker training in recipient

TABLE 1

Summary Statistics on Training and Firm Characteristics.
(Standard Deviations in Parentheses)

Firms That
Characteristic All Firms Received Grant Did Not Receive
Grant

Number of Observations 390 185 205

Annual Hours of Training per Employee 14.97 19.39 10.98
(25.71) (29.98) (20.40)

Scrap Rate (Per 100) 3.84 3.63 4.09
(as Percent of Sales) (6.01) (5.02) (7.01)
Annual Wages $18,010.13 17,918.21 18,177.63

(6349.08) (6237.15) (6473.74)
Employment 59.32 66.15 54.17

(74.12) (91.15) (57.78)
Sales $5,822,554.3 5,555,824.1 5,996,047.0

(7,476,820.4) (7,133,242.2) (7,702,714.6)
Union .20 .24 .16

Industrial Relations:
   Participation .75 .80 .73
   Incentive Pay .52 .53 .53
   Grievance Procedure .34 .33 .35

Reason for Training:
   Quality Rating .62 .65 .59
   New Technology .71 .73 .68
   New Product .29 .27 .30

Michigan Modernization Service .24 .32 .18

Dollar Value of Training Grants — $15,607 —
(14,397)

Source: Author’s survey of Michigan firms that applied for MJOB training grants during 1988 and
1989.
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firms. If some substitution of public for pri-
vate training is occurring here, it seems far
too small to fully counteract the large positive
training effects of grant receipt.

Grant Effects on Training:
Regression Analysis

We estimate a system of equations below that
is consistent with the standard human capital
framework (Becker 1975; Mincer 1978), in
which training grants would reduce the costs
of training to firms and therefore raise their
investment in training. This increased train-
ing, in turn, should raise employee output per
unit cost (measured in terms of quantity or
quality), firm sales, profits, and the wages and
employment levels of workers in these firms.20

To formally test for the effects of receiv-
ing a training grant on a variety of firm-level
behaviors and outcomes, our estimated equa-
tions are of the general forms

(1) a) ∆TRj,t = a0 + a1 GRANTj,t + a2 ●  grantj,t-1

+ a3 ●  Xj,t-1 + u1
j,t

b) ∆QUALj,t ; ∆OUTj,t = b0 + b1 ●  GRANTj,t

+ b2
 ●  GRANTj,t-1 + b3 ●  Xj,t-1 + u2

j,t

where j and t denote the firm and time, respec-
tively; grant is a dummy variable indicating

whether or not a grant was received, TR repre-
sents hours of training per employee; QUAL is
our measure of product quality; OUT repre-
sents various firm outcomes, such as value of
sales, employment levels, and wage levels; the
X variables are a variety of other controls for
labor relations and other factors that could in-
fluence training or worker quality changes
(described more fully in a section above), and
the u’s are error terms. Changes are defined as
occurring between years t-1 and t.

Equations (1a) and (1b) are very re-
duced-form in nature, with all other out-
comes listed as functions of grant receipt.
Another set of equations that use the inter-
mediate outcome variable of training as a de-
terminant of the final outcomes can be
written as follows:

(2) ∆QUALj,t ; ∆OUTj,t = C0 + C1 ●  ∆TRj,t +
C2

●  ∆TRj,t-1 + C3 ●  Xj,t-1 + u3
j,t

In order for estimated effects to be unbiased,
the error terms across the various equations
must be uncorrelated with one another.

Given the retrospective panel nature of
the data collected here, we can define virtually
all of these variables (except for those X vari-
ables that are time-invariant) as changes (or
first differences) rather than levels. This ap-
proach purges the estimated equations of un-
observed fixed effects that might be correlated
with our independent variables. These equa-
tions are thus comparable to the “difference in
differences” estimates of training effects in the
literature on individuals in CETA programs
(for example, Bassi 1984).21 Since our quanti-
tative variables all appear in log form, we can
also interpret the differences in logs as percent
changes in each of these variables.

Although all variables in first-difference
equations normally appear as changes (with
time-invariant measures excluded), we also
report some estimated equations below in
which the X variables are included as levels.
We do so to capture the possibility that ad-

TABLE 2

Annual Hours of Training per Employee, by
Year and Receipt of Grant. (Means and
Standard Deviations in Parentheses)
Description 1987 1988 1989

Firms Receiving 7.672 35.978 10.056
Grants in 1988 (19.575) (36.956) (19.475)

Firms Receiving 6.125 9.316 50.650
Grants in 1989 (11.309) (17.361) (36.218)

Firms Not 10.703 9.818 12.353
Receiving Grants (18.315) (18.627) (23.777)

Note: Sample sizes for firms receiving grants in 1988,
firms receiving grants in 1989, and those not receiving
grants in either year are 35, 28, and 71, respectively.



justments in desired levels of training or in
other market outcomes do not occur instan-
taneously and might be correlated with vari-
ous characteristics of firms.22

It is conceivable, for example, that par-
ticular firm characteristics, such as changes in
technology, product market competition, or
institutional features, could change desired
levels of training. Although it is unlikely that
all of the relevant underlying variables are di-
rectly observable, some might be correlated
with characteristics of firms that we do ob-
serve. The variables thus included to control
for this possibility are union status; assistance
from the Michigan Modernization Service;
sales, employment, and wage levels in the pre-
vious year; stated reasons for training; and
industrial relations characteristics.23

To the extent that we may be “over-con-
trolling” by including level variables in first-
difference equations, estimates with and
without these controls might provide us with
upper and lower bounds to the magnitudes of
the true effects. Furthermore, we will still have
two cross-sections (changes for 1987–88 and
for 1988–89) that can be pooled in our estima-
tion.24 Pooled equations all contain time dum-
mies, to control for changes over time in
overall economic conditions (such as the busi-
ness cycle). Sales and wage outcomes are ad-
justed for inflation by the GNP Deflator.

The two cross-sections also enable us to
consider one year of lagged effects of training
grants on outcomes, to determine whether
any of the observed effects last beyond the
year in which the grant is received. Equations
in which lagged effects are estimated will be
limited to non-recipient firms and to those
that received grants in 1988, since the latter
are the only grant recipients for which lagged
outcomes (in 1989) can be observed.

Finally, the three-year panel enables us to
test for bias due to any non-randomness in
the distribution of training grants across
firms. Given the first-come, first-serve award-

ing of grants, the only unobserved character-
istics of eligible firms that might have influ-
enced their likelihood of receiving grants
were early knowledge of the program and
managerial speed and efficiency in response
to such knowledge. Furthermore, only if
these firm characteristics are correlated with
firm training or other changes in outcomes is
there any likelihood of bias here.

We test for this possibility by seeing
whether or not pre-grant training and out-
comes are correlated with receipt of a grant.25

Results of these tests performed on 1987 levels
and 1987–88 changes or on 1988 levels of
training (which are relevant for grants in 1988
and 1989, respectively) generally support the
assumption of randomly assigned grants (at
least with respect to observable variables).26 Of
course, correlations between grant recipiency
and non-fixed unobservable variables could
still bias our estimated results.

Training Equations

Table 3 presents the estimated effects of re-
ceiving a grant on changes in hours of train-
ing provided per employee. Results are
presented for both current and lagged effects
of training. Estimates are also provided with
and without the control variables described
above.

The results confirm our earlier finding
that receipt of a training grant has a large,
positive effect on hours of training per em-
ployee. For the full sample (columns 1 and 2),
a grant raises the amount of training by a fac-
tor of 2 to 3. In other words, training in that
particular year more than triples for firms re-
ceiving grants. As noted above, if there is any
substitution of public for private funding
during the period of grant recipiency, it is far
too small to eliminate the net positive effect
of grant recipiency on training.

Training appears to be reduced the year
after the grant is received by an amount almost
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equal to the original increase (columns 3 and
4). This pattern implies that the effects on
training of these one-time grants were indeed
one-time, not lasting. Nonetheless, the explicit
program goal—to boost training significantly
at least during the year in which the grant was
disbursed—was unquestionably achieved.

We also note that the control variables
have very little effect on the observed effects
of grant recipiency on quantities of training.
Among these controls, only sales levels seem
to have a marginally significant, positive ef-
fect on training; and worker participation
schemes seem to have marginal negative ef-
fects. Whether these relationships are at all
causal is, of course, unclear. The controls
were not jointly significant in any of the esti-
mated equations.

Scrap Rate Equations

In Table 4 we provide estimates of the effects
of grant recipiency and of training in general
on our measure of output quality, which is
the scrap rate. Negative coefficients below
will thus denote positive effects on quality.
Columns 1–4 have specifications identical to
those of Table 3, and in columns 5–8 the only
modification is that the change in the log of
hours trained per employee (the dependent
variable of Table 3) has now replaced the
dummy variable for grant recipiency.

The results show that receipt of a train-
ing grant has a negative effect on the scrap
rate, indicating improved performance of
production workers. The improvement asso-
ciated with receipt of the grant is approxi-
mately 20% without controls and about 13%
with them (though only the former is signifi-
cant, at about the .05 level in a one-tailed
test). As remarked, however, the controls are
not jointly significant in any equation re-
ported in Table 4.

Given the mean scrap rates listed in Table
1, the reductions in scrap reported here con-
stitute declines of about .5–.7 of a percentage

TABLE 3

Training Equations: Effects of Grants and
Other Factors.
(Standard Errors in Parentheses)
Variable 1 2 3 4
Intercept .048 0.310 .086 .228

(.120) (.284) (.137) (.280)
Grant 2.398** 2.330** 2.142** 2.093**

(.185) (.205) (.242) (.245)
Lag Grant .— .— -2.050** -2.240**

.— .— (.241) (.273)
Time
Dummies .Yes .Yes .Yes .Yes
Log (Sales) .— .0038 .— .0050

(.092) (.0034)
Log .— -.0003 .— -.0010
(Employment) (.0014) (.0015)
Log .— .0000 .— .0000
(Wages) (.0000) (.0000)
Union .— .153 .— .152

(.265) (.280)
Worker .— -.343 .— -.382*
Participation (.225) (.224)
Incentive .— .053 .— -.043
Payments (.177) (.183)
Grievance .— .037 .— .285
Procedures (.221) (.226)
Training for:
   Quality .— .132 .— .124
   Rating (.184) (.189)
   New .— -.116 .— -.063
   Product (.199) (.199)
   New .— -.223 .— -.073
   Technology (.196) (.203)
Michigan
Modernization
Service .— .032 .— -.107

(.203) (.215)
R2 .410 .409 .499 .548
N 250 217 194 171

Note: Dependent Variable is ∆log (Annual Hours of
Training per Employee). “Grant” and “Lag Grant”
are dummy variables. All other independent
variables appear in levels. Equations 3 and 4 are
estimated on a smaller sample that excludes grant
recipients in 1989.
 * Statistically significant at the .10 level;
** at the .05 level (two-tailed tests).



point in the overall scrap rates of firms. If
output is valued according to sales, such re-
ductions are worth approximately $30,000–
$50,000 per year (though this figure will
clearly overstate the gains if, for example,
product demand is limited or output is val-
ued at the cost of inputs).

Furthermore, for the subsample for
which lagged effects can be observed (col-
umns 3 and 4 in Table 4), this reduction con-
stitutes improvements in scrap rates that are
even larger than for the entire sample, and
they are not substantially reversed in the sub-
sequent year. The inclusion of control vari-
ables again reduces but does not eliminate
the observed effects of grant recipiency (since
the sum of current and lagged effects of a
grant declines from about 46% to 20% with
their inclusion). The effects of a grant on the
quality of worker output thus appear to be
sizable and permanent, despite the one-time
nature of the grants.

The estimates of columns 5–8 confirm
that, more generally, training has positive ef-

fects on the quality of output, though again
these effects approach significance only when
other controls are not included. A doubling
of worker training in any year produces a
contemporaneous reduction in the scrap rate
of about 7%, though there is some offset of
this effect during the subsequent year.

We also note that if training has effects
on dimensions of quality besides scrap (such
as the rework rate), the effects on scrap alone
will understate the overall effects of training
on quality.27

If the fairly sizable positive observed ef-
fects of training on quality are accurate, the
failure of firms to undertake more of this
training in the absence of these grants sug-
gests either high training costs, especially for
liquidity-constrained firms, or other factors
that limit their ability to realize returns on
their investments in such training. Manage-
ment might reasonably anticipate a weak re-
turn to investments in training if, for
example, the training is fairly general in na-
ture and substantial numbers of trained em-
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TABLE 4

Scrap Equations: Effects of Grants and Training.
(Standard Errors in Parentheses)
Variable 1 2 3 4 5 6 7 8

Intercept -.098 .027 .000 .210 -.130 .120 -.076 .221
(.090) (.269) (.125) (.363) (.094) (.281) (.133) (.396)

Grant -.201* -.134 -.379** -.306 — — — —
(.127) (.140) (.191) (.234)

Lag Grant — — -.082 .109 — — — —
(.191) (.247)

∆ Training — — — — -.071** -.068** -.090 -.076
(.037) (.041) (.060) (.074)

Lag ∆ Training — — — — — — .053 .052
(.054) (.070)

Other Controls no yes no yes no yes no yes

R2 .031 .149 0.54 .193 .051 .171 .079 .236

N 107 91 87 71 90 85 65 60

Note: Dependent variable is ∆log (Scrap rate). Training and other variables appear as in Table 1. All
equations include time dummies.
*Statistically significant at the .10 level;  ** at the .05 level (two-tailed tests).
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ployees can be expected to be be lost through
turnover (Becker 1975). Under either of these
interpretations, the case for some subsidy of
private-sector training is strengthened. Of
course, the sensitivity of our estimates to in-
clusion of control variables raises at least
some questions about the exact magnitudes
of these effects.

Finally, if training does enhance worker
productivity, we would expect this effect to re-
sult in higher sales (due to lower costs and
prices, as well as higher product quality) and,
ultimately, higher wages and employment for
workers over the long run. Unfortunately, our
three-year panel of data is too short for a rig-
orous test of these effects. But we do have re-
sults for equations identical to those of Table 4
except that the dependent variables are
changes in the logs of sales, employment, or
wages of workers. These results show that re-
ceipt of a training grant had little effect within
the first few years on sales and wage changes,
but positive and marginally significant effects
on short-term employment changes.

In any event, a longer panel of observa-
tions on each firm than we have employed
here is no doubt needed before the product
and labor market effects of subsidized private
training can be fully evaluated.

Conclusion

Our results show that receipt of a training
grant substantially increased the amount of
training observed in the year of receipt,
though not beyond that year. The grants thus
seem to have achieved the baseline goal of the
program—namely, to spur at least a one-time
increase in training hours in recipient
firms—and did not simply provide a windfall
for these firms. Every extra hour of training
cost the government roughly $6–$7.

Furthermore, we observed contempora-
neous positive effects on the quality of output
(as measured by the scrap rate) of grant
recipiency and of training more generally,

which were not completely lost in subsequent
years. This finding indicates that observed ef-
fects of training on quality may be lasting
ones.

Finally, in results not presented here, we
found little effect of grants and of training on
sales and wages, though some small positive
effects on employment of firms were ob-
served. A longer panel of data on such firms
would clearly be needed to estimate such
product and labor market effects with any de-
gree of confidence.

Nevertheless, our results suggest that
public sector funding for private sector train-
ing in firms has the potential to raise the
amount of such training substantially with-
out producing large windfalls for these firms,
and also to generate other positive product
and labor market outcomes. Of course, the
case for such funding must ultimately rest on
a more thorough evaluation of social costs
and benefits, or on some clearer evidence of
market imperfections that may prevent firms
from achieving optimal investments on their
own. But given the evidence presented else-
where of low training levels overall in the
United States and of high returns to workers
(and perhaps to firms) from training when it
is provided, the results here suggest that pub-
lic funding of private training might be suc-
cessful in raising training levels and
improving worker productivity overall.

Notes

1. See, for example, Johnson and Tomola (1977),
Perloff and Wachter (1979), and Bishop (1981)
for studies of employment subsidies. This litera-
ture considers whether firms will participate in
subsidy programs and, if they do, whether the
subsidies will mostly provide windfall effects.
Both questions are relevant when considering
training subsidies, though only the latter can be
evaluated with our sampling strategy.

2. These and other studies are summarized in
Brown (1989). Comparisons between training in
the United States and various other countries
have also begun to appear (Blanchflower and
Lynch 1991).



3. On the broader issue of how industrial relations
and compensation practices affect firm perfor-
mance, a somewhat wider range of empirical lit-
erature is now available. See, for instance, the
volumes edited by Kleiner et al. (1987) and
Ehrenberg (1990).

4. Some discussion (though little formal analysis)
of state-financed training programs in Illinois
and California appears in Creticos and Sheets
(1989).

5. This training program was begun under the ad-
ministration of Governor James Blanchard and
ended shortly after the election of Governor
John Engler in November 1990.

6. The Michigan Modernization Service provided
technical assistance to companies (primarily in
manufacturing) that were seeking to implement
new technologies. For more information, see
Block et al. (1991). Officials from the Governor’s
Office on Job Training (GOJT) have assured us
that no other factors besides these were used to
determine grant eligibility and recipiency. Ap-
plications had to include detailed accounts of
the new technology, which workers would be
trained in its use, and expected expenses in such
training. Reimbursement for these expenses was
made on the basis of receipts provided. No other
documentation of worker participation in the
training programs was collected by the state.

7. We obtained the names and addresses of these
companies from GOJT, which administered the
MJOB program. All companies that had applied
for grants were mailed a written survey, and
phone followups were performed for those that
did not return them within the first several
weeks.

8. Of the original 498 applicants, 270 received
grants in 1988 or 1989. The success rate in our
sample (42%) is thus a bit lower than that in the
overall applicant pool (54%). There were 45
multiple-year applicants—firms that applied a
second time after being rejected once—the full
sample (9%) and just 8 in the respondent
sample (5%); of these, 15 and 3, respectively, re-
ceived grants after reapplying.

9. There were no significant differences between
respondents and non-respondents in unioniza-
tion rates, minority ownership, relationship to
auto industry, or grant recipiency. Respondents
were somewhat more likely than non-respon-
dents to have received assistance from the
Michigan Modernization Service (22% versus
15%, respectively) and were also somewhat
larger on average (95 versus 77 employees).

10. Although recipient firms might feel some pres-
sure to overstate their training hours in order to
justify their receipt of grants, there was no mon-
etary incentive for them to do so, since they were

not eligible to reapply for grants. Non-recipient
firms might have had incentives to understate
their current training in order to be eligible to
reapply in the future, but the number of re-
peated applications is not very large (see note 8).
Thus, the magnitudes of reporting biases re
likely to be fairly small.

11. These and other questions were all defined for
the plant level.

12. Other questions in our survey regarding product
quality focused on rework rates, excess transpor-
tation (visits to customers to rectify product
problems), inventory turns, employee hours per
unit of output, and process capability kurtosis (a
measure of the level and variance of plant out-
put). Besides the scrap rate, only the rework rate
was reported by a significant number of firms,
and it was highly correlated with the scrap rate
(rho = .9) among firms reporting both.

13. Many of these firms are auto parts suppliers,
which are often required by major auto compa-
nies to meet product quality ratings in order to
gain contracts with the companies. The exact
number of such auto suppliers in our sample
was, however, unclear from our data.

14. Standard errors on these three variables are ap-
proximately 6.63, .03, and .034 for grant recipi-
ents and 3.65, .025, and .027 for non-recipients,
respectively. The standard error on the differ-
ence between estimates drawn from two inde-
pendent samples is the square root of the sum of
squared individual standard errors.

15. Since “upgrade” training for using new technol-
ogy is not limited to new employees, we did not
distinguish workers by seniority level in our sur-
vey.

16. Smaller firms actually received substantially
larger grants per employee than did larger ones.
The mean of training money per employee
across firms, unweighted by firm size, is roughly
$500; the figure in the next implicitly weights by
firm size.

17. Standard errors on these means for firms receiv-
ing grants in 1988 are 3.31 in 1987 and 6.64 in
1988. For recipients of grants in 1989, the stan-
dard errors are 3.28 in 1988 and 6.84 in 1989.

18. There appears to be something of a positive
trend in training levels in the absence of the
grants, which affects comparisons of pre- and
post-grant training levels for 1988 recipients.
For instance, a regression of training hours in
logs on a time trend for non-recipient firms gen-
erates a coefficient (and standard error) of .202
(.123). A similar regression on time dummies
generates coefficients of .401 (.247) for non-re-
cipients and .595 (.291) for 1988 recipients on
training in 1989, and the two coefficients are not
significantly different from each other. The

CHAPTER 17 ARE TRAINING SUBSIDIES FOR FIRMS EFFECTIVE? 253



254 PART VII ON YOUR OWN

higher level of training in 1989 relative to 1987
for 1988 grant recipients may therefore be
mostly a return to trend rather than a long-term,
positive effect of the grant. We also note that
non-recipient firms have somewhat higher
training levels than do recipient firms in “off ”
years for the latter. Such differences are removed
in our fixed-effects estimates below if they re-
flect permanent differences between those firms.

19. Own trends in the absence of grants for each set
of firms are calculated by interpolating or ex-
trapolating from values in those years when they
did not receive grants. These calculations may
understate the training increases purchased by
grants, since the trends calculated for recipient
firms are larger (though not significantly larger)
than those observed for firms that never re-
ceived grants (see note 18).

20. Higher employee output per unit cost will lead to
higher sales in perfectly competitive product
markets, where product demand is infinitely elas-
tic at the equilibrium wage, and also in imperfect
markets, where firms face downward-sloping
product demand curves and sales rise in response
to lower costs and prices. In the latter case, lower
costs can be reflected in higher profits as well as
higher sales. If product quality as well as quantity
varies, sales may rise even without falling prices as
product quality rises. Any increase in demand for
the firm’s output should shift out the firm’s labor
demand curve, thereby causing wages and em-
ployment to rise as well. Of course, these adjust-
ments may take several years.

21. The “difference-in-differences” approach can
also be estimated in levels with a lagged depen-
dent variable as an additional regressor. But
such an approach makes more sense for training
effects on individuals, whose entry into training
might have been based on previous earnings,
than for the effects examined here. Furthermore,
any serial correlation of errors in any equation
would cause serious biases if such an approach
were used.

22. These equations bear some resemblance to “par-
tial adjustment” models that are estimated with
time-series data.

23. If both recipients and non-recipients proceeded
with their stated plans for implementing new
technologies, and if these new technologies were
(on average) comparable across the two groups
of firms, then the direct effects of the technolo-
gies on worker output should not bias our esti-
mated results here. Only if some non-recipients
had to scrap or delay their plans might the un-
observed technological changes result in biased
estimates.

24. F-tests for differences in estimated effects across

years generally showed few significant differ-
ences, thereby supporting our decision to pool
these data.

25. Bassi (1984) demonstrates the importance of
such tests for non-random selection when esti-
mating returns to individual training in CETA
(or JTPA) programs. The possibility of such se-
lection is much less serious here because in this
case, unlike the case of individual participation in
federal training programs, grant recipiency is not
conditional on low levels of training or other-
wise weak performance in the pre-grant year.
On the other hand, it is at least possible that the
companies applying earliest for the grants—
which are most likely to receive them—may be
more likely to raise training levels and improve
performance in the absence of such a grant.

26. Regressions of log training hours per employee
in 1987 on grant status in 1988 generated a coef-
ficient and standard error of -1.667 and 3.456,
respectively. Regressions of changes in log train-
ing for 1987–88 on grant status in 1989 gener-
ated -5.454 (4.128); and, for 1988 training on
1989 grant status, the result was -8.694 (5.645).
Comparable tests using other outcome variables
also failed to show significant positive relation-
ships between grant recipiency and pre-grant
levels or changes in outcomes.

27. Equations comparable to these have been esti-
mated using other quality measures reported by
firms, such as the rework rate (see note 12) or a
composite of scrap and rework rates. The results
are qualitatively similar to, though somewhat
weaker than, those for scrap alone (see Block et al.
1991). But to the extent that scrap and rework
problems are mutually exclusive categories for any
firm, the overall quality effect would be the sum
of the two (if both were fully reported), and ei-
ther alone would understate the true effect.
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CHAPTER 18

Changing the Geography of Opportunity
by Expanding Residential Choice

Lessons from the Gautreaux Program

James E. Rosenbaum
Northwestern University

Abstract

The concept of “geography of opportunity” sug-
gests that where individuals live affects their op-
portunities. While multivariate analyses cannot
control completely for individual self-selection
to neighborhoods, this article examines a resi-
dential integration program—the Gautreaux
program—in which low-income blacks are ran-
domly assigned to middle-income white suburbs
or low-income mostly black urban areas.

Compared with urban movers, adult subur-
ban movers experience higher employment but
no different wages or hours worked, and subur-
ban mover youth do better on several educational
measures and, if not in college, are more likely to
have jobs with good pay and benefits. The two
groups of youth are equally likely to interact with
peers, but suburban movers are much more likely
to interact with whites and only slightly less likely
to interact with blacks. The article considers how
attrition might affect the observations and specu-
lates about the program’s strengths and pitfalls.

Introduction

The concept of “geography of opportunity”
suggests that where individuals live affects
their opportunities and life outcomes. Galster
and Killen (1995) propose that individuals’
lives can be profoundly changed if they move
to environments that offer new opportuni-
ties. They suggest that geography influences
social networks and normative contexts, and
they review studies indicating influences on
education, crime, and employment. However,
since most geographic moves are chosen by
the individual, research on geographic influ-
ences cannot completely control for indi-
vidual effects. For instance, when surveys find
a few low-income people in a middle-income
neighborhood (or vice versa), one suspects
that these are atypical low-income people or
else they would not be there. What is needed
to test Galster and Killen’s propositions is a
randomized experiment, but such experi-
ments are unusual. This article describes such
an experiment, the Gautreaux program in
Chicago.
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The Gautreaux program gives low-in-
come blacks housing vouchers to move to
many different kinds of communities, includ-
ing white middle-income suburbs and low-
income black city neighborhoods.1 Because
participants are assigned to city or suburban
locations in a quasi-random manner, infer-
ences can be made about the effects of resi-
dential moves. This article reports the
program’s impact on adult employment and
on youth education, employment, and social
integration. It considers how much attrition
might affect the observations.

The Gautreaux program has become a
model that other cities have sought to follow.
Boston, Cincinnati, Dallas, and Hartford have
initiated programs, and other cities have con-
sidered programs (Feins 1993; Fischer 1991).
In addition, the national Moving to Oppor-
tunity program will test a version of the
Gautreaux program in five cities across the
United States.

Yet as we plan to replicate this program
in other cities, we must consider what it is
that makes this program work. A housing
mobility program has many elements, and
each may influence its operation and out-
comes. The final section of this article exam-
ines what elements of the Gautreaux
program are crucial to its success and what
pitfalls future programs should avoid.

If the speculations presented here are
generally on target, they suggest some guide-
lines for future programs. This is not to say
that every program must make the same
choices. Programs must base their choices on
their own priorities and the ways they value
various tradeoffs. However, all programs
must consider these details, for they are likely
to contribute to the effect of the program in
important ways.

The Gautreaux program

The Gautreaux program is a result of a 1976
Supreme Court consent decree in a lawsuit

against the U.S. Department of Housing and
Urban Development (HUD) on behalf of
public housing residents. The suit charged
“that these agencies had employed racially
discriminatory policies in the administration
of the Chicago low-rent public housing pro-
gram” (Peroff, Davis, and Jones 1979, 4). The
Gautreaux program, administered by the
nonprofit Leadership Council for Metropoli-
tan Open Communities in Chicago, allows
public housing residents, and those who were
on the waiting list for public housing in 1981,
to receive Section 8 housing certificates and
move to private apartments either in mostly
white suburbs or in the city of Chicago.2 The
program provides extensive housing services.
Two full-time real estate staff find landlords
willing to participate in the program. Then
placement counselors notify families as
apartments become available, counsel them
about the advantages and disadvantages of
moving, and take them to visit the units and
communities. Since 1976, more than 5,000
families have participated, and more than
half moved to middle-income white suburbs.

Because of its design, the Gautreaux pro-
gram presents an unusual opportunity to test
the effect of helping low-income people
move to better labor markets, better schools,
and better neighborhoods. The United States
has little experience with economic and racial
integration of neighborhoods. Racial and
economic homogeneity is the rule in most
neighborhoods, so we generally do not know
how low-income blacks are affected by living
in middle-income white neighborhoods.
Moreover, even when exceptions exist, we
must suspect that blacks who break the resi-
dential barriers and get into white neighbor-
hoods are themselves exceptional people, so
their subsequent attainments may reflect
more about them than about the effects of
neighborhoods. Therefore, when researchers
study black employment in suburbs, it is hard
to tell whether the suburbs increased black
employment or whether the blacks who hap-
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pen to live in suburbs are different, perhaps
moving to the suburbs after getting a job
(Jencks and Mayer 1989). Similarly, most
studies of black achievement in suburban
schools cannot tell whether black children’s
achievement is due to living in the suburbs or
to some unmeasured family assets or values
that drew these black families to the suburbs.

Gautreaux participants circumvent the or-
dinary barriers to living in the suburbs, not by
their jobs, personal finances, or values, but by
getting into the program. The program gives
them rent subsidies that permit them to live in
suburban apartments for the same cost as
public housing. Moreover, unlike most black
suburbanization—working-class blacks living
in working-class suburbs—Gautreaux permits
low-income blacks to live in middle-income
white suburbs (Jencks and Mayer 1989). Par-
ticipants move to any of more than 115 sub-
urbs throughout the six counties surrounding
Chicago. Suburbs with less than 70 percent
whites were excluded by the consent decree,
and very high rent suburbs were excluded by
funding limitations of Section 8 certificates.
Yet these constraints eliminate only a small
proportion of suburbs. The receiving suburbs
range from working class to upper middle
class and are 30 to 90 minutes’ drive away from
participants’ former addresses.

The program tries to move more than one
family to a neighborhood to provide some so-
cial support, but it also avoids moving many
families to one neighborhood. While the pro-
gram mandates did not specify how many
families could move to any location, the pro-
gram tries to avoid sending disproportionate
numbers to any one community, and in fact it
has succeeded in this goal (Paul Fischer, un-
published tables, 1992). As a result, the pro-
gram has low visibility and low impact on
receiving communities.

Applying for the program is largely a
matter of luck and persistent telephoning on
registration day, since many more people try
to call than can get through. The program

also has three selection criteria: To avoid
overcrowding, late rent payments, and build-
ing damage, it does not admit families with
more than four children, large debts, or unac-
ceptable housekeeping. None of these criteria
is extremely selective, and all three reduce the
eligible pool by less than 30 percent. Al-
though these criteria make those selected an
above-average group compared with housing
project residents, they are not a “highly
creamed” group. All are very low income
blacks, are current or former welfare recipi-
ents, and have lived most of their lives in im-
poverished inner-city neighborhoods.

In any case, the program’s procedures
create a quasi-experimental design. While all
participants come from the same low-income
black city neighborhoods (usually public
housing projects), some move to middle-in-
come white suburbs, others to low-income
black urban neighborhoods. In principle,
participants have choices about where they
move, but in practice, they are assigned to
city or suburban locations in a quasi-random
manner. Apartment availability is determined
by housing agents who do not deal with cli-
ents and is unrelated to client interest. Coun-
selors offer clients units as they become
available according to their position on the
waiting list, regardless of clients’ locational
preference. Although clients can refuse an of-
fer, few do so, since they are unlikely to get
another. As a result, participants’ preferences
for city or suburbs have little to do with
where they end up.

Adult and child studies:
Methods and sample

The next several sections of this article sum-
marize studies of the Gautreaux program,
comparing families moving to white middle-
income suburbs (“suburban movers”) with
families moving to low-income black city
neighborhoods (“city movers”). The city
movers are a good comparison group for
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judging the effects of the suburban move,
since both groups meet the same selection
criteria and get improved housing. But city
movers are a particularly stringent compari-
son group because they receive better hous-
ing and move to better city neighborhoods
than they had in the housing projects. We ex-
pect that housing-project residents would
fare considerably worse than either of the
Gautreaux groups. In effect, the suburban ef-
fects (relative to city movers) in this study
may be considered lower bound estimates of
the effects.

My colleagues and I at Northwestern
University conducted three studies of this
program. To examine adult employment, in
the fall of 1988 we surveyed 332 adults and
conducted detailed interviews with another
95.3 The first study of children interviewed
one randomly selected school-aged child
(ages 8 to 18) from each of 114 families in
1982, and the second study followed up the

same children in 1989, when they were ado-
lescents and young adults, and examined
their educational and employment out-
comes.4 As implied by the quasi-random as-
signment procedure, suburban and city
movers are highly similar in most attributes
in both samples (tables 1 and 2).

Results from the adult study:
Will low-income blacks get jobs
in the suburbs?

There are several reasons to expect that low-
income blacks may not get jobs in the suburbs.
After living in low-income environments for
many years, these mothers and children may
have motivational problems that prevent them
from doing well even after their opportunities
improve (Lewis 1968; Mead 1986). Discrimi-
nation by employers or lack of skills may also
prevent low-income blacks from getting jobs.
In addition, Gautreaux adults were educated
in poor urban schools, and many lack job
training or job experience. Furthermore, vir-
tually all the mothers in Gautreaux have re-
ceived public aid (most for five years or more),
many have never had a job, and half grew up
in families on public aid.

TABLE 1

Characteristics of the Adult Study Sample:
City-Suburban Comparison

City Suburb
(n = 108) (n = 224)

Years on Gautreaux 5.85 5.37
Age (years) 36.67 35.39
Age of youngest child (years) 9.56 7.85*
Number of children 2.51 2.56
Education premove (years) 11.68 11.91
Education postmove (years) 12.51 12.34
Marital status
   Married now (percent) 8.33 6.25
   Never married (percent) 44.4 44.6
Getting AFDC (percent) 53.7 47.8
Long-term AFDC recipienta 68.5 59.8
   (percent)
Second-generation AFDC 51.9 50.9
   recipient (percent)

Note: Asterisk indicates significance level of difference
between city and suburban samples, by chi-square or t
test.
a. Ever received AFDC for five years of more.
*p < 0.01.

TABLE 2

Characteristics of the 1989
Children Sample: City-Suburban
Comparison

City Suburb

Age (years) 18.2 18.8
Male (percent) 45.5 56.8*
Mother not married
    (percent) 88 86
Mother’s education
    postmove (years) 12.03 12.09
Mother finished high
    school (percent) 43 47

Note: Asterisk indicates significance level of
difference between city and suburban samples, by
chi-square or t test.
* p < 0.01.
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Premove and postmove employment sta-
tus of city and suburban movers is compared
in table 3. Suburban movers were more likely
to have jobs than city movers. Although both
groups started from the same baseline (60.2
percent of city movers and 64.3 percent of
suburban movers were employed premove),
after moving, suburban movers were more
than 25 percent more likely to have a job than
city movers. While 50.9 percent of city mov-
ers had a job after moving, 63.8 percent of
suburban movers did.

Among respondents who had been em-
ployed before, suburban movers were about 14
percent more likely than city movers to have a
job after moving. In contrast, for suburban
movers who had never been employed before
their move, 46.2 percent found work after
moving to the suburbs, while the comparable
figure for city movers was only 30.2 percent.
For this group of hard-core unemployed, sub-
urban movers were much more likely to have a
job after moving than city movers.5

City and suburban movers did not differ
in hourly wages or number of hours worked
per week (table 4). Among those who had a
job both before and after moving, both city
and suburban movers reported gains in
hourly wages and no change in hours
worked.6 The roughly 20 percent gain in
wages for both suburban and city movers
may represent gains from moving out of

housing projects, but since we lack a control
group (individuals who are similar to those
selected in Gautreaux but remained in hous-
ing projects), we have no basis for testing this
explanation. Of course, attrition may also
contribute to these gains, but attrition is
likely to be small, and it can cut both ways:
Some attrition comes from people whose
wages surpass program income limits.

When asked how the suburban move
helped them get jobs, all suburban partici-
pants mentioned the greater number of jobs
in the suburbs. Improved physical safety was
the second most mentioned factor. Adults re-
ported that they did not work in the city be-
cause they feared being attacked on the way
home from work, or they feared that their
children would get hurt or get in trouble with
gangs. The suburban move allowed mothers

TABLE 3

Percent of Respondents Employed Postmove by Premove Employment for City and Suburban
Movers

Premove Status

Postmove City Suburb
Status Employed Unemployed Total Employed Unemployed Total

Employed 42 13 55 106 37 143
(64.6%) (30.2%) (73.6%) (46.2%)

Unemployed 23 30 53 38 43 81
(35.4%) (69.8%) (26.4%) (53.8%)

Total 65 43 108 144 80 224

Note: Numbers in parentheses are column percentages.

TABLE 4

City and Suburban Comparison of Wages
and Hours Worked

Premove Postmove
Mean Mean t p

City movers, postmove earners (n = 55)
Hourly wages ($) 5.04 6.20 6.52 0.01
Hours per week 33.27 31.92 -0.60 0.55

Suburban movers, postmove earners (n = 143)
Hourly wages ($) 4.96 6.00 6.50 0.01
Hours per week 33.62 33.39 -0.60 0.55
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to feel free to go out and work. Many adults
also mentioned that positive role models and
social norms inspired them to work. These
comments support Wilson’s contention
about the importance of role models and so-
cial norms (Wilson 1987). Seeing neighbors
work, Gautreaux adults reported that they
felt that they too could have jobs, and they
wanted to try. In the city, few adults saw
neighbors working.

In sum, the employment rates of suburban
movers surpassed those of city movers, particu-
larly for those who had never before had jobs.
Whatever prevented some people from being
employed in the past—lack of skills or lack of
motivation—was not irreversible, and many
took jobs after moving to the suburbs.

Results from the first study of
children: Will early
disadvantages keep children
from benefiting from suburban
schools?

Housing moves may affect children even
more than adults, since children are at a for-
mative stage and are still acquiring education.
Moreover, being less mature, children may
have even more difficulty coping with the
challenges posed by a suburban move. The
obstacles are similar to those for adults.
Children’s low-income background may
make them less prepared or less motivated
than middle-income suburban children, they
may have attitudes and habits deemed unde-
sirable by suburban teachers and employers,
or racial discrimination may deny them full
access to suburban resources. For any or all of
these reasons, they may have lower achieve-
ment than their city counterparts who do not
face these barriers. On the other hand, subur-
ban movers will benefit from better educa-
tional resources and greater employment
prospects in the suburbs, and their fellow
suburban students may serve as role models
for achievement. Of course, we do not know

which process will operate or, if both do,
which will win out.

Given the children’s initial poor prepara-
tion in city schools and their social disadvan-
tage, we wondered how they would do in the
suburban schools. In 1982, we studied how the
Gautreaux program affected children, com-
paring Gautreaux children who moved within
the city and those who moved to the suburbs
(Rosenbaum, Kulieke, and Rubinowitz 1988;
Rosenbaum, Rubinowitz, and Kulieke 1986).7

The two groups were similar in average age,
proportion of females, and mothers’ educa-
tion. The families were predominantly female-
headed in both the suburban (86 percent) and
city (88 percent) groups.

We found that suburban movers initially
had difficulties adapting to the higher expec-
tations in the suburban schools, and their
grades suffered in the first years in the subur-
ban schools. However, by 1982, after one to
six years in the suburbs, their grades and
school performance (judged by their moth-
ers) were the same as those of city movers. In
addition, suburban movers had smaller
classes, higher satisfaction with teachers and
courses, and better attitudes about school
than city movers. Although the mothers
noted instances of teacher racial bias, the
suburban movers were also more likely than
city movers to say that teachers went out of
their way to help their children, and they
mentioned many instances of teachers giving
extra help in classes and after school.

It is hard to measure academic standards,
and the first study had no systematic indicator.
Yet the suburban movers clearly felt that the
suburban schools had higher academic stan-
dards. They reported that the city teachers did
not expect children to make up work when
they were absent, to do homework, to know
multiplication in third grade, or to write in
cursive in fourth grade. Passing grades in the
city did not indicate achievement at grade
level, and even city students on the honor roll
were sometimes two years behind grade level.
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These mothers were in a good position to
notice these differences when their children
moved from the city to suburban schools.
One mother commented that the suburban
school “said it was like he didn’t even go to
school in Chicago for three years, that’s how
far behind he was. And he was going every
day and he was getting report cards telling me
he was doing fine” (Rosenbaum, Kulieke, and
Rubinowitz 1988, 32). Indeed, another
mother reported an empirical test:

The move affected my child’s education for
the better. I even tested it out. … [I] let
her go to summer school by my mother’s
house [in Chicago] for about a month. …
She was in fourth grade at that time. …
Over in the city, they were doing third
grade work; what they were supposed to
be doing was fourth grade. The city cur-
riculum seemed to be one to three years
behind the suburban schools. (p. 32)

While many suburban movers seemed to
be catching up to the higher suburban stan-
dards by the time of the interviews, most had
been in the suburbs only a few years, and
most were still in elementary school, so it was
hard to know how they would do later. Many
of these children were still struggling to catch
up, and it was not clear whether they would
succeed. Therefore, we were eager to do a fol-
low-up study to see how things were turning
out for these children.

Results from the second study of
children: Education and
employment

To study later outcomes, we interviewed the
same children and their mothers in 1989.8

By this time, the children had an average age
of 18.

However, before turning to those results,
I will describe the schools that the youth at-
tended. In 1990, the Illinois Department of
Education collected average standardized test

scores for all schools in the state. For the
schools attended by our sample, the subur-
ban schools’ average 11th-grade reading test
score (259) was just above the state average
(250) but significantly higher than the city
schools’ average (198). On the ACT examina-
tion, the college admissions test most often
taken in Illinois, suburban schools’ scores
(21.5) were close to the state average (20.9),
but significantly higher than the city schools’
scores (16.1). Moreover, there was almost no
overlap between the scores of city and subur-
ban schools these children attended. While
less than 6 percent of the city sample at-
tended schools with ACT averages of 20 or
better (i.e., roughly the national average),
more than 88 percent of the suburban sample
attended such schools. Just as the 1982 study
suggested higher standards in suburban el-
ementary schools, these results indicate that
the higher standards in the suburbs contin-
ued in high school.

Of course, higher standards create new
challenges as well as new opportunities. The
suburban movers face much higher expecta-
tions than they have been prepared for in the
city schools. The higher levels of achievement
in suburban schools may be a barrier to
poorly prepared students and may lead to in-
creased dropping out, lower grades, and
lower tracks for those still in school and to
less college attendance and less employment
for those over age 18. The results of this study
contradict those expectations (table 5).

Dropout rates

Lower dropout rates for suburban high
schools may encourage Gautreaux children
who move to the suburbs to stay in school.
On the other hand, higher academic stan-
dards or discrimination based on race or class
may discourage suburban Gautreaux chil-
dren and make them more likely to drop out.
Results from the second study of children
supported the first scenario, as more city
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movers (20 percent) than suburban movers
(5 percent) dropped out of high school.

Grades

Although test scores were not available for in-
dividual respondents, grades provide a good
indication of how students are achieving rela-
tive to their peers and whether teachers judge
students’ work acceptable. We found that sub-
urban movers had virtually the same grades as
city movers (a C-plus average in city and sub-
urbs). Since the national High School and Be-
yond survey of high school sophomores
indicates that suburban students average
about half a grade lower than city students
with the same achievement test scores, the
grade parity of the two samples implies a
higher achievement level among suburban
movers (Rosenbaum and Kaufman 1991).

College preparatory curricula

Most high schools offer different curricula to
college-bound and non-college-bound youth,

and these curricula affect college opportuni-
ties (Rosenbaum 1976, 1980). Researchers find
that blacks are underrepresented in college
tracks in racially integrated schools (Coleman
1966; Oakes 1985; Rosenbaum and Presser
1978). Indeed, after being desegregated, the
Washington, DC, public schools initiated a
tracking system, which a court ruled to be un-
dercutting integration (Hobson v. Hansen
1967). Given the higher standards and greater
competition in suburban schools, we might
expect suburban movers to be less likely than
city movers to be in college-track classes. The
results showed the opposite: Suburban movers
were more often in college tracks than city
movers (40 versus 24 percent).

College attendance

Higher suburban standards might be a bar-
rier to these youth’s attending college. The re-
sults indicate the opposite: Suburban movers
had significantly higher college enrollment
than city movers (54 versus 21 percent).

Four-year colleges

The type of college is also important. Four-
year colleges lead to a bachelor’s degree, two-
year junior or community colleges lead to an
associate’s degree, and trade schools lead to a
certificate. Moreover, while transfers to four-
year colleges are theoretically possible, in fact
trade schools almost never lead to four-year
colleges, and two-year colleges rarely do.
Only 12.5 percent of students in the Chicago
city colleges ultimately complete a four-year
college degree—less than half the rate of
some suburban community colleges in the
area (Orfield 1984).

Among the Gautreaux youth attending
college, almost 50 percent of the suburban
movers were in four-year institutions,
whereas only 20 percent of the city movers
were. Of those not attending four-year insti-
tutions, two-thirds of the suburban movers

TABLE 5

Youth Education and Job
Outcomes: City–Suburban Comparison
(percent)
Outcome City Suburb

Dropped out of school 20 5*
College track 24 40**
Attend college 21 54***
Attend four-year college 4 27**
Employed full-time
   (if not in college) 41 75***
Pay under $3.50/hour 43 9***
Pay over $6.50/hour 5 21***
Job benefits 23 55***

Note: Asterisks indicate significance level of
difference between city and suburban samples,
by chi-square or t test.
* p < 0.10.
** p < 0.05.
*** p < 0.025.
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were working toward an associate’s degree,
while just half of the city movers were.

Youth’s jobs

For the youth who were not attending col-
lege, a significantly higher proportion of the
suburban youth had full-time jobs than city
youth (75 versus 41 percent). Suburban
youth also were four times as likely to earn
more than $6.50 per hour than city youth (21
versus 5 percent). The suburban jobs were
significantly more likely to offer job benefits
than city jobs (55 versus 23 percent).

Results from the second study of
children: Harassment and social
integration

Will residential integration lead to
harassment and rejection of youth?

Blacks are significantly more isolated than ei-
ther Hispanics or Asians (Massey and Denton
1987). Research also documents extensive an-
tagonism to racial integration. While the ma-
jority of whites have become increasingly
supportive of racial integration in principle,
the majority remain opposed to any govern-
ment intervention to promote such integra-
tion (Schuman and Bobo 1988). Blacks
moving into predominantly white areas have
faced threats, physical attacks, and property
damage (Berry 1979). Throughout the past
several decades, black families who moved into
white neighborhoods of Chicago were driven
from their homes by racial violence (Squires et
al. 1987). Yet incidents of harassment, while
dramatic, may not reflect the views of all resi-
dents, and other neighbors may willingly in-
teract with black newcomers. We can examine
the harassment, threats, and fears that blacks
face in white schools in which they are a racial
and socioeconomic minority.

We expected that the suburban youth
would experience more harassment than the
city movers. The most common form of ha-

rassment was name-calling. In the suburbs,
51.9 percent of the Gautreaux youth reported
at least one incident in which they were called
names by white students, while only 13.3 per-
cent of the city movers experienced name-
calling by whites. Of course, there are few
whites in the urban schools to call anyone
names. However, 41.9 percent of the city
movers experienced name-calling by blacks.
As hypothesized, city movers do receive sig-
nificantly less harassment than suburban
movers, but the city movers experience a
great deal of name-calling, too.

A second, more serious, indicator of ha-
rassment was measured by asking respon-
dents how often they were threatened by
other students. As expected, many suburban
movers were threatened by whites: 15.4 per-
cent reported being threatened by whites a
few times a year or more. However, 19.4 per-
cent of city movers were threatened this often
by blacks. Moreover, when we consider those
who were threatened at least once a year (by
blacks or whites), city movers are as likely to
receive a threat as suburban movers (22.7
percent city versus 21.2 percent suburb).

A third indicator of harassment, the most
serious, is whether youth were hurt by other
students. When asked how often they were ac-
tually hurt by others at school, very few mem-
bers of either group reported such incidents.
A similar proportion of both city and subur-
ban movers say they have never been hurt by
other students (93.5 versus 94.1 percent).

Social acceptance: Will residential
integration lead to social integration?

Given the daily headlines about troubled race
relations in American society and schools, so-
cial integration might seem hopeless. But daily
life is too mundane to make the headlines, and
daily life may tell a very different story. The
following discussion looks at whether these
black youth experience acceptance, friend-
ships, and positive interactions with white
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classmates, and it assesses the relative fre-
quency of positive and negative interactions.

School desegregation has been extensively
studied (Gerard and Miller 1975; Hawley
1981; Patchen 1982; St. John 1975). However,
this form of desegregation has some attributes
that may limit its benefits. Because blacks
rarely live near whites, many of the school de-
segregation programs entail special busing ef-
forts, and a busload of students may create
high visibility, backlash, and stigma. In addi-
tion, as children spend long periods every day
riding together on a bus, these commutes rein-
force blacks’ sense of togetherness and their
separateness from those who live near the
school. Moreover, the logistics of commuting
make after-school activities more difficult.
Thus, busing as a method of desegregation
creates its own limits on racial interaction.

In contrast, the Gautreaux program cre-
ates both residential and school integration.
As a result, children live in apartment build-
ings occupied largely by middle-income
whites; they arrive in the suburban schools as
community residents, not as outsiders in a
busing program; and they come to school in
the same buses as their white neighbors.
Moreover, the program accomplishes resi-
dential integration with little visibility and in
small numbers that raise little threat, thus re-
ducing the likelihood of backlash and stigma.

Youth in this program also must face an
additional barrier: socioeconomic differences.
Researchers know even less about socioeco-
nomic integration than they know about racial
integration. Gautreaux children face both
kinds of barriers simultaneously. These low-
income blacks enter schools and communities
that are overwhelmingly white and middle
class. Even the blacks they meet are different,
since their families are middle class.

Given these barriers, observers have wor-
ried that youth in such a program would
remain socially isolated (Yinger 1979). Hav-
ing spent more than six years in all-black

urban housing projects, these children have
learned habits and tastes different from those
of their classmates, they have fewer economic
resources than their classmates, and their skin
color is different from that of most of their
classmates. There is a great risk that these
youth will have difficulty being accepted by
their suburban, middle-class, white class-
mates.

Several questions in the survey and inter-
view were designed to measure the children’s
sense of social acceptance. Both city and sub-
urban movers tended to agree somewhat with
the statement, “I feel I am a real part of my
school” (on a five-point scale from strong
agreement to strong disagreement), and there
were no significant differences between the
groups (city mean, 3.55; suburban mean,
3.37). On the item “Other students treat me
with respect,” the suburban movers had more
positive responses than the city movers, al-
though the difference was not significant
(city mean, 3.93; suburban mean, 4.00). We
asked the children how they believed others
saw them in a series of questions:

1. “Are you considered part of the in-group?”
2. “Do others see you as popular?”
3. “Do others see you as socially active?”
4. “Do others think you do not fit in?”

For each of these items, no significant differ-
ences were found between the answers of city
and suburban movers (table 6). Both groups
showed positive social integration for all
questions.

Contrary to our expectation, the subur-
ban movers were just as accepted by their
peers as the city movers. The majority of the
children in both groups felt that they fit into
their schools socially and were regarded by
others as at least somewhat socially active and
popular.

Friendships. We expected that the suburban
movers might have fewer friends than city



CHAPTER 18 CHANGING THE GEOGRAPHY OF OPPORTUNITY BY EXPANDING RESIDENTIAL CHOICE 267

movers. Given that the suburbs were over-
whelmingly white, the suburban movers
came in contact with fewer black peers than
city movers. However, suburban movers had
almost as many black friends as city movers.
The mean number of black friends in the
suburbs was 8.81, while the mean in the city
was 11.06 (difference not significant).

The suburban movers had significantly
more white friends than city movers. The
mean number of white friends was 7.37 for
suburban movers and 2.37 for city movers (t
= 4.71; p < 0.0001). While only 17.3 percent
of the suburban youth reported no white
friends, 56.3 percent of the city sample did (t
= 3.43; p < 0.001). Only one of the city mov-
ers and one of the suburban movers reported
having no friends at all.

Interactions. Suburban youth spent signifi-
cantly more time with white students outside
of class than city movers (table 7). Compared
with city movers, the suburban movers more
often did things outside school with white
students, did homework with white students,
and visited the homes of white students.
When asked how friendly white students
were, the suburban movers again were sig-
nificantly more positive than the city movers
(t = 3.24; p < 0.002). When the same ques-
tions were asked about socializing with black
students, no significant differences existed
between city and suburban movers (table 8).

To get an overview, two index variables
were computed from the summed responses
to each of the three items for interactions
with whites and for interactions with blacks.
The findings suggest that the suburban mov-
ers divided their time almost equally between
blacks and whites, while the city movers
spent significantly more time with blacks
than with whites (table 9). The experience of
the suburban movers seems to reflect a more
racially integrated peer network, despite the
small numbers of blacks in suburban schools.
As one suburban mover reported to us, “We
went into a new school and had the opportu-
nity to be with white people, Indian people,
just a mix of races and actually get to know
people and have people get to know you.”

Are harassment and acceptance
inversely related?

News accounts of racial harassment are par-
ticularly disturbing because the stories often
carry the implication that harassment and
threats reflect rejection by the entire commu-
nity. Sometimes that may be true, but it
seems possible that it is not true.

Our results indicate that negative behav-
iors are associated with each other: White
name-calling is associated with white threats (r
= 0.53, p < 0.01). Positive behaviors are also

TABLE 6

Frequency of Responses to Questions about
Social Integration
(percent)
Code Suburb City

Are you considered part of the in-group?
(t = 0.36, df = 67.6) (n = 49) (n = 31)

Very much 32.7 32.3
Somewhat 44.9 51.6
Not at all 22.4 16.1

Do other see you as popular?
(t = 0.95, df = 59.52) (n = 50) (n = 31)

Very much 36.0 29.0
Somewhat 60.0 61.3
Not at all 4.0 9.7

Do others see you as socially active?
(t = 0.18, df = 63.40) (n = 50) (n = 31)

Very much 46.0 48.4
Somewhat 44.0 41.9
Not at all 10.0 9.7

Do others think you do not fit in?
(t = 1.13, df = 52.42) (n = 50) (n = 30)

Very much 2.0 3.3
Somewhat 16.0 26.7
Not at all 82.0 70.0

Note: No differences between city and
suburban samples are significant at p < 0.05.
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associated with each other: Doing activities
with whites is associated with visiting with
whites in their homes (r = 0.85, p < 0.01).

However, negative behaviors do not pre-
dict an absence of positive behaviors. In fact,
the experience of the suburban movers indi-
cates that the two are not usually associated,
and they are sometimes positively correlated.
Suburban movers who report being threat-
ened by whites are slightly (but not signifi-
cantly) more likely to participate in school
activities (r = 0.11), to do activities with
whites after school (r = 0.05), or to visit with
whites in their homes (r = 0.09). Those re-
porting being called names by whites are also
slightly (but not significantly) more likely to
do activities with whites after school (r =

0.08) and to visit with whites in their homes
(r = 0.17).

These correlations are not statistically
significant, but they are substantively very
important. They indicate that many of the
same individuals who are being threatened
and harassed by whites are also being ac-
cepted by whites, interacting with whites, go-
ing to whites’ homes, and participating in
school activities with whites. That does not
make the threats and name-calling pleasant,
but it makes it easier for these youth to feel a
part of white suburban schools.

How much does attrition reduce
program effects?

One criticism of the Gautreaux studies is the
absence of information on the dropouts from
the program. If substantial numbers drop
out, then the results could be quite different.
In the survey of heads of households, we
made extensive efforts to locate everyone, yet
we could locate only about two-thirds of the
sample, and the rate was somewhat lower for
suburban movers (60 percent). Of course,
most studies have great difficulties in locating
low-income people.

Note that people may not be found for
either positive or negative reasons. Some may
have left the program because they got good
jobs and their incomes exceeded the program
limit. Indeed, the study located some people
who had such successful outcomes. On the
other hand, some may have left the program
because of negative outcomes: dissatisfaction,
poor jobs, or poor children’s outcomes. There
is no way of knowing what percentage of
those we did not find had positive or negative
outcomes. We can only conclude that our re-
sults may either understate or overstate the
program’s effects.

Although we do not know exactly how
many people left the suburbs, we can still es-
timate how much attrition could affect our
results. Since we located 60 percent of our

TABLE 7

Frequency of Activities Involving White
Students (percent)
Code Suburb City

How often do white students do things with you
outside of school?
(t = 3.65; p < 0.001) (n = 52) (n = 30)

Almost every day 44.2 6.7
About once a week 13.5 16.7
About once a month 1.9 16.7
A few times a year 23.1 10.0
Never 17.3 50.0

How often do white students do schoolwork
with you?
(t = 2.92; p < 0.005) (n = 52) (n = 30)

Almost every day 40.4 23.3
About once a week 21.1 16.7
About once a month 21.2 13.3
A few times a year 9.6 0.0
Never 7.7 46.7

How often do white students visit your home or
have you to their home?
(t = 3.75; p < 0.0001) (n = 52) (n = 29)

Almost every day 28.8 6.9
About once a week 25.0 10.3
About once a month 7.7 13.8
A few times a year 19.2 17.2
Never 19.2 51.7
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suburban movers in the suburbs, 40 percent
is the upper limit for attrition. It is not likely
that all of these 40 percent moved back to the
city. But as a mental exercise, we can assume
that they all did and that their success rates
are the same as the city movers’ rates. These
assumptions allow us to see how much sub-
urban attrition might reduce our findings.

We can use these hypothetical assump-
tions to recalculate the adult employment
findings. The 224 suburban adults came
from an original pool of 373 adults (224/
0.60), and the additional 149 individuals we
did not find will be assumed to have a city
rate of employment of 50.9 percent, so 76

would have been employed. Adding those
hypothetical 76 to the actual 143 adults with
jobs and dividing by the total of 373 yields
an employment rate of 58.7 percent. Thus,
while the actual findings for employment
were 50.9 percent city, 63.8 percent suburbs,
the hypothetical difference is 50.9 percent
city, 58.7 percent suburbs—under the ex-
treme (and unlikely) assumption that all
unfound people returned to the city and
subsequently experienced the same employ-
ment rates as those who originally moved to
the city. If we use a more realistic assump-
tion, that half of all unfound people re-
turned to the city, the results would be 50.9
percent city, 61.3 percent suburbs.

In sum, even making extreme assump-
tions yields a substantial suburb-city differ-
ence in employment. More realistic
assumptions yield a difference that is not far
from the original finding. Moreover, most of
the children’s outcomes show even larger dif-
ferences, so if these procedures are applied to
the children’s outcomes, the most extreme
adjustments still yield impressive benefits to
the suburban movers.

It would be desirable to get better infor-
mation on the people we did not find. In par-
ticular, we would like to know how many
returned to the city, their reasons for moving,
and the relative distribution of positive and

TABLE 8

Frequency of Activities Involving Black
Students (percent)
Code Suburb City

How often do black students do things with you
outside of school?
(t = 0.70) (n = 52) (n = 31)
Almost every day 59.6 54.8
About once a week 19.2 32.3
About once a month 5.8 6.5
A few times a year 11.5 6.5
Never 3.8 0.0

How often do black students do schoolwork
with you?
(t = 1.34) (n = 52) (n = 31)
Almost every day 46.2 64.5
About once a week 25.0 16.1
About once a month 7.7 9.7
A few times a year 11.5 0.0
Never 9.6 9.7

How often do black students visit your home or
have you to their home?
(t = 0.43) (n = 52) (n = 31)
Almost every day 50.0 25.8
About once a week 25.0 45.2
About once a month 3.8 22.6
A few times a year 15.4 3.2
Never 5.8 3.2

Note: No differences between city and suburban
samples are significant at p < 0.05.

TABLE 9

Comparisons of Index Variables Measuring
Time Spent with Black Friends versus Time
Spent with White Friends (scale of 1 to 15)

Suburb (n = 60) City (n = 38)

Index Variable Mean SD Mean SD

Time with
black friends 12.02 3.09 12.45 2.17
Time with
white friends 10.41 3.64 6.89 3.48

t = 3.05, t = 9.04,
p < 0.003 p < 0.001

Note: SD = standard deviation.
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negative reasons. Indeed, such data could have
practical applications in helping new movers
cope with the suburban move. However, that
information is not likely to alter our conclu-
sions. Even a worst-case scenario yields sub-
stantial benefits to suburban movers.

Implementation issues

According to Murphy’s Law, anything that
can go wrong will go wrong. A corollary of
Murphy’s Law might suggest that there are
few ways to do things right but many ways to
do things wrong. The rest of this article pre-
sents speculations about why this program
has such strong effects and, by extension, how
it could be done wrong.

In 1985, at the height of the Reagan years,
the results of the first study of the Gautreaux
program went out over the news wires and
were ignored by all but a few local newspapers.
In 1988, as the luster of the Reagan years was
subsiding, a journalist “discovered” the Gau-
treaux program, and many major newspapers
carried the story of the 1985 study (later stud-
ies were still ongoing). Today, stories about
housing mobility appear regularly in every
major newspaper. Housing mobility is begin-
ning to be seen as a panacea.

Obviously, I will not say anything to dis-
courage the enthusiasm for this approach. My
research findings have persuaded me of its
value. However, “housing mobility” is not a
single entity, and not all forms of housing
mobility will have the same effects. I am voic-
ing these cautions because I do not want the
current enthusiasm to lead us to forget the
important details that make the program suc-
cessful. If the details are done badly, then the
aphorism may be an apt warning: “The devil
is in the details.”

While the Gautreaux program had re-
markably positive effects, those results prob-
ably depend on the program’s having done a
lot of things right. This is not to say that the
Gautreaux program was perfect or did every-

thing it could to increase success. As I will
note, the program intentionally made some
choices to lower costs and reduce potential
benefits.

Alexander Polikoff (the lawyer who took
the case to the U.S. Supreme Court and
helped design the consent decree) and Kale
Williams and his staff at the Leadership
Council (who implemented the Gautreaux
program) made many big and small decisions
about the form the Gautreaux program
would take. As Williams reports, some prac-
tices emerged without conscious decisions,
but they nonetheless became enduring fea-
tures of the program (personal communica-
tion, March 3, 1994). Obviously, given the
observed outcomes, they did something
right. The following analysis examines the
many details that I believe were relevant to
these outcomes. Of course, these are specula-
tions; it is not possible to analyze the separate
effects of various program components.

A federal program, Moving to Opportu-
nity (MTO), is now being started to test the
Gautreaux approach in five cities across the
United States. In addition, many localities are
adapting aspects of this program. These pro-
grams need to make many specific decisions
about how to implement the program in
their particular settings, and these decisions
need not be the same as those made by the
Gautreaux administrators. I hope that these
speculations may help these programs think
through their decisions.

When considering the replicability of the
Gautreaux experience, it is important to bear
in mind that Chicago is a unique setting. It is
one of the most racially segregated metro-
politan areas in the nation (Farley and Frey
1992). The city also has a very large popula-
tion living in extremely poor and distressed
neighborhoods (Kasarda 1993). How these
extreme conditions affected program out-
comes is unknown, so results from a similar
program in a different environment may be
different.
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Central features of the
Gautreaux program

A useful way to consider the details of the
Gautreaux program is to consider hypotheti-
cal alterations of what was done and to
speculate about their implications. To do this,
one must ask how the Gautreaux program
could be done differently. A program that
moves people to new places can vary four fea-
tures: people, places, services, or expecta-
tions. Ignoring these possible variations,
some people have assumed that any program
that moves any people to any suburbs will
have results similar to those of the Gautreaux
program. This is probably not true. Indeed,
the program would probably have worked
very differently if it had varied any of these
features. The following sections discuss why
these features should be important consider-
ations in program design.

People who may not match
the program’s demands

There is a tradeoff between seeking to move
the maximum number of people to better
housing and seeking to move only the kind of
people who are likely to benefit. The
Gautreaux program chose the latter strategy,
and it developed clear criteria.

Many kinds of people might have diffi-
culty benefiting from the program: people
who cannot handle the rigors of the program,
the costs, or the behavioral norms required.
The Gautreaux program took steps to help
improve the chances of getting people who
were appropriate. It selected people who had
good rent-payment records and no large
debts that would prevent their paying rent,
and those who did not cause property dam-
age that would lead to their eviction from
suburban apartments. These two criteria
eliminated about 12 and 13 percent of other-
wise eligible families, respectively. The pro-
gram also excluded families with four or
more children, who would not fit into the

available two- to three-bedroom apartments,
but this criterion eliminated only about 5
percent of eligible families.

These steps seem reasonable, but not all
social programs take such steps. Well-inten-
tioned social programs sometimes seek to
help the “most needy.” This is certainly a wor-
thy group to serve, but it may be ill suited to a
mobility program. If the most needy have
large outstanding debts or lack experience at
regular budgeting to pay rent, then they are
likely to have trouble paying rent regularly. If
they do not know how to take care of apart-
ments, or if they have violent family mem-
bers or visitors, then property damage will be
likely. Not only will these circumstances lead
to eviction, but even one such eviction can
give the program a bad reputation, leading
many landlords to avoid taking any more
program participants.

Another related problem can arise from
taking the most needy. One program took
people on the public housing waiting list—
people who generally were desperate for any
kind of housing. According to informal re-
ports (I know of no systematic information
on this program), one consequence was that
these people were not very patient about
waiting until an appropriate integrated
neighborhood was available; they wanted a
roof over their heads immediately.

Programs that are concerned about com-
munity acceptance might use other criteria.
While the Gautreaux program did not do this,
some have suggested that such programs
should screen out people with felony records.
Some protesters against the Baltimore residen-
tial mobility program (MTO) were quoted as
being concerned about felons moving into their
neighborhoods.

The Gautreaux program seeks to inte-
grate low-income people into the private sec-
tor housing market. Therefore, the program
must select people who can meet the expecta-
tions of the private sector: regular rent pay-
ment and lack of property destruction. It
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must also select people who can wait until
appropriate housing becomes available.

One important side effect of this strategy
is that the Leadership Council came to be
known and trusted by landlords. The Leader-
ship Council’s selection procedures became
an unofficial warranty of participants’ capa-
bilities. Informal reports suggest that even
landlords who harbored prejudices against
low-income blacks felt they could trust the
people selected by the Leadership Council. In
effect, the Leadership Council informally cer-
tified participants in ways that overcame
landlords’ prejudices, much as some job
training programs serve as warranties of
people’s job skills and work habits (Kariya
and Rosenbaum forthcoming).

Avoiding selecting people
who would benefit anyway

On the other hand, the program must not be
so selective that it chooses only people who
would succeed without it. On the basis of the
above-noted criteria that eliminated 12, 13,
and 5 percent of applicants, I estimate that
the Gautreaux program eliminated about
one-third of eligible applicants. The program
was selective, but not so selective that it can
be called “creaming.”

As an aside, people have commented on
the Gautreaux families featured on television
reports, such as those on 60 Minutes, CNN,
and ABC World News Tonight. Those families
are articulate, and observers have noted that
they do not seem like typical housing project
residents. That is true, but they are not typi-
cal Gautreaux participants, either. The reason
articulate families appear on television is that
television producers want to feature articu-
late families. Average families do not make
good TV.

It is noteworthy that the Gautreaux pro-
gram did not apply more restrictive criteria.
For instance, the program did not check on
previous neighbor’s complaints, children’s

problems in school, or mothers’ work histo-
ries. These are all plausible criteria. They
would probably have improved the success
rate of the program, but the Gautreaux pro-
gram did not choose to use them.

Such selection criteria were apparently
unnecessary. The program had quite good re-
sults without them. While the Gautreaux pro-
gram suggests that some selection criteria
may be necessary, it also indicates that some
other potential criteria are not necessary for
generally successful outcomes.

Places that may not match
the program’s demands

There is a tradeoff between seeking to move
the maximum number of people to better
housing and seeking to move people to only
the right kinds of places. The Gautreaux pro-
gram chose the latter strategy, and it devel-
oped clear criteria for defining the right kinds
of places.

Places can be inappropriate in a number
of ways: They can be too expensive, too racist,
too vulnerable to white flight, or too vulner-
able to flight by the black middle class. The
Gautreaux program was sensitive to all of
these potential problems.

If housing is too expensive, the program
is subject to political criticism. In addition,
increased costs per unit limit the number of
families who can be helped. The maximum
rent limitation is built into the Section 8 pro-
gram. While some waivers were obtained to
include some upper-middle-class communi-
ties, some suburbs still had rents that were
beyond the scope of Section 8.

In the six-county area surrounding Chi-
cago, there are few places where Gautreaux
participants do not live, and most of those
places are in the more distant outreaches of
this large area, where two-hour driving times,
not expense, reduced participation. Fewer
than 10 suburbs had no housing units with
rents within Section 8 guidelines.
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Participants live in more than 115 suburbs
surrounding Chicago, and they are widely dis-
tributed across these communities. Even up-
per-middle-class suburbs tend to have pockets
of more reasonable rents amid their high-
priced housing. While some economic segre-
gation occurred within some suburbs, this was
not necessarily class segregation, since many
participants reported that they interacted with
young highly educated neighbors (apparently
people who started their families in apart-
ments with affordable rents).

The Gautreaux program eliminated only
two communities because of “intractable rac-
ism.” Cicero and Berwyn have active Ku Klux
Klan groups and a long history of violent at-
tacks on black residents. The program sent
no families to those areas.

The Gautreaux program also eliminated
communities considered to be too near a “tip-
ping point” (a level of black population above
which white residents might feel threatened
and flee). While some research has tried to
specify the tipping point at around 7 percent
black (Farley, Bianchi, and Colasanto 1979), it
seems likely that the proportion depends on
historical conditions and the rate at which the
community has arrived at its current composi-
tion. A community that has quickly shifted
from 0 to 7 percent is likely to be much more
upset and prone to resist integration than one
that has shifted over a decade. In many metro-
politan areas, there are communities that went
from predominantly white to predominantly
black in less than a decade. To avoid contribut-
ing to such a process, the Leadership Council
sent no Gautreaux families to suburbs thought
to be near a tipping point.

The program was also careful not to send
too many families to any one location in a
single year. A town that receives 10 families
each year over 10 years will react quite differ-
ently from one that receives 100 families in a
single year.

As a court-ordered desegregation pro-
gram, the Gautreaux program was not allowed

to send black families to predominantly black
suburbs. Other programs, such as MTO, are al-
lowed to do so and thus risk contributing to
another kind of tipping point. Black middle-
class residents might be alarmed if they felt
that MTO was sending too many low-income
residents to their suburbs.

It would be all too easy for this to hap-
pen. If a program has many families needing
to be placed and only a few communities
where those families feel comfortable, the
easiest way to place more families is to send
them to the same locations. This process is
similar to real estate “blockbusting,” in which
an agent instigates neighborhood panic to
maintain a high volume of families moving
into an area. Of course, we do not expect
MTO staff to have such a motivation, but
they could inadvertently contribute to such
blockbusting. It is easier for a staff person to
fall into a habit of sending people to a few
well-known places than to discover new ones.
And while the program may see its 300 fami-
lies as a small number relative to the suburb’s
population of 50,000, the community can see
a sudden annual influx of 300 families as a
threat, particularly if rental housing is con-
centrated in one part of town.

Participants’ choices also contribute to
such a process. Given a choice about where to
move, low-income blacks are likely to choose
suburbs with substantial black populations
where they do not have to worry about racial
harassment. Yet this free-choice process is
likely to lead to racial and economic
resegregation, as whites and middle-class
blacks fear the worst and flee. Indeed, the
regular Section 8 program relies on free
choice, and it sometimes creates these results.
Similarly, the national housing voucher ex-
periment found that given free choices about
where to move, most recipients moved to ar-
eas very similar to the areas they left (Cronin
and Rasmussen 1981).

Yet large influxes of low-income blacks
can upset middle-class blacks just as they up-
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set middle-class whites, leading to fears of in-
creased crime and deteriorating property val-
ues. Indeed, middle-class blacks may perceive
their middle-class status as more precarious
than their white counterparts do. Some
Gautreaux participants reported that white
neighbors were sometimes more friendly than
middle-class black neighbors, who seemed to
act “snooty” and “too good to be friendly with
us.” We suspect that middle-class blacks may
worry that these low-income blacks will be
stigmatized and that some of the stigma will
spill over to them. While we have no system-
atic information about the magnitude of this
concern, we expect that middle-class black
suburbs may be concerned about large in-
fluxes of low-income blacks.

Unfortunately, MTO programs could in-
advertently create such a process. Because
MTO legislation seeks to avoid the issue of
race, it has no guidelines to prevent large
numbers of moves into middle-class black ar-
eas. Nor does it have any guidelines to avoid
moves into areas that might be near a tipping
point. This is a serious shortcoming in the
legislation, and we can only hope that the na-
tional program will develop program guide-
lines that prevent such practices and that
local programs will be as sensitive to these is-
sues as the Leadership Council has been. It
would be a tragedy if this well-intentioned
program inadvertently upset the racial or
economic balance in a community by panick-
ing residents.

Providing the right amount of help

To help families find housing in areas far
from the central city, the Gautreaux program
provided extensive help in locating housing.
Two people located landlords willing to par-
ticipate, and four housing counselors took
participants to see the housing. Without this
help, it was assumed, participants would not
be aware of housing opportunities in white

suburbs and could not visit these suburbs be-
cause of poor public transportation.

While the Gautreaux program provided
extensive help in locating housing, it gave
little help to families after the move. One staff
person served up to 200 new participants for
their first six months after moving. This per-
son could not provide extensive help and
mainly made referrals to other sources of
help in the participants’ new communities.
Postmove help was limited in order to reduce
program costs.

There are numerous nonhousing services
that the Gautreaux program does not offer
but that could enhance program impacts. For
example, transportation was the greatest dif-
ficulty facing participants in the suburbs,
which had little or no public transportation.
If the program could help participants fi-
nance the purchase of a car, more people
might get jobs, children would have an easier
time attending after-school activities, and
participants would face fewer frustrations
with daily tasks. Child-care assistance would
also have been extremely helpful, since subur-
ban movers cannot rely on relatives. Finally,
Gautreaux participants might have gotten
better jobs if the program had also provided
additional education or training.

As a result of the decisions to provide
little postmove assistance, the total cost of the
Gautreaux program was only about $1,000
per family. This average takes all the
Gautreaux program costs and divides them
by the number of families served in a year.
The number was somewhat more in years
when fewer families were moved and some-
what less when more families moved, so there
may be some economies of scale.

In setting up the program, there was a
concern that if the program provided more
help, it would be too costly to be politically
feasible in other locations. There was also the
opposite concern, that it might provide too
little help and thus not succeed. It is note-
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worthy that the program had great benefits
despite the minimal postmove help it pro-
vided. Apparently, most families were able to
cope with the difficulties they encountered.

Creating the right expectations

Programs can fail by creating excessive expec-
tations. Expectations are a very real con-
straint on programs, since unrealistically high
expectations will quickly be disappointed,
and can lead to the program being aban-
doned before it has had time to succeed.

This is a great concern for the national
MTO program. Founded in part on the long-
term results of the Gautreaux program, MTO
may be expected to show the same benefits
right away, particularly because policy makers
must make extravagant promises to convince
Congress and local policy makers to support
the program. Moreover, evaluations have
been mandated, and their early results will be
expected to show immediate benefits.

Thus an oversimple model of change
may ignore difficulties that arise in the early
years. Such a model might posit that if
middle-class areas are beneficial, their ben-
efits will show up immediately in test score
improvements. However, the Gautreaux pro-
gram research (Kaufman and Rosenbaum
1992; Rosenbaum 1993) suggests that low-in-
come suburban movers experience enormous
difficulties in their first one to three years af-
ter moving. The emotional reactions to these
difficulties might lead to test score declines in
the first few years, even though increases
could occur thereafter. The experience may
be similar to moving to a foreign land, where
some neighbors are hostile and the school
curriculum is years more advanced than in
one’s former school. Indeed, some children
reported that the dialect of white suburban
teachers was hard to understand initially. Test
score gains may not emerge immediately in
such circumstances.

An alternative model may even hypoth-
esize that short-term losses are necessary for
long-term gains. This might be termed the
“no pain, no gain” model. If children move to
areas where the schools are no harder than
the city schools they had attended, they may
experience fewer difficulties, and their scores
will not decline in the first years. Such
unchallenging placements might not hurt test
scores in the short term, but they might not
lead to the long-term gains noted among the
suburban Gautreaux children. This potential
tradeoff between short term and long term is
a speculation, but if true, it indicates that
short-term evaluations could give the wrong
message.

Other concerns about the
Gautreaux program

The Gautreaux program deprives
the central city of its leaders

Some have criticized the Gautreaux program
for removing the most qualified people from
the central city. This would be a serious prob-
lem if true. The central cities certainly need
good black leaders. Yet the people who are se-
lected for the program are not able to exert
strong leadership in their communities; they
are mostly single mothers on Aid to Families
with Dependent Children (AFDC) struggling
to survive and keep their children safe. Being
able to go out and get jobs in the suburbs is
new for many of them—something they
could not do in the housing projects.

The concern about the loss of leaders and
talent in the inner city is a serious one. But as
Wilson (1987) documented, this loss began
two decades ago, when the black middle class
began moving to the suburbs. The black
middle class could provide leadership, jobs,
and positive models to the central city; the
Gautreaux mothers cannot do this nearly as
well.
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The Gautreaux program is too expensive

The program costs $1,000 per family for place-
ment services, plus a Section 8 housing certifi-
cate (approximately $6,000 per year) to
maintain people in private apartments. Sec-
tion 8 is already a large national program, so
the incremental cost of converting a subset of
existing Section 8 certificates to housing mo-
bility is a one-time charge of $1,000 per family.
Of course, a major national mobility initiative
would require additional Section 8 assistance
and would therefore be more expensive.

The other aspect of the cost question is
that Gautreaux takes money that could be ap-
plied to improving the city. This is wrong on
two counts. First, the incremental cost of
Gautreaux over the existing Section 8 pro-
gram is only $1,000 per family—very little
money compared with existing urban pro-
grams. Second, no one would advocate doing
such a program instead of investing in the
city. Both should be done.

The Gautreaux program can
only be a small program

Many people criticize the Gautreaux program
by saying that it can move only a small num-
ber of families. This is probably mistaken.
While such a program can move only a small
number of families into any single neighbor-
hood over the course of a few years, it could
move large numbers over a decade if it in-
cluded many scattered neighborhoods in a
hundred suburbs surrounding major cities.
The key is widely scattered locations.

To estimate the potential magnitude of the
program, consider that the Chicago metro-
politan area has a population of roughly 7
million, of whom 4 million live in the sub-
urbs. Most suburbs are more than 90 percent
white. If a program selected only the “better”
half of families in the Chicago Housing Au-
thority buildings—roughly 50,000 families
comprising 150,000 individuals—and moved

half of them to city apartments and half to
suburban apartments, it would have negli-
gible influence on any suburban community.
If these 75,000 individuals were evenly spread
among 4 million people in the suburbs, that
would change the suburban population by
less than 2 percent. A 90 percent white sub-
urb would become 88 percent white. This is
not the kind of change that panics anyone.

These numbers are larger than anything
that is likely to happen. There is no source of
funding for a program to move 50,000 fami-
lies in the Chicago vicinity over the next de-
cade. So these rough estimates are all about a
hypothetical program that is beyond the
scope of implementation. The point is that
suburbs would not be greatly altered by a
mobility program much larger than anything
that is likely to be implemented, if the pro-
gram involves a wide variety of areas.

Of course, housing availability is an addi-
tional potential constraint. But if the govern-
ment can create a 10-year housing mobility
program, then the housing industry is likely to
be able to build new housing to accommodate
this new population along with other popula-
tion growth over the course of a decade. More-
over, as noted, the fact that the program would
extend over a decade or more would further
reduce its psychological impact.

Serious problems arise only if the pro-
gram does not involve a wide variety of areas.
Indeed, even a program of 300 families a year
(smaller than the Gautreaux program) could
create panic and rejection if it is narrowly fo-
cused on only a few communities.

Although the Gautreaux idea can be ex-
panded to a much larger program, it still
seems likely that small programs have stronger
benefits than large ones. If three low-income
families move to a middle-income neighbor-
hood (of 500 residents), the neighbors and
church may provide extensive hospitality. If 30
families move in, neighbors may be friendly,
but 30 may be too many to give hospitality. Yet
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the children of 30 families will be scattered
across many teachers and so still may receive
extra individualized help in school. If 300
families move in, conflict and panic may be
more likely than hospitality and help.

Numbers also alter the internal dynamics
of movers. Children in three new families
must interact with neighbors if they are to
have friends their age. If children in 30 new
families live close together, they can interact
with one another and constitute a segregated
enclave. The greater ease and comfort of seg-
regated interaction may keep new movers
from reaching out to white middle-class
neighbors.

This is all speculation. If true, it suggests
that numbers do affect the strength of effects
of the moves and that as numbers increase,
the amount and kinds of help decline.

Conclusions and policy
implications

Results of the Gautreaux program show that
residential integration can further the aims of
improving employment, education, and so-
cial integration of low-income blacks. The
suburban move greatly improved adults’ em-
ployment rates, and many adults got jobs for
the first time in their lives. The suburban
move also improved youth’s education and
employment prospects. Compared with city
movers, the children who moved to the sub-
urbs are more likely to be (1) in school, (2) in
college-track classes, (3) in four-year colleges,
(4) in jobs, and (5) in jobs with benefits and
better pay. The suburban move also led to so-
cial integration, friendships, and interaction
with white neighbors in the suburbs.

These results provide strong support for
the propositions advanced by Galster and
Killen (1995), who indicate that segregation
discourages educational attainment and em-
ployment, and for the effects of moves out of
segregated environments. Moreover, unlike

the evidence they cite, which relies on multi-
variate controls, the present findings are
based on quasi-random assignment of fami-
lies to neighborhoods. Since multivariate
analyses have difficulty controlling for all the
factors that lead to individuals’ neighbor-
hood choices, this social experiment provides
a useful alternative approach. Galster and
Killen also put forward a number of proposi-
tions about the mechanisms leading to these
outcomes, particularly information, norms,
and social networks. We find indications of
different social networks in the social interac-
tion findings. While this study lacked system-
atic indicators of information and norms,
these are important issues for future research.

Of course, the social integration was not
total, and while harassment declined over
time, some prejudice remained. The mothers
and youth developed ways of dealing with it,
and these unpleasant events were offset by ac-
ceptance by many white neighbors and class-
mates.

Similarly, the children’s achievement
gains were not immediate. Indeed, virtually
all suburban movers experienced great diffi-
culties, and many got lower grades in the first
year or two. However, these difficulties were
an unavoidable part of adjusting to the
higher suburban standards and gaining from
the move.

Some critics doubt that housing mobility
programs can achieve the integration goals
because low-income blacks will not choose to
move to middle-income white suburbs. In-
deed, a Detroit survey found that few blacks
would make all-white neighborhoods their
first choice (Farley, Bianchi, and Colasanto
1979; Farley et al. 1993). Moreover, some pre-
vious efforts to use tenant-based assistance to
encourage racial integration were unsuccess-
ful. The national Experimental Housing Al-
lowance Program “had virtually no impact
on the degree of economic and racial concen-
tration experienced by participants” (Cronin
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and Rasmussen 1981, 123). Similarly, Project
Self-Sufficiency in Cook County, IL, moved
very few black participants to white suburbs
(Rosenbaum 1988). In both programs, par-
ticipants were reluctant to make these moves
because of strong personal ties to their neigh-
bors, fear of discrimination, and unfamiliar-
ity with the distant suburbs that could have
offered them better job prospects.

The results of the Gautreaux program
cannot be considered conclusive evidence
contradicting these prior studies. Program
design features—the lack of real choice about
city or suburban locations—that strengthen
the research conclusions described above
limit any conclusions about what locational
choices low-income blacks would make with-
out such constraints. Still, the results suggest
that tenant-based assistance can succeed in
moving low-income families to suburbs with
better schools and better labor markets, and
that adults and children will benefit from
such moves. The Gautreaux program was
able to overcome the reluctance that these
families might have felt, in part because the
poor quality of life in the city limited the at-
tractiveness of staying there. It is noteworthy
that participation is voluntary, and demand
for program slots is high.

The Gautreaux program indicates that
success is possible but that it requires exten-
sive additional housing services. Real estate
staff are needed to locate landlords willing to
participate in the program, and placement
counselors are needed to inform families
about these suburbs, to address their con-
cerns about such moves, and to take them to
visit the units and communities. Like partici-
pants in other tenant-based assistance pro-
grams, Gautreaux participants were reluctant
to move to distant suburbs that they had
never seen before, and few would have moved
without the counselors’ encouragement and
visits to the suburban apartments. When
contrasted with the failures of previous hous-

ing voucher programs, the successes of this
program indicate the value of having real es-
tate staff and housing counselors.

We have noted a number of pitfalls that
such programs must strive to avoid. Pro-
grams must select appropriate people, appro-
priate places, and appropriate services, and
they must project appropriate expectations.
This does not mean that the program must
be very selective and very small, but it must
make its operations effective. Nonetheless,
the potential benefits make Gautreaux a
promising approach, and it is worthwhile to
invest more in programs that can lead to
these benefits.

Its strategy had the consequence of al-
lowing the Leadership Council to gain the
trust of landlords. The Leadership Council’s
selection procedures became an unofficial
warranty of participants’ capabilities. Infor-
mal reports suggest that even landlords who
harbored prejudices against low-income
people felt they could trust the people se-
lected by the Leadership Council. In effect,
the Leadership Council informally certified
participants in ways that overcame landlords’
prejudices.

This study also has implications for other
housing programs. The results indicate three
key factors that helped Gautreaux adults get
jobs in the suburbs: personal safety, role
models, and access to jobs. If these factors
were improved in the city, they might also
help city residents. In fact, the Chicago Hous-
ing Authority, at the initiative of its director,
Vincent Lane, has recently made impressive
efforts to improve safety, role models, and job
access in public housing projects. To improve
the safety of the housing projects, the author-
ity has initiated security measures. To provide
positive models, it has initiated a mixed-in-
come housing development, Lake Parc Place,
that includes working residents who are posi-
tive models for their unemployed neighbors.
To improve access to suburban jobs, some
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housing projects have provided minibus ser-
vice to the suburbs. These are the same fac-
tors that Gautreaux adults noted as helping
them, so they are promising efforts. However,
it is not certain how thorough and successful
these efforts will be or whether they will re-
sult in greater employment. Even improved
security may not make the projects as safe as
suburbs, and one-hour commutes may limit
the attractiveness of taking a minibus to low-
paying jobs. It will be some time before we
can measure the success of such programs.

The Gautreaux studies support the basic
premise of the “geography of opportunity”
concept: that where someone lives has an im-
portant impact on his or her social and eco-
nomic prospects. These studies clearly
indicate that this housing strategy can lead to
great gains in employment, education, and
social integration for low-income blacks.
Contrary to the pessimistic predictions of
“culture of poverty” models, the early experi-
ences of low-income blacks do not prevent
them from benefiting from suburban moves.

Programs that help people escape areas of
concentrated poverty can improve employ-
ment and educational opportunities.
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Notes

1. The program permits moves to black city neigh-
borhoods if they are considered “revitalized.”
Only Gautreaux families moving to low-income
black neighborhoods were included in the city
mover sample for the studies reported here.

2. The Section 8 program is a federal program that
subsidizes low-income people’s rents in private
sector apartments, either by giving them Section
8 certificates that allow them to rent apartments
on the open market or by moving them into new
or rehabilitated buildings whose owners have ac-
cepted federal loans that require some units to be
set aside for low-income tenants.

3. Our refusal rate on the interviews was less than 7
percent. There are no systematic differences be-
tween the interview and survey respondents, but
the interview sample is used only for qualitative
analysis. Responses to the self-administered
questionnaire were consistent with those from
the in-person interviews. For a complete descrip-
tion of the sample, instrument, and other analy-
ses, see Rosenbaum and Popkin (1991).

4. Low-income people move often and so are diffi-
cult to locate over a seven-year period. We lo-
cated 59.1 percent, a reasonably large percentage
for such a sample. Of course, one must wonder
what biases arise from this attrition and whether
we were more likely to lose the least successful
people (because they were harder to find) or the
most successful ones (because they got jobs in
distant locations). We suspect both happen, but if
one happens more often, then the 1989 sample
could be seriously different from the original
1982 sample.

5. The suburban advantage arises because city mov-
ers decline in employment. The 15.4 percent de-
cline in employment among the city movers is vir-
tually the same as the 16.3 percent decline found
in the Current Population Surveys (CPS) between
1979 and 1989 among poorly educated central-
city black adult males, while their non-central-city
CPS counterparts have little or no decline
(Danziger and Wood 1991, tables 5 and 6). Al-
though selectivity concerns arise in interpreting
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differences in the CPS data, the quasi-random as-
signment makes selectivity less of a threat in our
study, which finds the same city-suburban differ-
ences as the CPS does. Apparently, the suburban
move permitted low-income blacks to escape the
declining employment rates in central cities dur-
ing the 1980s. Moreover, multivariate analyses find
that suburban movers are significantly more likely
to have a job than city movers, even after control-
ling for many other factors. These analyses find
that other factors also influence employment: pre-
vious work experience, years since move, age (in-
versely), and young children (inversely). Employ-
ment is reduced by low internal sense of control
and being a long-term Aid to Families with De-
pendent Children (AFDC) recipient (five years or
more), but not by being a second-generation
AFDC recipient. Employment is barely influenced
by education, and it is not at all affected by
postmove general equivalency diploma or college.
For details of these analyses, see Rosenbaum and
Popkin (1991).

6. Multivariate analyses on postmove hourly wages
and on hours worked per week—controlling for
the same variables, plus months of employment
and the premove measure of the dependent vari-
able (wages or hours, respectively)—confirm the
above findings: Living in the suburbs has no ef-
fect on either dependent variable. Job tenure,
premove pay, and the two “culture of poverty”
variables (internal control and long-term AFDC)
have significant effects on postmove wages. Job
tenure, premove hours worked, and postmove
higher education have significant effects on
postmove hours worked. None of the other fac-
tors had significant effects. For details of these
analyses, see Rosenbaum and Popkin (1991).

7. For a complete description of the sample, instru-
ment, and other analyses, see Rosenbaum,
Kulieke, and Rubinowitz (1988).

8. For a complete description of the sample, instru-
ment, and other analyses, see Rosenbaum and
Kaufman (1991).
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Changes in Alcohol Consumption
Resulting from the Elimination

of Retail Wine Monopolies

Results from Five U.S. States*
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Abstract

Objective: The role of publicly owned and op-
erated retail alcohol monopolies is currently
under debate in many Western and former
Eastern-bloc countries. We studied the effects
of privatizing wine sales in five U.S. states.
Method: Data on monthly sales of alcoholic
beverages were collected for each of the five
states, for all states bordering each of the five
states and for the U.S. as a whole for the period
from 1968 through 1991. Beer and spirits sales
data were collected for comparison with wine
sales. A quasiexperimental interrupted time-

series design was used, including comparison
groups consisting of border states, all other
U.S. states and beer and spirits sales within the
focal state. Box-Jenkins time-series statistical
modeling was used to control for intra- and
cross-series dependencies and to estimate the
net effect of privatization on wine sales.
Results: After controlling for both nationwide
and state-specific trends, we found significant
increases in wine sales after privatization of
42% in Alabama, 150% in Idaho, 137% in
Maine, 75% in Montana and 15% in New
Hampshire. The increases in liters of pure etha-
nol per year in the form of wine were 621,000 in
Alabama, 432,000 in Idaho, 364,000 in Maine,
363,000 in Montana and 171,000 in New
Hampshire. Conclusions: The structure of the
retail alcohol distribution system has a signifi-
cant effect on alcohol sales. We recommend that
the social costs associated with increased alco-
hol use be carefully considered before such ma-
jor policy changes are contemplated. (J. Stud.
Alcohol 56: 566–572, 1995)

Received: June 20, 1994. Revision: October 24, 1994.

* Research and preparation of this article were
supported in part by National Institute on Alco-
hol Abuse and Alcoholism grant AA06282 to the
Prevention Research Center, Pacific Institute for
Research and Evaluation, and by grant AA90142
to the University of Minnesota, School of Public
Health, Division of Epidemiology.

† Harold D. Holder is with the Prevention
Research Center, Berkeley, Calif.



284 PART VII ON YOUR OWN

State-owned monopolies for retail sales of
alcoholic beverages have been established in a
number of countries. These monopolies are
often a reflection of a national, state or pro-
vincial public policy to restrict alcohol avail-
ability with the purpose of reducing alcohol
consumption and associated health and so-
cial problems. The role of alcohol monopo-
lies in minimizing the health and social costs
of drinking is currently under debate in many
Western and former Eastern-bloc countries
(Ferris et al., 1994).

Effects of retail monopolies on the con-
sumption of beer, wine or distilled spirits
have been examined previously. Early investi-
gations used cross-sectional research designs,
looking at differences in alcohol retail control
systems between states, regions or nations,
and relationships between alcohol control
systems and alcohol consumption (e.g., Co-
lon, 1981, 1982; Smart, 1977; Swidler, 1986).

Cross-sectional studies are not sufficient
for determining the effects of retail monopo-
lies on alcohol consumption. Differences
across jurisdictions may be due to deeper dif-
ferences in countries or states/provinces that
are associated with cultural traditions of al-
cohol use, income levels, economic condi-
tions and other factors that are independent
of the retail sales system for alcohol. As a re-
sult, longitudinal designs are preferred. With
longitudinal designs, researchers take advan-
tage of changes in existing retail monopoly
systems, comparing patterns of alcohol sales
and consumption before the change with the
patterns after the elimination of, or a change
in, the alcohol retail monopoly.

Over the past two decades several retail
alcohol monopolies have been partially or
fully eliminated, providing opportunities to
examine effects on drinking. MacDonald
(1986) analyzed wine, beer and spirits sales in
four U.S. states (Idaho, Maine, Washington
and Virginia) that implemented a partial or
complete elimination of the retail monopoly

for wine over the period 1961 through 1978.
Based on ordinary least squares regression
methods, MacDonald found statistically sig-
nificant increases in wine consumption of
190% in Idaho, 305% in Maine and 26% in
Washington. No evidence of substitution
from distilled spirits or beer was found, since
total absolute ethanol consumption also in-
creased, and the increases in consumption
were maintained over time. The legal change
in Virginia involved the privatization of forti-
fied wine only; table wine had been sold in
grocery stores for decades. As a result, no sig-
nificant increase in overall wine consumption
was observed in Virginia.

Smart (1986) examined wine sales and
total alcohol sales in Quebec Province,
Canada, both before and after retail sales for
domestically produced or bottled table wine
began in grocery stores in 1978 (eliminating
the provincial monopoly for domestic wine).
Only domestically produced wines and wines
bottled by the provincial monopoly could be
sold in private stores. Imported wine contin-
ued to be sold by the retail monopoly in Que-
bec until 1984, when all table wines became
available in private stores. Smart compared
Quebec wine and total alcohol sales patterns
over the period from 1967 to 1983 with simi-
lar data from Ontario. Based on results from
ordinary least squares regression models,
Smart concluded that introduction of do-
mestically produced wine in grocery stores
created no short- or medium-term increase
in wine sales or total per capita alcohol con-
sumption. Smart observed that table wine
was not the most popular alcoholic beverage
and that because imported wines, often pre-
ferred in French-speaking Quebec, remained
limited to provincial monopoly stores, the re-
sults were not surprising.

Adrian and associates (1994) analyzed
the Quebec experience using alcohol sales
data from 1953–1990. Based on multiple re-
gression and time series analyses forecasting
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the expected level of wine consumption after
the 1978 change, the authors found an in-
crease in wine consumption soon after
privatization, but conclude that it was a tem-
porary effect only and not representative of a
long-term change in wine consumption.

Mulford and Fitzgerald (1988) investi-
gated the 1985 privatization of table wine in
Iowa. Using survey data before and after the
policy change, they found a statistically signifi-
cant increase in self-reported (last 30-day)
purchase of wine, a significant decrease in
spirits consumption and no change in self-re-
ported beer consumption. Mulford et al.
(1992) analyzed Iowa wine sales data using in-
terrupted time-series analyses and concluded
that there were no changes in wine sales or
overall alcohol consumption associated with
the end of the Iowa wine monopoly.

Wagenaar and Holder (1991) conducted
interrupted time series analyses of the elimi-
nation of state retail wine monopolies in
West Virginia and Iowa. They found a 48%
increase in wine sales in West Virginia and a
92% increase in wine sales in Iowa associated
with the end of the retail wine monopolies.
Controlling for effects of cross-beverage sub-
stitution, national alcohol sales patterns and
border-state alcohol sales, Wagenaar and
Holder found a net increase in overall alcohol
consumption associated with the policy
changes in both West Virginia and Iowa.

Finally, Wagenaar and Langley (in press)
studied the 1990 introduction of wine into
grocery stores in New Zealand. Based on an in-
terrupted time-series design with nationwide
quarterly alcohol sales data from 1983 to 1993,
they found a 17% increase in wine sales associ-
ated with the new policy. Increased sales were
limited to the specific category of alcoholic
beverage permitted in grocery stores—table
wine. Sales of fortified wine, distilled spirits
and beer did not increase.

Most previous studies have found that
privatizing wine sales, introducing sales into

grocery and other stores in jurisdictions that
had previously limited sales to state-owned
monopoly outlets, results in an increase in
wine sales and consumption. However, this
conclusion is not uniform, with some studies
finding a temporary effect that dissipates over
time and some authors suggesting that in-
creased wine sales might be partially com-
pensated by decreases in sales of beer or
spirits. The purpose of the current study is to
replicate analyses of the effects of wine
privatization in additional jurisdictions, in-
cluding long-term follow-up of privatization
effects, and including analyses of all types of
alcoholic beverages for possible compensa-
tory or spill-over effects.

Study states

We identified five U.S. states, in addition to
Iowa and West Virginia, that privatized wine
sales between 1968 and 1991—Alabama,
Idaho, Maine, Montana and New Hampshire.
The experience in these states has either not
previously been studied at all or has been
analyzed using only ordinary least squares
linear regression. Because alcohol sales data
are serially correlated, the preferred analytic
strategy is Box-Jenkins interrupted time se-
ries analyses (i.e., using a combination of
arima and transfer function models; see
McCleary and Hay, 1980). Thus, the current
study replicates in five additional states the
time series design and analytic strategy
Wagenaar and Holder (1991) used to evaluate
the effects of wine privatization in Iowa and
West Virginia.

Alabama eliminated its monopoly on
table wine sales in two phases. In October,
1973, three of the most populated counties
(Jefferson, Tuscaloosa and Mobile) were per-
mitted to have private outlets sell table wines
for off-premise consumption. Also, sale of
table wine for on-premise consumption only
was permitted in Montgomery County (con-
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taining the state capital). The three counties
that permitted private off-premise sales of
wine in 1973 represented 31% of the total
Alabama population. Privatized table wine
sales were permitted in all Alabama counties
beginning in October, 1980.

Idaho eliminated the public monopoly of
table wines in July, 1971. According to repre-
sentatives of the Idaho State Liquor Dispen-
sary, this change caused a dramatic increase
in promotion and sales of wines in the state
(private conversation, September 4, 1993).

Maine eliminated its monopoly on retail
sales of table wine as of January 1, 1971.
Maine continued to sell fortified wine (14%
or more alcohol by volume) in state stores.

Montana ended the state retail monopoly
of table wine (14% or less alcohol by volume)
in October, 1979, and raised this level to 16%
alcohol by volume in 1985.

New Hampshire eliminated the public
retail monopoly for table wine in August,
1978. Fortified wines continued to be sold in
state retail monopoly stores.

Three states (Washington, Oregon and
Virginia) were not included in the current
study because they implemented only partial
changes in their wine retail monopolies. In
1969, Washington permitted the sale of forti-
fied wine in private stores and permitted the
purchase of wine from private wholesale
sources. Previously, the Washington mo-
nopoly sold all wholesale wine. Similarly, Or-
egon in May 1974 permitted fortified wines
to be sold in private retail outlets. Table wines
were already sold privately. Virginia always
permitted the sale of all wines in both private
retail outlets and the state monopoly. Thus a
dual public and private wine retail market ex-
isted. In 1986, Virginia eliminated the sale of
wines by the state monopoly, except for wines
produced in Virginia. This policy change ac-
tually lowered the number of retail outlets for
wine in Virginia, reportedly associated with a
reduction in wine sales over the subsequent 4
years (Department of Alcoholic Beverage

Control, Commonwealth of Virginia). Be-
cause the policy changes in these three states
were quite different from the other changes
in privatized wine sales, we did not include
them in the current study.

Method

Design

The preferred research design for evaluating
effects of elimination of retail monopolies on
wine sales is an interrupted time series design
(Cook and Campbell, 1979). The design can
be shown as:

O1 O2 … OnXOn +1 On +2 … On +m

O1 O2 … On  On +1 On +2 … On +m

where each Oi represents the sales of spirits,
wine or beer per month expressed as volume
of absolute ethanol, X represents the policy
change ending a state monopoly, n represents
the number of observations before the end of
the monopoly and m is the number of obser-
vations after the end of the monopoly. In the
current study, the date of the policy change
varies from state to state, which further
strengthens the research design by eliminat-
ing contemporaneous history as a threat to
the internal validity of the design. For ex-
ample, Mulford et al. (1992) argued that ob-
served increases in wine sales in Iowa were
due to an increase in the popularity of wine
coolers, not the privatization of wine sales
that was implemented at approximately the
same time. In the current study the five focal
states implemented their changes at widely
different times over the past quarter century.
As a result, particular historical events such as
the rapid popularization of wine coolers in
the mid-1980s are eliminated as a threat to
the internal validity of the research design.

The second line in the design diagram re-
flects comparison time series not influenced
by the specific policy change being evaluated.
In this study the first comparison group con-
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sists of the other 47 contiguous states that did
not implement any policy changes regarding
wine sales at the time the focal state did. As
an additional comparison, we examined wine
sales in all the states bordering the focal state
that eliminated its wine monopoly to identify
whether observed sales effects represent shifts
in sales from adjacent states or additional
wine consumption.

Data

Outcome measures used are quantities of ab-
solute ethanol sold in the form of wine, beer
or spirits measured as shipments from
wholesalers to retail sellers. Wholesale ship-
ments are used to provide a consistent mea-
sure of alcohol sales. While retail sales data
for state monopoly stores are available before
the end of wine monopolies, such data are
not available from individual retail outlets af-
ter privatization. Data on wholesale ship-
ments, however, are consistently available
throughout the 24-year period studied. Be-
cause data are based on wholesale shipments,
we controlled statistically for stocking ef-
fects—sudden (but temporary) bursts of
wine shipments immediately at the time of
privatization to stock new retail channels.

Source of spirits data is monthly reports
of total volume of spirits sold to licensed re-
tail establishments (state stores before the
end of state monopoly and private licenses
after) obtained from the Distilled Spirits
Council of the United States. Source of wine
data is the Wine Institute, based on reports
from the Bureau of Alcohol, Tobacco, and
Firearms, U.S. Department of the Treasury.
Beer data were obtained from annual vol-
umes of Brewers’ Almanac, published by the
Beer Institute. Monthly shipments of alco-
holic beverage volume into retail stores were
converted to absolute alcohol using the fol-
lowing ethanol proportions: beer, 0.045 (all
years); wine, 0.16 (1968–71), 0.145 (1972–76)
and 0.129 (1977–89); spirits, 0.45 (1968–71),

0.43 (1972–76) and 0.411 (1977–89), based
on Laforge et al. (1987). Wine ethanol figures
were adjusted beginning in 1984 to take into
account the growing market share of wine
coolers, which have a lower alcohol concen-
tration than other wine. The volume of juice
in wine coolers was removed from the wine
figures before calculating ethanol volumes
(Beverage Industry Annual Manual, Cleve-
land, Ohio, 1989).

Statistical analyses

Box-Jenkins intervention-analysis models
were developed for each outcome measure,
beginning with identification or specification
of a parsimonious ARIMA model. The ARIMA

model isolates all aspects of the stochastic
autocorrelation structure of the series and
provides a benchmark for assessment of in-
tervention effects. The ARIMA model accounts
for variability in the dependent series that is
due to identifiable trend, seasonal and other
autocorrelation patterns in the data. The re-
sidual white-noise, or random-error variance
then permits a sensitive test of the statistical
significance of intervention effects. Because
alcohol sales vary substantially by season of
the year, the general multiplicative seasonal
model was considered for each series. The
general seasonal ARIMA model for outcome
variable yt is:

Yt =
(1–Θ1Bs–...ΘQBsQ)(1–θ1B–...θqBq)ut + α
(1–Φ1Bs–...ΦPBsP)(1–φ1B–...φPBP)(1)(1–B)D

where p is the order of the auto-regressive pro-
cess, d is the degree of nonseasonal dif-
ferencing, q is the order of the moving-average
process, P is the order of the seasonal auto-
regressive process, D is the degree of seasonal
differencing, Q is the order of the seasonal
moving-average process, s is the seasonal span,
Φ1 to ΦP are seasonal autoregressive para-
meters, φ1 to φp are regular autoregressive
parameters, Θ1 to ΘQ are seasonal moving-
average parameters, θ1 to θq are regular
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moving-average parameters, ut is a random
(white-noise) error component, α is a con-
stant and B is the backshift operator such that
B(Zt) equals Zt -1. To reduce heteroscedasticity,
we transformed each series taking the natural
logarithms.

Theoretical autocorrelation and partial-
autocorrelation functions corresponding to
various arima models have been described
by Box and Jenkins (1976) (also see Harvey,
1990; Wei, 1990). In the present study, a pre-
liminary arima (p,d,q)(P,D,Q)s model was
identified for each series based on an exami-
nation of the estimated autocorrelations and
partial autocorrelations, assessing the degree
to which the actual autocorrelations fit one of
the theoretically expected patterns. The sim-
plest model that could plausibly account for
the behavior of the series was selected.

Transfer functions representing hypoth-
esized effects of the intervention were then
added to the arima model. The general form
of the transfer function is:

Yt =
(ωο–ω1B–. . .ωsBs) 

 (Xt–b) + Zt βi (2)
(1–δ1B– . . .δrBr)

where ωo to ωs and δ1 to δr specify the manner
in which the input, or policy intervention vari-
able, Xt, influences the output, or dependent
variable, yt; B is the backshift operator such
that B(Zt) equals zt - 1; Xt is either a step func-
tion with the value zero before the interven-
tion and one thereafter, or a pulse function
with the value one for the month in which the
intervention begins and zero otherwise; b is a
delay parameter indicating the length or lag, or
dead time, between the intervention and the
initial effects of the intervention; and βi is a
vector of covariates. Many specific forms of
the general transfer function are possible, de-
pending on whether the hypothesized effect
pattern is immediate or delayed, sudden or
gradual, temporary or permanent. In the
present case, the long-term effects of
privatization were best modeled using the for-
mula ωoXt, while temporary store-stocking ef-

fects were best modeled using the formula
(ωo/1–δ)Xt. All models also incorporated mea-
sures of nationwide alcohol sales as covariates
in order to control for national trends when
assessing intervention effects in specific states;
wine sales trends clearly changed over the
quarter-century examined (Figure 1). The na-
tional covariate for each state consisted of
wine sales in all other states other than the fo-
cal state. All models were estimated using the
Gauss-Marquardt backcasting algorithm
implemented in BMDP2T.

For those unfamiliar with these analytical
methods, a few points are worth noting. The
statistical models control for several factors
before estimating the change in alcohol sales
attributable to the privatization policy
changes. First, long-term trends and regular
cycles within each state are taken into account.
For example, if a policy change was imple-
mented in the mid-1970s, a period during
which most states were experiencing an up-
ward trend in sales, one could not attribute the
increased sales to the privatization policy, un-
less the increase was clearly larger than the ex-
pected upward trend. We estimate the effects
of the privatization policy only after taking
into account such trends. Second, trends in al-
cohol sales across states are controlled. For ex-
ample, if a given state shows a sudden increase
in sales after privatization, but a similar in-
crease occurred in other states that did not
implement a privatization policy, one could
not attribute the increase to the new policy.
Only the degree to which a change in sales in
the given state is above and beyond any
changes observed in the comparison states
represents an effect of the policy change.
Third, sudden increases in wine sales immedi-
ately at the time of privatization represent the
effect of stocking the new private outlets.
These temporary stocking effects were con-
trolled before estimating the long-term effects
of the policy. For all these reasons, simple be-
fore and after comparisons of alcohol sales are
not an accurate or valid way to assess policy ef-
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fects. In summary, the estimated effects of
privatization policies shown in Table 1 are net
effects attributable to that policy.

Results

All five states experienced statistically signifi-
cant increases in wine sales after privatization,
after controlling for nationwide wine sales

trends, state-specific trends and short-term
stocking effects with Box-Jenkins time series
models (Table 1 and Figure 1). In four of the
five states, the increases in wine sales were
dramatic. Wine sales in Alabama increased
42% when privatization was extended from
three counties to all counties in 1980. The
1973 privatization of sales in three populous
Alabama counties was associated with a 16%

TABLE 1

Effects of Privatization Policies on Wine Sales: Results from Box-Jenkins Time Series Models
95% Confidence

Adjusted Percent  Interval

State Model  R2 Estimate  change Low High

Alabama: 1973 change
Wine ARIMA (0,1,8) (0,1,1)12 0.88 0.144 15.5 -6.2 42.4
Border states wine ARIMA (0,1,1) (0,1,1)12 0.96 -0.024 -2.4 -9.9 5.8
Beer ARIMA (0,1,3) (0,1,1)12 0.90 0.003 0.4 -7.6 9.0
Spirits ARIMA (0,1,9) (0,1,1)12 0.94 -0.017 -1.7 -6.2 3.1

Alabama: 1980 change
Wine ARIMA (0,1,8) (0,1,1)12 0.88 0.350 42.0* 13.4 77.7
Border states wine ARIMA (0,1,1) (0,1,1)12 0.96 0.020 2.0 -5.9 10.5
Beer ARIMA (0,1,3) (0,1,1)12 0.90 -0.076 -7.4 -14.7 0.6
Spirits ARIMA (0,1,9) (0,1,1)12 0.94 -0.051 -5.0 -9.7 0.1

Idaho
Wine ARIMA (0,1,1) (0,1,1)12 0.95 0.917 150.1* 129.2 172.9
Border states wine ARIMA (0,1,1) (0,1,1)12 0.94 -0.034 -3.3 -10.7 4.7
Beer ARIMA (0,1,4) (0,1,1)12 0.93 0.090 9.5 -7.0 28.8
Spirits ARIMA (0,0,4) (0,1,1)12 0.84 0.065 6.8 -0.3 14.4

Maine
Wine ARIMA (0,1,1) (0,1,1)12 0.91 0.862 136.7* 112.6 163.5
Border states wine ARIMA (0,1,3) (0,1,1)12 0.94 0.102 10.8 -2.6 26.0
Beer ARIMA (0,1,1) (0,1,1)12 0.85 0.031 3.2 -5.5 12.7
Spirits ARIMA (0,0,6) (0,1,1)12 0.87 -0.019 -1.9 -7.3 4.0

Montana
Wine ARIMA (0,1,1) (0,1,1)12 0.97 0.561 75.3* -15.7 96.0
Border states wine ARIMA (0,1,1) (0,1,1)12 0.91 -0.014 -1.4 -15.7 15.2
Beer ARIMA (0,1,1) (0,1,1)12 0.87 -0.050 -4.9 -13.0 4.0
Spirits ARIMA (0,1,1) (0,1,1)12 0.64 -0.044 -4.4 -14.0 6.4

New Hampshire
Wine ARIMA (0,1,10) (0,1,1)12 0.95 0.122 13.0* 1.2 26.2
Border states wine ARIMA (0,1,1) (0,1,1)12 0.92 0.006 0.6 -6.6 8.3
Beer ARIMA (0,1,2) (0,1,1)12 0.91 -0.023 -2.2 -10.5 6.8
Spirits ARIMA (0,1,2) (0,1,1)12 0.92 -0.012 -1.2 -7.6 5.7

*Statistically significant at p < .05.
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FIGURE 1

Wine sales in liters of pure ethanol per month (x 10,000)
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increase in statewide wine sales. In Idaho, wine
sales increased 150% after the state monopoly
was replaced with licensed private outlets.
Maine’s 1971 privatization policy was followed
by a 137% increase in wine sales. Montana ex-
perienced a 75% increase in wine sales follow-
ing its 1979 introduction of wine into private
stores. The smallest effect was seen in New
Hampshire, where the 1978 privatization
policy resulted in a 13% wine sales increase.

Despite the fact that wine represents a
relatively small portion of the overall market
for alcoholic beverages, the sales increases af-
ter privatization are substantial. Alabama ex-
perienced an increase in consumption of
621,000 liters of pure ethanol per year after
privatization. Comparable figures for the
other states are 364,000 in Maine, 363,000 in
Montana, 432,000 in Idaho and 171,000 in
New Hampshire.

Four of the five states exhibited additional
large increases in wine sales immediately after
the privatization policy took effect, above the
long-term increases noted in Table 1. In Idaho,
Maine and Montana the short-term increases
exceeded 400%, and in Alabama the increase
exceeded 100%. These large short-term in-
creases in wine sales measured at the wholesale
level represent temporary stocking effects as
new wine outlets purchased inventory. Such
short-term distribution system effects were
controlled before estimating the long-term ef-
fect of privatization on wine consumption.

Analyses of states bordering these five fo-
cal states revealed no evidence that the wine
sales increases observed after privatization
were due to a shift of sales from adjacent
states to the newly privatized states (Table 1).
In each of the five cases, there was no signifi-
cant decline in wine sales in states adjacent to
the focal state. In short, increased wine sales
after privatization appears to reflect substan-
tially increased wine consumption in states
changing their wine distribution policies.

We also analyzed beer and spirits sales
separately in each of the five states, using the

same type of time series models that we used
for wine sales (Table 1). In none of the five
states were there statistically significant
changes in beer or spirits sales at the time of
the significant increases in wine sales.1 Thus,
the increased wine sales cannot be attributed
to other state-specific changes that could
have influenced the demand for alcoholic
beverages across beverages categories. There
is similarly little evidence of substitution or
spillover effects; that is, the increased wine
sales were not associated with either reduc-
tions (substitution) or increases (spillover) in
sales of beer and spirits.

Conclusions

Results from five additional U.S. states confirm
our previous finding from Iowa and West Vir-
ginia (Wagenaar and Holder, 1991). Elimina-
tion of public monopolies on retail sale of
wine is followed by significantly increased
wine sales. The magnitude of the effects ob-
served in the current study are substantial,
ranging from 13% in New Hampshire to 150%
in Idaho. Results also suggest that the sales in-
creases reflect increased consumption of wine,
because there is no evidence of shifts of sales
from border states or shifts from beer or spirits
to wine within each state.

The pattern of significantly increased
wine sales following privatization has now
been found in 9 jurisdictions (Table 2). The
replications of this “natural experiment”
(Cook and Campbell, 1979) with wine
privatization occurred at different points in
time over the last two decades, further
strengthening the conclusion that observed ef-
fects were not due to particular historical
events that occurred at the time of
privatization. The only such historical con-
found that has been suggested in the literature
is the expansion of the market for wine coolers
in the mid-1980s (Mulford et al., 1992; see also
Wine Trends, 1989). Replications in the 1970s,
however, before wine coolers were a significant
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market factor, found magnitudes of effect that
were similar to those found in the 1980s.

The now considerable number of repli-
cations of analyses of effects of wine
privatization policies confirm what has been
found in a much broader literature on the ef-
fects of alcohol availability on drinking: when
alcoholic beverages are made more accessible,
consumption typically increases. This pattern
has been found whether the increase in avail-
ability is a result of lowering the legal age for

drinking (Wagenaar, 1993), a reduction in
taxes and thus the retail price of alcohol
(Toomey et al., 1993) or an increase in the
density of alcohol outlets (Gruenewald et al.,
1993). Policymakers concerned about the
many social and health problems exacerbated
by high drinking levels in society should ap-
proach with caution changes in the alcohol
distribution system that increase the avail-
ability of alcohol.

TABLE 2

Summary of Results from Studies of the Effects of Elimination of Public Retail Table Wine
Monopolies*

Date of Effect on Wine
Jurisdiction Policy Change Sales (%) Study

Alabama October 1980 +42 Present article
Idaho July 1971 +190 MacDonald, 1986
Iowa July 1985 Temporary Mulford and Fitzgerald, 1988

Mulfiord et al., 1992
+92 Wagenaar and Holder, 1991

Maine January 1971 +305 MacDonald, 1986
Montana July 1979 +75 Present article
New Hampshire August 1978 +13 Present article
New Zealand April 1990 +17 Wagenaar and Langley, in press
Quebec June 1978 None Smart, 1986

Temporary Adrian, 1994
Washington 1969 +26 MacDonald, 1986
West Virginia July 1981 + 48 Present article

*Cross-sectional studies noted in text that did not analyze before/after data are not included here.

Note

1. One reviewer suggested that the negative point es-
timates for beer and spirits in several states indi-
cate that wine privatization may result in in-
creased wine sales at the expense of other alcoholic
beverages, with no effect on overall alcohol con-
sumption. However, only in Alabama at the time
of 1980 expansion of wine privatization do the de-
clines in beer and spirits sales approach statistical
significance, suggesting a compensatory decline in

beer and spirits sales (Table 1). In contrast, the
point estimates for Idaho suggest the opposite hy-
pothesis—a spillover effect—with beer and spirits
sales increasing at the time of the wine sales in-
crease, although again the effects are not signifi-
cant. Because none of these estimates are statisti-
cally significant, we conclude the data do not
support either the substitution or the spillover hy-
pothesis.
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PART VIII

Dilemmas of Evaluation

We close the book with two articles and a
critique. They are two of the most interesting
articles to come down the pike in a long time,
and they illustrate one of the real dilemmas
of evaluation. As evaluators, we must always
be sure that we are asking the right question,
and this is the dilemma presented here. Two
different research groups did two separate
evaluations of the school choice program in
Milwaukee, Wisconsin, using the same data set
and came to different conclusions. One
evaluation concluded that the program was

ineffective—that it did not lead to improved
academic achievement for participants. The
other evaluation looked for the same out-
comes—improved academic achievement—
but in a slightly different way. They came to
the conclusion that the program did indeed
produce improved academic achievement for
participants.

Read these evaluations and see what you
think. Then turn to the critique. We have asked
one of our colleagues, research methodologist
Chieh-Chen Bowen, what she thinks.





Executive Summary

This report consists of four sections: (1) a
description of the Milwaukee Parental Choice
Program and the data being collected; (2) a
description of the choice families and stu-
dents; (3) a five-year report on outcomes; and
(4) a brief response to some of the criticisms
of our previous evaluations. For the most part,
this report updates the Fourth Year Report
(December 1994) and should be read in con-
junction with that report. Most of the findings
are consistent with that very detailed report.

The Original Program. The Milwaukee Pa-
rental Choice Program, enacted in spring
1990, provides an opportunity for students
meeting specific criteria to attend private,
nonsectarian schools in Milwaukee. A pay-
ment from public funds equivalent to the
MPS per member state aid ($3,209 in 1994–

95) is paid to the private schools in lieu of
tuition and fees for the student. Students
must come from families with incomes not
exceeding 1.75 times the national poverty
line. New choice students must not have been
in private schools in the prior year or in pub-
lic schools in districts other than MPS. The
total number of choice students in any year
was limited to 1% of the MPS membership in
the first four years, but was increased to 1.5%
beginning with the 1994–95 school year.

Schools initially had to limit choice stu-
dents to 49% of their total enrollment. The
legislature increased that to 65% beginning in
1994–95. Schools must also admit choice stu-
dents without discrimination (as specified in s.
118.13, Wisconsin Stats.). Both the statute and
administrative rules specify that pupils must
be accepted “on a random basis.” This has been
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interpreted to mean that if a school was over-
subscribed in a grade, random selection is
required in that grade. In addition, in situa-
tions in which one child from a family was ad-
mitted to the program, a sibling is exempt
from random selection even if random selec-
tion is required in the child’s grade.

The New Program. The legislation was
amended as part of the biennial state budget
in June 1995. The principal changes were: (1)
to allow religious schools to enter the pro-
gram: (2) to allow students in grades kinder-
garten through three who were already
attending private schools to be eligible for the
program: (3) to eliminate all funding for data
collection and evaluations (the Audit Bureau
is required simply to file a report by the year
2000). Thus unless the legislation changes,
data of the type collected for this and previ-
ous reports will not be available for the re-
port to be submitted in the year 2000.

Choice Families and Students. Enrollment in
the Choice Program has increased steadily but
slowly, never reaching the maximum number
allowed by the law. September enrollments
have been 341, 521, 620, 742, and 830 from
1990–91 to 1994–95. The number of schools
participating was: 7 in 1990–91, 6 in 1991–92,
11 in 1992–93, and 12 in the last two years.
The leading reasons given for participating in
the Choice Program [were] the perceived edu-
cational quality and the teaching approach and
style in the private schools. That is followed by
the disciplinary environment and the general at-
mosphere that parents associate with those
schools. Frustration with prior public schools,
although not unimportant, was not as impor-
tant a reason for applying to the Choice Pro-
gram as the attributes of the private schools.

The Choice Program was established, and
the statute written, explicitly to provide an
opportunity for relatively poor families to at-
tend private schools. The program has clearly

accomplished this goal. In terms of reported
family income (Table 5a), the average income
was $11,630 in the first five years. Incomes of
1994 choice families increased considerably to
an average of $14,210. In racial terms, the pro-
gram has had the greatest impact on African-
American students, who comprised 74% of
those applying to choice schools and 72% of
those enrolled in the first five years of the pro-
gram (Table 5b). Hispanics accounted for
19% of the choice applicants and 21% of
those enrolled. In terms of marital status
(Table 5c), choice families were much more
likely to be headed by a non-married parent
(75%) than the average MPS family (49%),
and somewhat more likely than the low-in-
come MPS parent (65%). The percentage was
almost identical for the five separate years. A
unique characteristic of choice parents was
that despite their economic status, they re-
ported higher education levels than either
low-income or average MPS parents (Table
5e). Over half of the choice mothers reported
some college education (56%), compared
with 40% for the entire MPS sample and 30%
of the low-income MPS respondents. Consis-
tent with the education levels of parents, edu-
cational expectations for their children were
also somewhat higher for choice parents than
MPS and low-income MPS parents.

Finally, the experiences of choice families
with prior MPS schools differed from non-
choice, MPS families in three important
ways: (1) students enrolling in the choice
program were not achieving as well as the av-
erage MPS student; (2) choice parents were
considerably less satisfied than other MPS
parents; and (3) parental involvement in their
prior schools and in educational activities at
home was greater for choice parents.

Outcomes. Outcomes after five years of the
Choice Program remain mixed. Achievement
change scores have varied considerably in the
first five years of the program. Choice stu-
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dents’ reading scores increased the first year,
fell substantially in the second year, and have
remained approximately the same in the next
three years. Because the sample size was very
small in the first year, the gain in reading was
not statistically significant, but the decline in
the second year was. In math, choice students
were essentially the same in the first two
years, recorded a significant increase in the
third year, and then significantly declined this
last year.

MPS students as a whole gained in read-
ing in the first two years, with a relatively
small gain in the first year being statistically
significant. There were small and not signifi-
cant declines in the last two years. Low-in-
come MPS students followed approximately
the same pattern, with none of the changes
approaching significance. Math scores for
MPS students were extremely varied. In the
first year there were significant gains for both
the total MPS group and the low-income
subgroup. In the second year, the scores were
essentially flat, but in the third year they de-
clined significantly. Again, in the fourth year
there was essentially no change in either the
total MPS or low-income MPS groups.

Regression results, using a wide range of
modeling approaches, including yearly mod-
els and a combined four-year model, gener-
ally indicated that choice and public school
students were not much different. If there
was a difference, MPS students did somewhat
better in reading.

Parental attitudes toward choice schools,
opinions of the Choice Program, and paren-
tal involvement were very positive over the
first five years. Parents’ attitudes toward
choice schools and the education of their
children were much more positive than their
evaluations of their prior public schools. This
shift occurred in every category (teachers,
principals, instruction, discipline, etc.) for
each of the five years. Similarly, parental in-
volvement, which was more frequent than for

the average MPS parent in prior schools, was
even greater for most activities in the choice
schools. In all years, parents expressed ap-
proval of the program and overwhelmingly
believed the program should continue.

Attrition (not counting students in alter-
native choice schools) has been 44%, 32%,
28%, 23%, and 24% in the five years of the
program. Estimates of attrition in MPS are
uncertain, but in the last two years, attrition
from the Choice Program was comparable to
the range of mobility between schools in
MPS. The reasons given for leaving included
complaints about the Choice Program, espe-
cially application and fee problems, transpor-
tation difficulties and the limitation on
religious instruction. They also included
complaints about staff, general educational
quality and the lack of specialized programs
in the private schools.

Conclusions. We ended the Fourth Year Report
by summarizing the positive and negative con-
sequences of the program. We then wrote:

Honorable people can disagree on the im-
portance of each of these factors. One way
to think about it is whether the majority
of the students and families involved are
better off because of this program. The
answer of the parents involved, at least
those who respond to our surveys, was
clearly yes. This is despite the fact that
achievement, as measured by standard-
ized tests, was no different than the
achievement of MPS students. Obviously
the attrition rate and the factors affect-
ing attrition indicate that not all students
will succeed in these schools, but the
majority remain and applaud the pro-
gram.

Although achievement test results may
be somewhat more bleak for choice in this
analysis, the differences are not very large in
terms of their impact, and the negative esti-
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mates are based on less stable models and
smaller sample sizes. In addition test scores
are only one indication of educational
achievement. Thus we see no reason to
change last year’s conclusion.
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Availability of Data, Codebooks,
Reports and  Papers on the Internet

A World Wide Web site has been created for
choice data and some reports and papers. In-
cluded are all data modules used for all re-
ports, with electronic codebooks; the 1994
report; this report; and a paper by John Witte
and Chris Thorn comparing the characteris-
tics of public and private school families in
the State of Wisconsin and in the City of Mil-
waukee. Subsequent analyses and publica-
tions will be added to the site.

The Internet address of the site is:
http://dpls.dacc.wisc.edu/choice/choice_index.html

I. Introduction

This report consists of four sections: (1) a de-
scription of the Milwaukee Parental Choice
Program and the data being collected; (2) a
description of the choice families and stu-
dents; (3) a five-year report on outcomes; and
(4) a brief response to some of the criticisms
of our previous evaluations.

This report is an abbreviated version of
earlier reports, for three reasons. First, ad-
equate resources to do this research have not
been available for the past two years. Sec-

ond, program legislation has been changed
to include parochial schools and allow stu-
dents already in those schools to enter the
program. The new program will not be
comparable and will not be evaluated except
for an audit in the year 2000. Third, compa-
rable Milwaukee Public School (MPS) sys-
tem achievement test score data were not
available for the fifth year because the MPS
has essentially dropped the Iowa Test of Ba-
sic Skills (ITBS) as state mandated tests have
been introduced. The private schools con-
tinue to use the ITBS and are not required to
take the state tests. This report does, how-
ever, more than fulfill the statutory require-
ments (section 119.23 (5) (d)). This report
does not contain any information on the
1995–96 school year.

For the most part, this report updates the
Fourth Year Report (December 1994) and
should be read in conjunction with that re-
port. Most of the findings are consistent with
that very detailed report. This report includes
three new items: (1) a brief description of the
new program legislation; (2) new multivari-
ate estimates of achievement differences be-
tween choice and MPS schools, combining
four years of data; and (3) a brief response to
some of the criticisms of previous reports.1

Some of these critiques were inaccurate in the
extreme and should not have been used as
policy-making tools. The Peterson critique,
for example, circulated when the legislature
was considering major changes in the legisla-
tion, and dramatic changes did occur—par-
ticularly an increase in the scope of the
program and appropriations for students to
attend religious schools.

II. The Milwaukee Parental
Choice Program

The Original Program.  The Milwaukee Pa-
rental Choice Program, enacted in spring
1990, provides an opportunity for students
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meeting specific criteria to attend private,
nonsectarian schools in Milwaukee. A pay-
ment from public funds equivalent to the
MPS per-member state aid ($3,209 in 1994–
95) is paid to the private schools in lieu of
tuition and fees for the student. Students
must come from families with incomes not
exceeding 1.75 times the national poverty
line. New choice students must not have
been in private schools in the prior year or
in public schools in districts other than
MPS. The total number of choice students
in any year was limited to 1% of the MPS
membership in the first four years, but was
increased to 1.5% beginning with the 1994–
95 school year.

Schools initially had to limit choice stu-
dents to 49% of their total enrollment. The
legislature increased that to 65% beginning in
1994–95. Schools must also admit choice stu-
dents without discrimination (as specified in s.
118.13, Wisconsin Stats.). Both the statute and
administrative rules specify that pupils must
be accepted “on a random basis.” This has been
interpreted to mean that if a school was over-
subscribed in a grade, random selection is re-
quired in that grade. In addition, in situations
in which one child from a family was admitted
to the program, a sibling is exempt from ran-
dom selection even if random selection is re-
quired in the child’s grade.

The New Program. The legislation was
amended as part of the biennial state budget
in June 1995. The principal changes were:
(1) to allow religious schools to enter the
program; (2) to allow students in grades
kindergarten through grade three who were
already attending private schools to be eli-
gible for the program;2 (3) to eliminate all
funding for data collection and evaluations
(the Audit Bureau is required simply to file a
report by the year 2000). Thus unless the
legislation changes, data of the type col-
lected for this and previous reports will not

be available for the report to be submitted in
the year 2000.

Research and Data. The study on which this
report is based employs a number of meth-
odological approaches. Surveys were mailed
in the fall of each year from 1990 to 1994 to
all parents who applied for enrollment in
one of the choice schools. Similar surveys
were sent in May and June of 1991 to a ran-
dom sample of 5,475 parents of students in
the Milwaukee Public Schools. Among other
purposes, the surveys were intended to as-
sess parent knowledge of and evaluation of
the Choice Program, educational experi-
ences in prior public schools, the extent of
parental involvement in prior MPS schools,
and the importance of education and the ex-
pectations parents hold for their children.
We also obtained demographic information
on family members. A follow-up survey of
choice parents assessing attitudes relating to
their year in private schools was mailed in
June of each year.

In addition, detailed case studies were
completed in April 1991 in the four private
schools that enrolled the majority of the
choice students. An additional study was
completed in 1992, and six more case stud-
ies in the spring of 1993. Case studies of the
K-8 schools involved approximately 30 per-
son-days in the schools, including 56 hours
of classroom observation and interviews
with nearly all of the teachers and adminis-
trators in the schools. Smaller schools re-
quired less time. Researchers also attended
and observed parent and community group
meetings, and Board of Director meetings
for several schools. Results of these case
studies were included in the December 1994
report.

Finally, beginning in the fall of 1992 and
continuing through the fall of 1994, brief
mail and phone surveys were completed with
as many parents as we could find who chose
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not to have their children continue in the
program.

In accordance with normal research pro-
tocol, and with agreement of the private
schools, to maintain student confidentiality,
reported results are aggregated and schools are
not individually identified. Thus these find-
ings should not be construed as an audit or an
assessment of the effectiveness of the educa-
tional environment in any specific school.

Readers of earlier reports may notice
slight differences in a few of the statistics re-
ported for earlier years. These differences are
attributable to improvements in collecting
data (such as search for student names in
MPS records), errors in reporting, survey re-
sults that come in after the reports are pre-
pared, and data entry and analysis errors that
are subsequently corrected. Unless noted in
the text, these differences are minor.

III. Choice Families and Students

Over the years we have reported on a number
of important questions concerning the stu-
dents and families who applied to the choice
program. How many families apply? How
many seats are available in the private
schools? How do families learn about the
program? Why do they want to participate?
What are the demographic characteristics of
students and families? What are parental atti-
tudes toward education? What are the prior
experiences of applicants in public schools?
How well were the students doing in their
prior public schools?

Findings are very consistent over the five
years of the program. For economy, and be-
cause five years of data provide a better pic-
ture than a single year, most tables contain
combined data from 1990 to 1994. The most
appropriate comparison group to the choice
families, on most measures, is the low-in-
come MPS sample. That group, which in-
cludes about two-thirds of Milwaukee

students, is defined as qualifying for free or
reduced-priced lunch. The income level for
reduced-priced lunch is 1.85 times the pov-
erty line, free lunch is 1.35 times the poverty
line. Almost all low-income students qualify
for full free lunch.

Enrollment in the Choice Program. Enroll-
ment statistics for the Choice Program are
provided in Table 1. Enrollment in the Choice
Program has increased steadily but slowly,
never reaching the maximum number al-
lowed by the law. September enrollments
have been 341, 521, 620, 742, and 830 from
1990–91 to 1994–95. The number of schools
participating was: 7 in 1990–91, 6 in 1991–92,
11 in 1992–93, and 12 in the last two years.
The number of applications has also in-
creased, with again the largest increase in
1992–93. In the last two years, however, ap-
plications have leveled off at a little over
1,000 per year. Applications exceeded the
number of available seats (as determined by
the private schools) by 171, 143, 307, 238 and
64 from 1990–91 through 1994–95. Some of
these students eventually fill seats of students
who are accepted but do not actually enroll.
The number of seats available exceed the
number of students enrolled because of a
mismatch between applicant grades and seats
available by grade. It is difficult to determine
how many more applications would be made
if more schools participated and more seats
were available. In 1992–93, when the number
of participating schools increased from 6 to
11, applications rose by 45%. In the last two
years, however, seats available increased by
22% and 21%, but applications increased
only by 5% from 1992–93 to 1993–94 and de-
clined this past year.

Learning About Choice and the Adequacy of
Information on Choice. Table 2 indicates
how survey respondents learned about the
Choice Program. The results are fairly similar
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for the first four years. The most prevalent
source of information on choice remains
friends and relatives, which essentially
means word-of-mouth information. That in-
formal communication is almost double the
frequency of other sources. It also increased
in 1994.

Parental satisfaction with the amount
and accuracy of that information, and with
the assistance they received, is presented in
Table 3. Satisfaction with the amount of in-
formation on the program in general is high
in all years and even higher in 1994. There is,
however, a difference in satisfaction of par-
ents selected and not selected into the choice
schools. Looking ahead to Table 6, when we
create additive scales for these questions mea-
suring satisfaction with administration of the
Choice Program, we see a large difference be-
tween those applicants who enroll in the
Choice Program and those not selected.3 As
indicated in the rows for Scale T3 (top panel,
Table 6), choice enrollees for 1990–94 have a
mean dissatisfaction of 11.6, while non-se-
lected parents have a much higher average
dissatisfaction score of 14.4.

Why Choice Parents Participated in the Choice
Program. Table 4 provides the responses to sur-
vey questions rating the importance of various
factors in parents’ decisions to participate in the
Choice Program. The results are consistent
across the years. The leading reasons given for
participating in the Choice Program [were] the
perceived educational quality and the teaching
approach and style in the private schools. That is
followed by the disciplinary environment and
the general atmosphere that parents associate
with those schools. Frustration with prior pub-
lic schools, although not unimportant, was not
as important a reason for applying to the
Choice Program as the attributes of the private
schools. At the bottom of the list are
siblings in the school and the location of the
school.

Demographic Characteristics of Choice
Families and Students. The Choice Program
was established, and the statute written, ex-
plicitly to provide an opportunity for rela-
tively poor families to attend private schools.
The program has clearly accomplished this
goal. Relevant demographic statistics are pre-
sented in Table 5, which, unless otherwise
noted, are based on our surveys. For com-
parison purposes seven groups are identified,
including applicants in the most recent year
(1994), and the combined year samples for
choice applicants, choice students actually
enrolled, students not selected, students who
left the program (and did not graduate), and
the MPS control groups.

In terms of reported family income
(Table 5a), the average income was $11,630 in
the first five years. Incomes of 1994 choice
families increased considerably to an average
of $14,210. Low-income MPS parents re-
ported a slightly higher family income, which
averaged $12,100. The average in the full
MPS control group was $22,000.

In racial terms, the program has had the
greatest impact on African-American students,
who comprised 74% of those applying to
choice schools and 72% of those enrolled in the
first five years of the program (Table 5b). His-
panics accounted for 19% of the choice appli-
cants and 21% of those enrolled. Both of these
groups were disproportionately higher than the
MPS sample. Compared with the low-income
MPS sample, however, Hispanics were the most
overrepresented, with Asians and White stu-
dents the most underrepresented. The over-
representation of Hispanics was due to a new
building and considerable expansion in capac-
ity of Bruce-Guadalupe Bilingual School, which
has an emphasis on Spanish culture and is lo-
cated in a neighborhood with an increasing
Hispanic population.

In terms of marital status (Table 5c),
choice families were much more likely to be
headed by a non-married parent (75%) than
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the average MPS family (49%), and some-
what more likely than the low-income MPS
parent (65%). The percentage was almost
identical for the five separate years.

One important difference between MPS
and choice applicants was in family size (Table
5d). For the combined years, only 42% of the
choice families reported having more than two
children. The average number of children in
families applying to the choice program was
2.54. This compared with 54% of the MPS
families having more than 2 children (2.95
children per family) and 65% of the low-in-
come MPS families (3.24 on average).

A unique characteristic of choice par-
ents was that despite their economic status,
they reported higher education levels than
either low-income or average MPS parents
(Table 5e). Over half of the choice mothers
reported some college education (56%),
compared with 40% for the entire MPS
sample and 30% of the low-income MPS
respondents. That number was even higher
in 1994, with 64% of the mothers new to the
program reporting some college. That was
consistent with the higher incomes reported
for the last year (Table 5a, column 2). The
biggest difference in education appears in
the category titled “some college.” Although
fathers more closely match the MPS control
groups, they were also somewhat more
educated.

The Importance of Education and Educa-
tional Expectations. Based on our measures,
choice and MPS parents were similar in terms
of the importance they place on education.
We measured the importance of education
relative to other important family values.
Scale descriptive statistics are in Table 6.

Educational expectations were high for all
groups, with choice parents somewhat higher
than MPS and low-income MPS parents.
Eighty-six percent of choice parents in the first
four years indicated that they expected their

child to go to college or do post-graduate
work. This compared with 76% of the MPS
parents and 72% of the low-income MPS par-
ents. Because sample sizes were large, these
proportions were significantly different.

Experience of Choice Parents in Prior Pub-
lic Schools. A more complete picture of
choice parents includes the level of parental
involvement, attitudes toward, and student
success in their child’s prior public school.
Our surveys measured the degree of paren-
tal involvement in the school, the amount of
parental help for children at home, and par-
ent satisfaction with prior schools. The re-
sults are presented in Table 6. Prior
achievement test results are provided in
Table 8.

Based on five years of highly consistent
data, the conclusions we draw are as follows:
(1) that choice parents were significantly
more involved in the prior education of their
children than MPS parents (Table 6, Scales
A3–A5); (2) that they expressed much higher
levels of dissatisfaction with their prior
schools than MPS parents (Table 6, Scale A6);
and, (3) that their children had lower prior
achievement test results than the average
MPS student (Table 8).4

Choice students had prior test scores at
or, in some years below, the low-income
MPS students. The test scores in Table 8 are
Iowa Test of Basic Skills (ITBS) which are
given in grades 1–8. The tests used are the
Reading Comprehension Test and the Math
Total Test. The latter consists of three
subtests: Math Concepts, Math Problem
Solving, and Math Computations.5 The re-
sults reported are for the last test taken while
the student was in MPS. The reason for this
is that we are trying to get as complete a pic-
ture as possible of a relatively small number
of choice students. The majority of those
tests were taken in the spring of the year of
application.6
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The prior test scores for the last year,
1994, were the lowest of any cohort, espe-
cially in math. This may have been due to the
small number of students who completed all
portions of the math test (because of changes
in MPS testing requirements). In any event,
the pattern remained consistent.

The absolute level of the scores indicates
the difficulty these students were having
prior to entering the program. The median
national percentile for choice students ranged
from 25.5 to 31, compared with the national
median of 50. The Normal Curve Equivalent
(NCE), which is standardized to a national
mean of 50, ranged from 35.5 to 39.8, which
is about two-thirds of a standard deviation
below the national average. In short, the choice
students were already very low in terms of aca-
demic achievement when they entered this pro-
gram.

IV.  Outcomes

We discuss five outcome measures in this sec-
tion: (1) achievement test results; (2) atten-
dance data; (3) parent attitudes; (4) parental
involvement; and 5) attrition from the pro-
gram. The legislation specified that suspen-
sion, expulsion, and dropping out also be
monitored. Those measures, however, would
be meaningful only at the high-school level.7

The high-school-level choice schools con-
sisted of alternative education programs for
seriously at-risk students. Therefore it is un-
clear what the relevant MPS comparisons
would have been.

Achievement Test Results

Cohort Test Results. Table 9 provides the ag-
gregate test results for 1991 to 1995 for choice
students and for 1991 to 1994 for students
taking tests in MPS in the respective years.
Tests were administered in April or May of
each year. The results may be compared only

crudely with those in Table 8, which indi-
cated prior test scores for students accepted
into the Choice Program. The prior test data
in Table 8 were mostly from the previous
spring, but were based on the last prior test in
the student’s file. As stated above, those data
indicated the choice applicants were clearly
behind the average MPS student, and also be-
hind a large random sample of low-income
MPS students.

As noted in the introduction, test scores
from the MPS sample were not available for
1995. MPS is only requiring the ITBS of fifth-
grade students due to state-mandated tests,
which have been substituted for the ITBS. In
addition, the ITBS version given to fifth grad-
ers is a new and very different test which is
not substantively comparable to the older
versions used in the choice school. Choice
schools were not required to take the state
tests. Thus we report on only choice 1995
tests, and change scores are analyzed using
only the first four years of data.

In reading, Table 9 indicates that the
choice students tested in 1991 did better
than the MPS low-income group, but in
math they did somewhat worse. Tests taken
in the choice schools in the second year—
spring 1992—were considerably lower. They
were lower than the scores in both the full
MPS sample and among the low-income
MPS students. Comparing the more relevant
low-income MPS and choice students, the
choice students mean math NCE was more
than five points lower; the reading score was
two points lower.

For 1993, the scores of choice students
were approximately the same in reading as in
the prior year, but were considerably higher
in mathematics. Although the reading scores
were lower than the low-income MPS sample,
the math scores had the same median Na-
tional Percentile Ranking, but were 2.3 NCE
points higher.

The 1994 spring scores for all choice stu-
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dents were slightly higher than the 1993
choice cohort, and very similar to the MPS
low-income group on both reading and
mathematics. In contrast to the first two
years, for both 1993 and 1994, choice stu-
dents did better in math than in reading
(which is the pattern for MPS students in all
years).

Choice scores in 1995 were very similar
to the scores in 1994. In terms of NCEs, they
were almost identical. In terms of median
National Percentile Rankings, the 1995 scores
of choice students were 2% lower than in
1994 for both reading and math.

Because the cohort scores do not report
on the same students from year to year, and
because we hope that schools are able to add
to the educational achievement of students,
the most accurate measure of achievement
are “value-added,” change scores.

Change Scores. Analysis of year-to-year
change scores for individual students pro-
duced somewhat different results.8 By com-
paring students’ scores with national samples,
we can estimate how individual students
changed relative to the national norms over
the year. Descriptive change scores are de-
picted in Tables 10a to 10e for the respective
years. We caution the reader, as we have in
previous reports, that sample sizes in some
years are quite small for choice students. The
results in the table are based on differences in
NCEs, subtracting the first-year score from
the second.9

In the first year, choice students gained in
reading, but math scores stayed essentially
the same. MPS students improved consider-
ably in math, with smaller gains in reading.
Both low-income and non-low-income MPS
students gained in math. Three of these gains
were statistically significant (due in part to
larger sample sizes), while the gains for
choice students were not.

There were quite different effects in the

second year (Table 10b). Change scores for
choice students in math, and for MPS stu-
dents in both reading and math, were not ap-
preciable. None of these differences
approached standard levels of statistical sig-
nificance. In contrast to the first year, how-
ever, reading scores dropped for choice
students. The decline was 3.9 NCE points for
all students between 1991 and 1992. Because
NCE scores are based on a national norm,
this means that choice students scored con-
siderably below the national sample in the
prior year. The decline was statistically sig-
nificant at the .001 level.

The results shifted again in the third year.
Choice students declined slightly in reading,
which was not significant. On the other hand,
for the first time, math scores for choice stu-
dents improved. The mean math NCE went
from 38.3 to 42.7 for a 4.4 NCE gain, which
was statistically significant. Scores for MPS
students, on the other hand, declined for
both tests and for both groups. Because of
relatively large sample sizes for the MPS con-
trol group, the decline in math scores was sig-
nificant and estimated to be 1.2 NCEs for
both the total MPS control group and the
low-income sample.10

The results for 1994 again shifted for
both groups. For all groups, reading scores ef-
fectively did not change. The same was true
of math scores for the MPS groups, although
the low-income MPS scores decline[d]
slightly more than the non-low-income
group. For the choice students, after a large
math increase in 1993, there was a decline of
2 NCE points in 1994.

In 1995, reading scores for choice stu-
dents essentially remained the same, but
again there was a 1.5 drop in NCE math
scores.

Regression Analysis. Because test score differ-
ences could be based on a number of factors,
and the factors could be distributed differen-



CHAPTER 20 FIFTH-YEAR REPORT: MILWAUKEE PARENTAL CHOICE PROGRAM 307

tially between choice and MPS students, it is
necessary to control statistically for factors
other than if students were in MPS or choice
schools. Those controls are provided by mul-
tivariate regression analysis of the combined
MPS and choice samples. There are a number
of ways to model achievement gains. The
most straightforward is to estimate the sec-
ond-year test score, controlling for prior
achievement and background characteristics,
and then include an indicator (dichotomous)
variable to measure the effect of being in a
choice or MPS school. A series of dichoto-
mous variables indicating the number of
years in the choice program can be substi-
tuted for the single choice indicator vari-
able.11

In previous year reports regressions were
provided for each yearly change. The conclu-
sion of those analyses, which were compre-
hensively described in the Fourth Year Report
(Tables 12–16), was that there was no consis-
tent difference between choice and MPS
students, controlling for a wide range of
variables.

For annual reporting purposes, and to
test for consistency of results between years,
previous reports included yearly regressions.
For those analyses, small sample sizes pre-
cluded including survey variables. In this re-
port, we “stack” four years of change scores
and thus we have included survey variables in
the regressions reported in Tables 12a and
12b. Critics of earlier reports surmised that
exclusion of these variables biased the results
against choice. Unfortunately, as Witte pre-
dicted in response to critics, the results of in-
cluding these variables do not favor the choice
schools.12

The B columns in Tables 11 and 12 con-
tain the coefficients that determine the effects
of the variables on predicting the dependent
variable (the relevant test). In both tables, a
critical coefficient will be the “Choice” (di-
chotomous) indicator variable. Dichotomous

variables have a value of 1 if the student has
the characteristic, and 0 if they do not. The
effects of the coefficient can be read as a
straight difference in the NCE score on the
respective test being estimated. Thus, for ex-
ample, in Table 11a, being a low-income stu-
dent has an estimated negative effect of 2.510
NCE points on the reading score of students
taking two tests a year apart from 1990 to
1994. Similarly, the effect of being in a private
school in the Choice Program (as compared
to being in MPS) produced an estimated de-
crease in Reading of .568 Normal Curve
Equivalent points. Because of the size of the
coefficient relative to its standard error, the
negative impact of being in a low-income
family is considered statistically significant,
but not the effect of being in a choice school.
These predicted effects occurred after simul-
taneously controlling, or in essence keeping
constant, all other variables in the model.

The variables in the models that are not
dichotomous variables are also easy to inter-
pret. They can be read as the effect that a one
point difference in the variable has on the pre-
dicted test. Thus, for reading in Table 11a, if a
student is one NCE point better on the prior
reading test than another student, we would
predict he or she would do .495 points better
on post-test. For “Test Grade” for each addi-
tional grade students are in, we would esti-
mate a lower reading score of .176 NCE
points—lower because the sign of the coeffi-
cient is negative.

The probabilities indicated in the tables
are a statistical measure of how likely the co-
efficients are to differ from 0. Traditionally,
those coefficients that have a probability of
.05 or less are considered “significant.”

Table 11 differs from Table 12 in that the
latter includes a full set of survey variables,
with a more accurate measure of income than
free-lunch, mother’s education, marital sta-
tus, and educational expectations for their
children. There are also four scales of paren-
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tal involvement, paralleling scales A2–A5 in
Table 6. Also notice that the sample sizes de-
cline from 4716 and 4653 (in Table 11) to
1385 and 1372 (in Table 12).

There are several consistent patterns
across all the models. Prior tests were always
good predictors of post-tests, and the coeffi-
cients were relatively stable no matter how
the results were modeled. Income was also al-
ways significant, measured either as a low-in-
come dichotomous variable (qualifying for
free lunch) or as family income in thousands
of dollars. Higher income was always associ-
ated with higher achievement gains. Gender
was significantly related to greater achieve-
ment in three of the models, with girls scor-
ing higher than boys. Test grade was only
significant on math models (tables 11b and
12b). The higher the grade of the student, the
lower they scored.

Racial effects varied, although African
American students always did less well than
white students. For Hispanics and other mi-
nority students, the coefficients relative to
whites were usually negative, but only signifi-
cantly so for reading as shown in Table 11a.

As we anticipated in an earlier response
to our critics, most of the other survey vari-
ables included in Tables 12a and 12b were not
statistically significant. Mother’s education
was significant for reading, and two parental
involvement variables were barely significant
for math. The parental involvement variables,
however, went in the wrong direction: greater
involvement predicted lower test scores. The
reason these variables were generally insig-
nificant, and probably the reason the sign of
the parental involvement coefficients were
negative, was that these were correlated with
other variables in the equations. This correla-
tion, and the small sample sizes, produce un-
stable results and large standard errors for the
estimates of the Bs.

The effects of being in a choice school
were somewhat more discouraging. With the

large samples, excluding the survey variables,
none of the choice variables were even close
to significant. In model 1, including the
simple indicator variable of being in a choice
school or not (Tables 11a and 11b), the coef-
ficients were very close to zero, with large
standard errors. The same was generally true
when, rather than simply indicating whether
a student was in a choice school, we included
a set of indicator variables for the years they
had been in choice (thus the “Choice Year 2”
variable is 1 for a second-year choice student
and 0 for everyone else). The negative 1.2 on
reading for two-year students was the only
one of these variables that was close to sig-
nificant (Table 11a, model 2).

The one exception to the result that there
were no differences between public school
students and choice students was for reading
scores including the survey variables (Table
12a). In that model, choice students’ reading
scores were estimated to be 2.15 NCE points
lower than MPS students—controlling for all
the other variables. The estimate was signifi-
cant at the .01 level of probability. When ana-
lyzed one year at a time in the Choice
Program, the effect was mostly due to sec-
ond-year students. This result may well be an
artifact of the poor performance of choice
students in the second year of the program
(1991–92). In earlier reports it was estimated
that the difference in reading in that year was
-3.35 points (significant at the .001 level). It
was also previously reported that after that
year, many of the poorest students left the
choice schools (see “Second Year Milwaukee
Parental Choice Report,” pp. 16–17, Tables 20
and 21).

The reason choice estimates were more
negative in this model than in other models in
Table 11a and 11b, was probably due to the in-
clusion of mother’s education. The variable was
positively related to higher achievement and
was significant in the model. Choice mothers
were more educated than MPS mothers, which
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should have produced higher scores for choice
students, but did not. Thus when we controlled
for education of mothers, the estimated impact
of choice schools was more negative than when
we did not. As noted above, this result was pro-
duced with a much smaller sample size, and
with high standard errors on a number of vari-
ables. Thus it should be interpreted with cau-
tion. What clearly cannot be concluded,
however, is that the inclusion of survey variables
improves the results for choice students relative
to public school students. At best they did as
well as MPS students, and they may have done
worse.13

Attendance

Attendance is not a very discriminating
measure of educational performance at this
level because there is little school-to-school
variation. For example, in the last three
years, average attendance in MPS elemen-
tary schools has been 92% in each year.
Middle school attendance for the same years
averaged 89, 88 and 89%. Attendance of
choice students in the private schools (ex-
cluding alternative schools) averaged 94% in
1990–91 and 92% in 1991–92, which puts
them slightly above MPS, but the differences
were obviously slight. In 1992–93, excluding
SEA Jobs and Learning Enterprises, atten-
dance at the other schools was 92.5%. For
1993–94, attendance in the nonalternative
schools (thus excluding Exito and Learning
Enterprises) was 93%. For 1994–95 atten-
dance dropped in the choice schools to 92%.
It can be concluded that overall attendance
was satisfactory and on average not a prob-
lem in choice schools.

Parental Involvement

Parental involvement was stressed in most of
the choice schools and, in fact, was required
in the contracts signed by parents in several
of the schools. Involvement took several

forms: (1) organized activities that range
from working on committees and boards to
helping with teas and fund raising events; (2)
involvement in educational activities such as
chaperoning field trips, and helping out in
the classroom or with special events.

Table 6 provides five-year data on paren-
tal involvement scales for choice parents both
in their prior public schools and in the pri-
vate schools their students attended under
the Choice Program. Table 6 provides the
means and standard deviations of the scales
for the applicants from 1990 to 1994 and the
comparable scale scores for choice parents
from 1991 to 1995 June surveys.

Of the four types of parental involve-
ment we measured, already very high levels of
involvement significantly increased in the
private choice schools in three areas (Table 6,
Scales A2, A3, and A4). These include parents
contacting schools, schools contacting par-
ents, and parental involvement in organized
school activities. The increases were signifi-
cant at the .001 level. The one exception was
parent involvement in educational activities
at home (Scale A5). For that scale, involve-
ment increased but the increase was not sta-
tistically significant. These results have been
confirmed independently in each of the five
years of the program.

Parental Attitudes

Parental Satisfaction with the Choice
Schools. In all five years, parental satisfaction
with choice schools increased significantly
over satisfaction with prior public schools.
School satisfaction is indicated by scale A6 in
Table 6. As described above, satisfaction with
their prior schools was significantly lower
than satisfaction of the average or low-in-
come MPS parent. Reported satisfaction with
the choice schools is indicated in these tables
as “Choice Private School 1991–95” and was
measured on the spring surveys in each year.
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Another indication of parent satisfaction
was the grade parents gave for their children’s
school. On the follow-up survey in June of
each year, we asked parents to grade the pri-
vate school their children attended. The
grades, which indicate substantial differences
with the grades they gave their prior MPS
schools, are given in Table 7. For the five-year
period, the average prior grade (on a scale
where an A is 4.0) improved from 2.4 for prior
MPS schools to 3.0 for current private schools.
The overall grades were relatively consistent
for each year and were always above the grades
given to prior MPS schools.

Attitudes Toward the Choice Program.
Follow-up surveys in June of each year asked
parents of choice students if they wanted the
Choice Program to continue. Respondents al-
most unanimously agreed the program should
continue. Over the five years, 98% of the re-
spondents felt the program should continue.

Attrition From the Program

Attrition Rates. One of the issues concerning
the Choice Program is the rate of attrition
from the program. Attrition rates, calculated
with and without alternative high school pro-
grams are presented in the last two rows of
Table 1. Attrition from the program was not
inconsequential, although there appears to be
a downward trend that leveled off in the last
year. Overall attrition, defined as the percent-
age of students who did not graduate and
who could have returned to the choice
schools, was 46%, 35%, 31%, 27%, and 28%
over the five years. Excluding students in al-
ternative programs, the rates were 44%, 32%,
28%, 23%, and 24%. Whether these attrition
rates are high or not has been discussed at
length in prior reports. A Legislative Audit
Bureau report on the program last year con-
cluded it was a problem. We interpreted it as
a problem for both public and private schools

in that the public school student mobility
rate was similar in magnitude to the attrition
rate from choice schools.

Why students did not return to the choice
schools? Because analysis of the causes of attri-
tion was not part of the original study design,
by the time we realized how many students
were not returning after the first year, we were
unable to follow up with non-returning fami-
lies. That was rectified in the following years
by using very brief mail surveys or telephone
interviews. The surveys and interviews simply
asked where the students were currently en-
rolled in school (if they were), and (open
ended) why they left the choice school. The re-
sponse rate to our inquiries has been 39%.
This rate of return was slightly lower than for
the other surveys. The normal problems of
mailed surveys were compounded by the fact
that we did not know who would return until
enrollment actually occurred in September.
Thus in many cases addresses and phones
numbers were not accurate. The largest bias in
our responses was undoubtedly families who
moved out of the Milwaukee area and did not
leave forwarding addresses. Telephone
searches were impossible for that group. Our
results should thus be treated with some
caution.

The reasons parents gave for leaving are
presented in Table 13. Approximately 18% o
the responses indicated child or family specific
reasons—including moving. We suspect that
this category is underestimated since we un-
doubtedly were not able to locate as high a
proportion of families who moved out of the
area.

Almost all of the remaining respondents
were critical of some aspect of the Choice Pro-
gram or the private schools. The leading prob-
lems with the program were transportation
problems, difficulties in reapplying to the pro-
gram, problems with extra fees charged by
some schools, and the lack of religious train-
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ing, which was not allowed by the statute.
Within-school problems most often cited were
unhappiness with the staff, usually teachers,
dissatisfaction with the general quality of edu-
cation, and perceptions that discipline was too
strict. The lack of special programs, which
might have been available elsewhere, was also
cited in 6% of the responses.

Outcome Summary

Outcomes after five years of the Choice Pro-
gram remain mixed. Achievement change
scores have varied considerably in the first
five years of the program. Choice students’
reading scores increased the first year; fell
substantially in the second year, and have re-
mained approximately the same in the next
three years. Because the sample size was very
small in the first year, the gain in reading was
not statistically significant, but the decline in
the second year was. In math, choice students
were essentially the same in the first two
years, recorded a significant increase in the
third year, and then significantly declined this
last year.

MPS students as a whole gained in read-
ing in the first two years, with a relatively
small gain in the first year being statistically
significant. There were small and not signifi-
cant declines in the last two years. Low-in-
come MPS students followed approximately
the same pattern, with none of the changes
approaching significance. Math scores for
MPS students were extremely varied. In the
first year there were significant gains for both
the total MPS group and the low-income
subgroup. In the second year, the scores were
essentially flat, but in the third year they de-
clined significantly. Again, in the fourth year
there was essentially no change in either the
total MPS or low-income MPS groups.

Regression results, using a wide range of
modeling approaches, including yearly mod-
els and a combined four-year model, gener-

ally indicated that choice and public school
students were not much different. If there
was a difference, MPS students did somewhat
better in reading.

Parental attitudes toward choice schools,
opinions of the Choice Program, and paren-
tal involvement were very positive over the
first five years. Attitudes toward choice
schools and the education of their children
were much more positive than their evalua-
tions of their prior public schools. This shift
occurred in every category (teachers, princi-
pals, instruction, discipline, etc.) for each of
the five years. Similarly, parental involvement,
which was more frequent than for the average
MPS parent in prior schools, was even greater
for most activities in the choice schools. In all
years, parents expressed approval of the pro-
gram and overwhelmingly believed the pro-
gram should continue.

Attrition (not counting students in alter-
native choice schools) has been 44%, 32%,
28%, 23%, and 24% in the five years of the
program. Estimates of attrition in MPS are
uncertain, but in the last two years, attrition
from the Choice Program was comparable to
the range of mobility between schools in
MPS. The reasons given for leaving included
complaints about the Choice Program, espe-
cially application and fee problems, transpor-
tation difficulties and the limitation on
religious instruction. They also included
complaints about staff, general educational
quality and the lack of specialized programs
in the private schools.

V.  A Brief Response to Some
of Our Critics

Several choice supporters criticized our pre-
vious reports in terms of outcomes they in-
terpreted as negative for choice. Positive
results were usually lauded and accepted as
gospel.14 They focused on two sets of results:
high attrition from the program, and test
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score results. Our attrition numbers are
straightforward and accurate. We counted
students who could have returned to choice
schools, not subject to random selection, but
chose not to return. These statistics were
highlighted in an independent report by the
Wisconsin Legislative Audit Bureau. Many
students did not stay in these schools. It is
that simple.

In terms of test scores, three points re-
quire a response. The first is the belief that in-
clusion of the survey variables would aid the
results for choice students, and thus omitting
them from the analysis biased the results
against choice. In general, the excluded vari-
ables were correlated with variables already in
the earlier equations and thus did not have
significant effects. For the most part that is
what happened in the regressions depicted in
Tables 12a and 12b.

If the survey variables would have an ef-
fect, however, the a priori prediction would
be that inclusion would favor the public
schools, not the reverse. The reason is that on
most of the omitted variables choice families
were higher, and we would expect the vari-
ables to be positively correlated with greater
achievement. For example, we would predict
that the greater a mother’s education, the
more her involvement in her child’s educa-
tion, and the higher her educational expecta-
tion for her child, the higher her child’s
achievement.15 Because those variables were
higher for choice families, holding those factors
constant should lower, not increase, the relative
scores for choice families. And that is precisely
what happened on reading scores (Table 12a).

Second, several commentators and news-
paper reports have picked up on claims that
because choice students started with low test
scores, they should be expected to do worse
than other students. This is undoubtedly true
in absolute terms, but not likely in terms of
change scores. That is why, in both regressions
and descriptive statistics, we emphasized the

changes in test scores, not the cohort scores.
In fact, because of regression to the mean ef-
fects, those scoring near the bottom of a dis-
tribution on a prior test are likely to improve
more than those scoring initially higher.16

That means that in terms of change scores,
choice students would be advantaged, not
disadvantaged by initially lower cores.

Finally, and the most absurd of all, is the
charge that we did not control for poor En-
glish speakers, and that biased the results
against choice because of the disproportion-
ate number of Hispanics in the program. Un-
fortunately, there is no measure of this
variable available in any of the data sets. His-
panic origin (which has always been included
in the analyses) probably is a good proxy, but
certainly not a perfect one.

However, again, when considering
changes scores, the exact opposite result is
likely. Regression to the mean will also occur
for these students and thus favor students
with poor English on a second test. These
students, however, will also be getting a year
of instruction in English between the tests.
Think of a child coming into a lower grade
knowing little English. The student will obvi-
ously not do well on either the initial reading
or math tests (because math tests also require
reading). The student is then immersed in
English for the first time. Relative to English
speakers, what will the change score look alike
after one year?

The analysis of the critics is so blatantly
erroneous that it seems as though either they
have little statistical or research training, or
they simply do not care and are motivated by
other factors, or both.

VI. Conclusions and
Recommendations

We ended the Fourth Year Report by summa-
rizing the positive and negative consequences
of the program. We then wrote:
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Honorable people can disagree on the im-
portance of each of these factors. One way
to think about it is whether the majority of
the students and families involved are bet-
ter off because of this program. The answer
of the parents involved, at least those who
respond to our surveys, was clearly yes. This
is despite the fact that achievement, as mea-
sured by standardized tests, was no differ-
ent than the achievement of MPS students.
Obviously the attrition rate and the factors
affecting attrition indicate that not all stu-
dents will succeed in these schools, but the
majority remain and applaud the program.

Although achievement test results may be
somewhat more bleak for choice in this
analysis, the differences are not very large in
terms of their impact, and the negative esti-
mates are based on less stable models and
smaller sample size. In addition test scores are
only one indication of educational achieve-

ment. Thus we see no reason to change last
year’s conclusion.

Our recommendations are no different
from those offered in previous years. For
those interested, they are stated in their en-
tirety in the Fourth Year Report.

TABLE 1

Participation and Attrition from the Choice Program, 1990–1995
1990–91 1991–92 1992–93 1993–94 1994–95

Number of students allowed in the
Choice Program (limited to 1% of
MPS enrollment)/ 1.5% 1994–95 931 946 950 968 1450

Number of private non-sectarian
schools in Milwaukee 22 22 23 23 23

Number of schools participating 7 6 11 12 12
Number of applicants 577 689 998 1049 1046
Number of available seats 406 546 691 811 982
Number of students participating

September count 341 521 620 742 830
January count 259 526 586 701 —
June count 249 477 570 671 —

Graduating students 8 28 32 42 45
Number of returning Choice students NA 178 323 405 491
Attrition rate1 .46 .35 .31 .27 .28
Attrition rate without alternative schools .442 .32 .28 .23 .24

1. The attrition rate for year t is defined as: 1.0 – [the number of returning students in year t + 1/
(the September count in year t - graduating students in year t )]

2. If Juanita Virgil Academy is excluded, the attrition rate is .29.

TABLE 2

How Choice Applicants Learn about the
Program, 1990–1994
(Percent indicating source used)

1990–94 1994

Friends or relatives 50.9 58.3
Television or radio 21.4 8.6
Newspapers 24.2 5
Private schools 17.7 20.1
Churches 3.7 2.9
Community centers 6.7 10.1
(N) (1,060) (139)

Question: “How did you learn about the Private
School Choice Program?”
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TABLE 3

Satisfaction with Information and Assis-
tance on the Choice Program, Applicants
1990–94 (Percent satisfied or very satisfied)

1990–94 1994

Amount of information
on the Choice Program 76.4 79.4

Accuracy of information
on the Choice Program 75.3 80.8

Amount of information
on the Private Schools 66.3 65.9

Accuracy of information
on the Private Schools 70.9 76.1

Assistance from school
you applied to 76.8 75.2

Assistance from Dept. of
Public Instruction in
Madison 64.8 78.2

(N) (1,060) (139)

Question: “How satisfied were you with the following?”

TABLE 4

Factors Affecting Decisions to Participate in Choice Program,
Applicants 1990–94 (Percentages)

1990–1994 1994
Very Some Not Very Some Not

Import. Import. Import. Import. Import. Import. Import. Import.

Educational Quality
in Chosen School 88.6 10.5 0.7 0.30 90.4 9.6 0.00 0.00

Teaching Approach
or Style3 85.7 13.2 0.7 0.4 86.8 12.5 0.7 0

Discipline in
Chosen School 74.6 22.1 2.9 0.40 68.4 26.5 4.4 0.7

General Atmosphere
in Chosen School 74.3 22.5 2.7 0.50 73.4 21.9 4.4 0.00

Class Size3 72 22.4 4.9 0.7 66.7 25.2 6.7 1.5
Financial

 Considerations 69.8 23.3 4.8 2.1 74.6 18.1 3.6 3.6
Special Programs

in Chosen School 68.4 25.7 3.6 2.3 68.1 23.7 6.7 1.5
Location of Chosen

School 60.5 22.2 11.7 5.6 64.2 24.1 7.3 4.4
Frustration with

Public Schools 59.5 23.9 10.7 5.9 61.3 20.4 14.6 3.6
Other Children in

Chosen School 36.6 29.2 14.8 19.4 36.1 30.1 3.5 20.3
(N) (964) (139)

Question:  “Please rate all of the following issues and their importance in your decision to participate in the
Choice program.”

3.  This question was not asked in the first two years of the study. The N for these responses is 581 in the
1990–94 responses.
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TABLE 5  DEMOGRAPHICS

TABLE 5A

Household Income (Percentages)
1 2 3 4 5 6 7

Choice New Choice Choice Low-Inc MPS
Applied Choice Enrolled Non-Select Attrition MPS Control

Thousands 1990–94 1994 1990–94 1990–94 1990–93 1991 1991

$0–$5 17.7 12.8 16 19.4 18 19 13
$5–$10 37.2 33 39.6 33.2 40 34 23
$10–$20 28.7 24.1 29.6 28.9 27 29 21
$20–$35 15.8 29.3 14.7 16.9 15 14 24
$35–$50 .6 0 0.20 1.2 1 3 13
$50 & over 0.10 0.80 0.00 0.30 0 0 8
(N) (1,020) (133) (627) (325) (293) (880) (1,513)
Mean Income 11.63 14.21 11.34 12.24 11.77 12.13 22.00

TABLE 5B

Race4 (Percentages)
1 2 3 4 5 6 7

Choice New Choice Choice Low-Inc MPS
Applied Choice Enrolled Non-Select Attrition MPS Control
1990–94 1994 1990–94 1990–94 1990–93 1991 1991

African American 74.5 71.9 73.2 78.0 75 67 55
Asian 0.40 0 0.20 0.20 0 5 4
Hispanic 18.7 19.4 21.3 14.2 16 11 10
Native American 0.4 0.00 0.1 0.7 1 1 1
White 4.9 7.9 4.9 4.3 7 15 29
Other 1 0.70 0.3 2.6 1 1 1
(N) (2,673) (139) (1,490) (886) (676) (3,179) (5,365)
4 Based on MPS Student Record Data Base (SRDB). In cases where Choice Students could not be found in the
SRDB, race data were taken from the school enrollment sheets.

TABLE 5C

Parent Marital Status (Percentages)

1 2 3 4 5 6 7
Choice New Choice Choice Low-Inc MPS
Applied Choice Enrolled Non-Select Attrition MPS Control
1990–94 1994 1990–94 1990–94 1990–93 1991 1991

Married 24.9 23 23.5 29.6 24 35 51
Single 38.9 42.2 39.8 35 42 32 22
Separated 12.4 17.8 13 11.5 9 11 8
Divorced 15.1 9.6 15.6 13.9 15 14 13
Widowed 3.2 .7 3.5 2.7 5 2 2
Living Together 5.5 6.7 4.6 7.3 5 6 4
(N) (1,032) (135) (633) (331) (294) (924) (1,637)



316 PART VIII DILEMMAS OF EVALUATION

TABLE 5D

Family Size (Percentages)
1 2 3 4 5 6 7

Choice New Choice Choice Low-Inc MPS
Children Applied Choice Enrolled Non-Select Attrition MPS Control
per Family 1990–94 1994 1990–94 1990–94 1990–93 1991 1991

1 27.8 31.7 25.9 29.7 19 9 13
2 30.2 30.9 31.9 28 31 26 33
3 19.2 18.7 22.3 14 24 27 26
4 12.5 8.6 11.5 13.4 16 18 151

5 or more 10.3 10 8.3 14.9 10 20 1,415
(N) (1,060) (139) (645) (343) (287) (908) (1,611)

Avg. number
of children 2.54 2.4 2.5 2.66 2.72 3.24 2.95
per family

TABLE 5E

Parents’ Education (Percentages)
8th Some Some College Some

Grade HS GED H.S. College Grad Post Grad (N)

Choice Applied 1990–94
Mother/Female Guardian 4.3 11.6 9.2 20.3 46.4 6.5 1.8 (1,027)
Father/Male Guardian 10.4 20.4 6.9 25.8 28.8 5 2.7 (624)

New Choice 1994
Mother/Female Guardian .8 9.8 9.8 15.9 53 6.8 3.8 (132)
Father/Male Guardian 6.2 16 6.2 23.5 33.3 4.9 9.9 (81)

Choice Enrolled 1990–94
Mother/Female Guardian 3 12 9.3 21.2 45.5 7.5 1.4 (626)
Father/Male Guardian 7.6 19.3 7 28.2 28.5 6.3 3.1 (383)

Choice Non-Select 1990–94
Mother/Female Guardian 6.9 10.8 9 19.2 46.2 5.7 2.1 (333)
Father/Male Guardian 15.6 22.1 6.5 20.6 30.2 3.5 1.5 (199)

Attrition 1990–93
Mother/Female Guardian 4 9 11 19 48 8 1 (292)
Father/Male Guardian 6 18 8 32 30 4 2 (175)

Low-Inc MPS 1991
Mother/Female Guardian 12 25 9 25 26 3 1 (881)
Father/Male Guardian 15 22 9 25 21 6 2 (535)

MPS Control 1991
Mother/Female Guardian 8 18 7 28 29 6 5 (1,525)
Father/Male Guardian 9 16 8 26 27 9 6 (1,127)
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TABLE 6

Scale Data — Means, Standard Deviations, Reliability, and Sample Size
Source of Scale, Range, Standard
and Direction by Group Mean Deviation Alpha (N)

Dissatisfaction with the administration of the choice application process
T3 – DisChAdm – Range = 6–24 (High = More Dissatisfied)

Choice Applied 1990–94 (Fall) 12.6 4.4 .91 609
New Choice 1994 (Fall) 12.0 3.8 .88 86
Choice Enrolled 1990–94 (Fall) 11.6 3.6 .88 364
Non-selected Choice 1990–94 (Fall) 14.4 5.0 .92 206

Importance of education compared to other goals
A1 – EdImport – Range = 7–15 (High = More Important)

Choice Applied 1990–94 (Fall) 11.6 1.9 .72 996
New Choice 1994 (Fall) 11.4 1.8 .72 129
Choice Enrolled 1990–94 (Fall) 11.7 1.8 .70 627
Non-Selected Choice 1990–94 (Fall) 11.4 1.9 .73 301
Choice Private School 1991–95 (Spring) 11.5 1.9 .77 732
Non-Selected Choice 1991–95 (Spring) 11.3 1.9 .76 210
Low-Income MPS 1991 11.8 2.0 .74 811
MPS Control 1991 11.7 2.0 .71 1,554

Frequency of parent contacting school
A2 – PiParScl – Range = 0–21 (High = More)

Choice Applied 1990–94 (Fall) 8.8 4.9 .79 775
New Choice 1994 (Fall) 9.3 5.1 .78 88
Choice Enrolled 1990–94 (Fall) 8.6 5.1 .81 466
Non-Selected Choice 1990–94 (Fall) 9.0 4.6 .74 269
Choice Private School 1991–95 (Spring) 9.4 4.8 .78 722
Non-Selected Choice 1991–95 (Spring) 8.0 5.0 .83 212
Low-Income MPS 1991 5.8 4.4 .79 807
MPS Control 1991 6.0 4.3 .78 1,529

Frequency of school contacting parent
A3 – PiSclPar – Range = 0–12 (High = More)

Choice Applied 1990–94 (Fall) 3.6 2.9 .67 811
New Choice 1994 (Fall) 4.1 2.9 .67 94
Choice Enrolled 1990–94 (Fall) 3.7 2.9 .67 495
Non-Selected Choice 1990–94 (Fall) 3.5 2.7 .63 276
Choice Private School 1991–95 (Spring) 4.4 2.9 .70 740
Non-Selected Choice 1991–95 (Spring) 3.8 3.0 .71 223
Low-Income MPS 1991 2.7 2.5 .67 834
MPS Control 1991 2.7 2.5 .65 1,594

Parental involvement in school organizations
A4 – PiSclOrg – Range = 0–5 (High = More)

Choice Applied 1990–94 (Fall) 2.4 1.5 .71 788
New Choice 1994 (Fall) 2.6 1.4 .71 90
Choice Enrolled 1990–94 (Fall) 2.4 1.5 .72 481
Non-Selected Choice 1990–94 (Fall) 2.4 1.4 .69 268
Choice Private School 1991–95 (Spring) 3.0 1.3 .54 731
Non-Selected Choice 1991–95 (Spring) 2.3 1.4 .66 218
Low-Income MPS 1991 1.7 1.3 .67 831
MPS Control 1991 1.9 1.4 .67 1,586
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TABLE 6  (CONTINUED)

Source of Scale, Range, Standard
and Direction by Group Mean Deviation Alpha (N)

Parental involvement in educational activities with child
A5 – PiChild – Range = 0–15 (High = More)

Choice Applied 1990–94 (Fall) 8.7 3.5 .76 987
New Choice 1994 (Fall) 8.7 3.5 .76 129
Choice Enrolled 1990–94 (Fall) 8.8 3.5 .76 619
Non-Selected Choice 1990–94 (Fall) 8.7 3.5 .78 302
Choice Private School 1991–95 (Spring) 8.9 3.8 .81 737
Non-Selected Choice 1991–95 (Spring) 8.8 3.9 .82 218
Low-Income MPS 1991 7.5 4.3 .85 833
MPS Control 1991 6.9 4.2 .83 1,575

Dissatisfaction with prior school
A6 – DisPrScl – Range = 8–32 (High = More Dissatisfied)

Choice Applied 1990–94 (Fall) 16.5 5.5 .89 646
New Choice 1994 (Fall) 16.0 5.2 .88 69
Choice Enrolled 1990–94 (Fall) 16.4 5.7 .89 406
Non-Selected Choice 1990–94 (Fall) 16.7 5.1 .88 209
Choice Private School 1991–95 (Spring) 13.6 4.9 .90 604
Non-Selected Choice 1991–95 (Spring) 15.4 5.6 .92 178
Low-Income MPS 1991 14.4 4.2 .85 636
MPS Control 1991 14.5 4.2 .85 1,224

TABLE 7

Grade Given to Choice School Experience
1991–95 (Percentages)

1 2 3 4 5
Choice Choice Choice Choice Choice
Private Private Private Private Private
1991 1992 1993 1994 1995

A 40.1 33.0 29.5 42.0 39.7
B 37.4 39.4 35.9 32.7 37.5
C 14.3 22.0 21.1 17.5 18.0
D 2.7 3.2 9.7 6.3 4.1
F 4.5 2.3 3.8 1.5 0.7
GPA 3.04 2.89 2.78 3.07 3.11
(N) (147) (218) (237) (269) (461)
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TABLE 8

Prior Test Scores
Applied Choice Low-Income MPS MPS Control

R M R M R M

1990
% At or Above 50% of NPR 23.3 31.1 27.2 .36.2 34.8 42.8
Median NPR 29 31 32 37 37 42
Mean NCE 39.1 39.7 40.1 42 43.6 45.8
Std. Dev. Of NCE 15.9 18.9 17 19.2 18.5 20.2
(N) (262) (257) (2,136) (117) (3,157) (3,130)

1991
% At or Above 50% of NPR 27.1 22.6 28.2 36.2 36.1 43.4
Median NPR 26 30 32 38 38 43
Mean NCE 37.5 37.9 40.2 42.9 43.7 46.3
Std. Dev. Of NCE 16.8 17.7 17 19 18.6 20.2
(N) (199) (204) (2,470) (2,447) (3,668) (3,643)

1992
% At or Above 50% of NPR 28.2 31.4 28.2 35.3 36.6 43.2
Median NPR 29 33 32 38 38 43
Mean NCE 40.0 40.3 40.2 42.4 43.9 46.0
Std. Dev. Of NCE 17.6 19.5 17.7 19.5 19.0 20.7
(N) (234) (226) (2,839) (2,801) (4,024) (3,991)

1993
% At or Above 50% of NPR 25.7 26.7 28.2 34.7 37.5 42.1
Median NPR 29 28 32 37 37 37.5
Mean NCE 38.0 40.0 40.2 42.0 43.3 45.2
Std. Dev. Of NCE 19.1 18.6 17.7 19.3 19.0 20.6
(N) (179) (175) (3,069) (3,049) (3,980) (3,962)

1994
% At or Above 50% of NPR 27.4 23.3 25.9 34.4 36.3 43.8
Median NPR 26.0 25.5 32.0 36.0 40.0 44.0
Mean NCE 37.3 35.8 38.7 41.4 42.9 46.0
Std. Dev. Of NCE 17.4 19.0 17.5 20.0 19.0 20.9
(N) (146) (86) (1,940) (1,208) (4,127) (3,204)

R = Reading Scores
M = Math Scores
NPR = National Percentile Ranking
NCE = Normal Curve Equivalent
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TABLE 9

Achievement Test Scores, 1991–95
Enrolled Choice MPS Low-Income MPS Control

R M R M R M

1991
% At or Above 50% of NPR 29.3 29.2 24.9 33.4 32.2 40.0
Median NPR 34 32 31 35 35 40
Mean NCE 42.6 40.2 39.1 42.0 42.2 45.2
Std. Dev. Of NCE 16.4 19.9 16.1 18.2 17.9 20.0
(N) (177) (185) (1,433) (1,419) (1,697) (1,957)

1992
% At or Above 50% of NPR 21.2 22.8 25.2 33.5 32.4 39.5
Median NPR 27 28 29 35 34 40
Mean NCE 37.3 36.7 39.3 41.8 42.3 44.6
Std. Dev. Of NCE 16.2 18.0 17.2 19.1 18.8 20.5
(N) (349) (369) (1,397) (1,338) (1,919) (1,896)

1993
% At or Above 50% of NPR 16.7 28.3 24.9 29.5 29.9 35.0
Median NPR 26 32 30 32 32 36
Mean NCE 37.2 42.2 38.8 39.9 40.9 42.9
Std. Dev. Of NCE 15.6 17.6 16.9 18.9 18.0 19.6
(N) (398) (395) (1,212) (1,189) (1,443) (1,370)

1994
% At or Above 50% of NPR 28.8 31.3 25.7 42.4 30.5 48.4
Median NPR 30 38 30 39 32 47
Mean NCE 38.2 42.2 38.4 42.0 40.5 44.0
Std. Dev. Of NCE 15.4 18.8 17.0 19.1 18.1 20.2
(N) (440) (471) (1,019) (996) (1,168) (1,141)

19956

% At or Above 50% of NPR 14.6 26.1
Median NPR 28.0 36.0
Mean NCE 38.8 42.8
Std. Dev. Of NCE 16.3 19.3
(N) (421) (462)

R = Reading Scores
M = Math Scores
NPR = National Percentile Ranking
NCE Normal Curve Equivalent

6. Only one MPS grade took the ITBS in 1995. Since it was a new version of the ITBS, comparable data do not
exist for 1995.
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TABLE 10A

Achievement Test Change Scores (NCEs), 1990 to 19917

Enrolled Choice MPS Low-Income MPS Control
R M R M R M

1990 Mean NCE 40.0 39.2 37.5 39.5 39.5 41.6
Std. Dev. 13.9 19.6 15.2 17.8 16.6 18.7
1991 Mean NCE 41.8 39.1 38.2 42.2 40.5 44.2
Std. Dev. 14.4 15.3 15.3 17.7 16.6 18.6
Mean Difference +1.8 -0.1 +0.7 +2.7 +1.0 +2.6
Std. Dev. 13.1 16.0 14.7 14.7 14.3 14.4
Probability Mean
Difference = 0 .193 .935 .144 .000 .022 .000
(N) (84) (88) (812) (792) (1,048) (1,029)

7. Only students who were tested in the Spring of 1990 and the Spring of 1991 are included. For Choice students
only those who completed a full year in the Choice schools are included. Sample sizes are small relative to the
total students in the Choice Program.

TABLE 10B

Achievement Test Change Scores (NCEs), 1991 to 1992
Enrolled Choice MPS Low-Income MPS Control

R M R M R M

1991 Mean NCE 39.8 39.0 38.0 41.5 40.0 43.4
Std. Dev. 17.0 18.6 15.1 17.3 16.6 18.4
1992 Mean NCE 35.9 38.4 38.4 41.3 40.5 43.1
Std. Dev. 14.4 15.3 15.3 17.7 16.6 18.6
Mean Difference -3.9 -0.6 +0.4 -0.3 +0.5 -0.3
Std. Dev. 16.0 16.3 14.6 15.3 14.2 14.6
Probability Mean
Difference = 0 .001 .586 .484 .605 .286 .574
(N) (192) (198) (911) (895) (1,173) (1,148)

TABLE 10C

Achievement Test Change Scores (NCEs), 1992 to 1993
Enrolled Choice MPS Low-Income MPS Control

R M R M R M

1992 Mean NCE 38.7 38.3 39.5 42.2 40.8 43.2
Std. Dev. 16.2 19.0 17.3 19.0 17.9 19.4
1993 Mean NCE 38.3 42.7 38.8 41.0 40.1 42.0
Std. Dev. 14.2 17.2 16.7 18.1 17.4 18.7
Mean Difference -0.4 +4.4 -0.7 -1.2 -0.8 -1.2
Std. Dev. 14.6 16.8 14.0 15.5 14.0 15.1
Probability Mean
Difference = 0 .928 .000 .131 .002 .091 .019
(N) (282) (288) (873) (842) (973) (938)
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TABLE 10D

Achievement Test Change Scores (NCEs), 1993 to 1994
Enrolled Choice MPS Low-Income MPS Control

R M R M R M

1993 Mean NCE 37.6 44.0 28.8 41.8 40.1 42.
Std. Dev. 15.7 17.1 16.7 18.58 17.6 19.4
1994 Mean NCE 37.5 42.0 35.6 41.5 39.9 42.7
Std. Dev. 15.8 17.8 16.9 19.1 18.6 19.8
Mean Difference -0.1 -2.0 -0.2 -0.3 -0.2 -0.1
Std. Dev. 14.7 14.7 14.0 16.5 14.0 16.3
Probable Mean
Difference = 0 .928 .002 .564 .631 .620 .904
(N) (289) (281) (688) (678) (766) (755)

TABLE 11A

Estimated Reading Iowa Test of Basic Skills, 1990–94, with Choice Indicator and Yearly
Choice Variables

Model 1 Model 2
Choice Indicator Choice Years

Variable B SE B B SE B

Constant 18.131*** .971 18.123*** .971
Prior Reading .495*** .014 .495*** .014
Prior Math .170*** .012 .170*** .013
Test Grade -.176 .091 -.175 .091
Gender (1 = female) 1.559*** .366 1.562*** .366
African American -3.911*** .546 -3.915*** .546
Hispanic -1.599* .725 -1.617* .726
Other Minority -2.435* 1.047 -2.439* 1.047
Low Income -2.510*** .577 -2.506*** .577

Choice Indicator -.568 .484 .— —

Choice Year 1 .— .— .100 .818
Choice Year 2 .— .— -1.200 .734
Choice Year 3 .— .— -.093 .875
Choice Year 4 .— .— -1.394 1.411

Adj. R2 .46 .46
F Statistic 446.32 441.23
Probability F = 0 .000 .000
Dependent Mean 40.09 40.09
Dependent St. Dev. 16.98 16.98
(N) (4,716) (4,716)

*** probability that B=0 < .001
** probability that B=0 < .01
* probability that B=0 < .05
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TABLE 10E

Achievement Test Change Scores (NCEs),
1994 to 19958

Enrolled Choice

R M

1994 Mean NCE 38.4 43.1
Std. Dev. 15.1 18.8
1995 Mean NCE 38.6 41.7
Std. Dev. 16.0 17.6
Mean Difference 0.2 -1.5
Std. Dev. 14.8 15.8
Probable Mean
Difference = 0 .783 .102
(N) (285) (306)
8. See footnote 6.

TABLE 11B

Estimated Math Iowa Test of Basic Skills, 1990–94, with Choice Indicator
and Yearly Choice Variables

Model 1 Model 2
Choice Indicator Choice Years

Variable B SE B B SE B

Constant 22.260*** 1.060 22.249*** 1.061
Prior Math .546*** .014 .546*** .014
Prior Reading .170*** .015 .170*** .015
Test Grade -1.089*** .100 -1.086*** .100
Gender (1 = female) -.065 .400 -.065 .400
African American -4.182*** .599 -4.182*** .599
Hispanic -1.546 .795 -1.568* .796
Other Minority .288 1.151 .284 1.152
Low Income -1.431 .633 -1.429* .633

Choice Indicator -.109 .527 .— .—

Choice Year 1 .— .— -.682 .894
Choice Year 2 .— .— .059 .801
Choice Year 3 .— .— .564 .946
Choice Year 4 .— .— -.823 1.541

Adj. R2 .46 .49
F Statistic 498.60 487.23
Probability F = 0 .000 .000
Dependent Mean 42.48 42.48
Dependent St. Dev. 18.83 18.83
(N) (4,653) (4,653)

*** probability that B=0 < .001
** probability that B=0 < .01
* probability that B=0 < .05
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TABLE 12A

Estimated Reading Iowa Test of Basic Skills, 1990–94, With Choice Indicator, Yearly Choice,
and Survey Variables

Model 1 Model 2
Choice Indicator Choice Years

Variable B SE B B SE B

Constant 14.947*** 2.168 14.968*** 2.168
Prior Reading .433*** .025 .436*** .025
Prior Math .177*** .021 .174*** .021
Test Grade -.020 .167 -.036 .168
Gender (1 = female) 2.508*** .657 2.517*** .657
African American -3.737*** .930 -3.762*** .929
Hispanic -1.144 1.173 -1.029 1.174
Other Minority -3.216 2.343 -3.194 2.340
Income ($1,000) .092** .032 .092** .032
Mother’s Education .491** .260 .499* .260
Married (1-=yes) -.271 .792 -.304 .792
PI-Schl. Cont. -.115 .090 -.112 .090
PI-Par. Cont. .081 .154 .080 .154
PI-Schl. Organ. .477 .267 .469 .267
PI-Child -.093 .097 -.094 .097
Edu. Expectations .167 .349 .180 .349

Choice Indicator -2.154** .749 .— .—

Choice Year 1 .— .— -1.382 1.092
Choice Year 2 .— .— -3.849*** 1.024
Choice Year 3 .— .— -1.256 1.225
Choice Year 4 .— .— -.410 1.852

Adj. R2 .50 .50
F Statistic 86.15 73.03
Probability F = 0 .000 .000
Dependent Mean 42.95 42.95
Dependent St. Dev. 16.47 16.47
(N) (1,385) (1,385)

*** probability that B=0 < .001
** probability that B=0 < .01
* probability that B=0 < .05
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TABLE 12B

Estimated Math Iowa Test of Basic Skills, 1990–94, with Choice Indicator, Yearly Choice, and
Survey Variables

Model 1 Model 2
Choice Indicator Choice Years

Variable B SE B B SE B

Constant 22.558*** 2.501 22.574*** 2.509
Prior Math .535*** .024 .533*** .024
Prior Reading .150*** .028 .151*** .029
Test Grade -1.285*** .192 -1.296*** .194
Gender (1 = female) 1.486* .755 1.488* .756
African American -5.112*** 1.081 -5.13*** 1.083
Hispanic -2.449 1.357 -2.389 1.361
Other Minority -3.384 2.691 -3.373 2.693
Income ($1,000) -.112** .037 .112** .037
Mother’s Education .007 .301 .012 .302
Married (1 = yes) -.520 .911 -.532 .913
PI-Schl. Cont. -.217* .103 -.215* .103
PI-Par. Cont. .304 .179 .303 .179
PI-Schl. Organ. -.202 .309 -.204 .310
PI-Child -.264* .112 -.265* .112
Edu. Expectations .740 .403 .749 .404

Choice Indicator .093 .864 .— .—

Choice Year 1 .— .— .282 1.261
Choice Year 2 .— .— -.464 1.187
Choice Year 3 .— .— .190 1.410
Choice Year 4 .— .— 1.297 2.131

Adj. R2 .53 .53
F Statistic 97.02 81.60
Probability F = 0 .000 .000
Dependent Mean 45.37 45.37
Dependent St. Dev. 19.53 19.53
(N) (1,372) (1,372)

*** probability that B=0 < .001
** probability that B=0 < .01
* probability that B=0 < .05
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TABLE 13

Why Choice Students Left the Choice
Program, 1991–19949

Responses (N) %

Quality of Program 68 30.5
Lack of religious training 13 5.8
Lack of transportation 17 7.6
Income 9 4.0
Application problems 14 6.3
Fee changes 13 5.8
Selection problems 2 0.9

Quality of the Choice School 96 43.0
Poor education 20 9.0
Too disciplinarian 13 5.8
Unhappy with staff 31 13.9
Lack of programs for

special needs students 14 6.3
Lack of programs for

talented students 2 0.9
Too segregated 1 0.4
Child terminated 3 1.3
Lack of teaching materials 7 3.1

Child/Family Specific 43 19.3
Transportation – too far away 12 5.4
Moved 15 6.7
Pregnancy 3 1.3
Quit school 4 1.8
Child custody change 2 0.9

Miscellaneous 9 4.0

Total 223

Question: “What were the major reasons your child
did not continue in last year’s school?” (Respondents
could give up to three answers)

9 Response rate for years 1992 to 1994 was 38%.

TABLE 14

Parents Participation In Educational Activities, 1991, Including Parents of Students No
Longer In Choice Schools (Percentages)

Times/Week
0 1–2 3–4 5 or more (N)

Help with child’s homework 3 17 31 48 (137)
Read with or to your child 9 25 29 37 (137)
Work on arithmetic or math 8 26 27 39 (135)
Work on penmanship or writing 16 31 24 30 (135)
Watch educational program on

T.V. with your child 15 46 24 15 (136)
Participate together in sports activities 23 43 15 18 (136)
Question: “How many times in a normal week did you participate in the following activities with your child?”
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Notes

1. Daniel McGroarty, “School Choice Slandered,”
The Public Interest (No. 17), Fall, 1994; Paul E.
Peterson, “A Critique of the Witte Evaluation of
Milwaukee’s School Choice Program,” Center for
American Political Studies, Harvard University,
February 1995, unpublished occasional paper.

2. This change is extremely important because most
students have been admitted to the Choice Pro-
gram in those grades. Private schools in general
prefer to limit lateral entry at higher grades and
therefore most have a grade structure which has
many more students in the lower grades than the
upper grades.

3. Table 6 contains information on “scales” which
are sets of questions measuring an underlying
concept. The exact questions for the scales appear
in the Fourth Year Report (Tables A1–A6). We cre-
ated simple scale scores by adding together re-
sponses to each item. Table 6 contains statistics
on the scales, defines the scale direction, and re-
ports the Cronbach Alpha statistic for the scale.
Cronbach Alpha is a measure of how well the
items form a scale. It has a maximum value of 1.0
when all items are perfectly correlated with each
other.

4. Test scores were not available for all students in
either group because tests were not given every
year in MPS. Therefore, there were no tests for 4-
and 5-year old kindergarten, and few for first-
grade students. Lateral entry into higher grades
could also have missed some students because
primary testing was in grades 2, 5, 7, and 10. For
the few high school students in the Choice Pro-
gram, the 10th grade test was excluded because
very few of these students were tested and be-
cause students were entering alternative schools
(schools for students contemplating dropping
out of school or pregnant teenage students).

5. A number of the tests taken in MPS were dictated
by rules for the federal Chapter I program which
required testing in every grade in reading and
math using a standardized achievement test. In
1993, the federal regulations changed from re-
quiring total math, consisting of three subtests,
to just “problem solving.” With that change, MPS
dropped Chapter I testing using all three subtests
for some students. Fortunately, the correlation
between the Problem Solving Component and
the Total Math score is .88. We were able to use
an estimated regression model with Problem
Solving estimating Total Math for students taking
just the Problem Solving portion. The details of
this procedure were described in Technical Ap-
pendix F of the Fourth Year Report.

6. Because sample sizes were relatively small for
choice students, the most reliable statistic in

these tables is the mean Normal Curve Equiva-
lent (NCE). Median and percent at or above 50%
National Percentile Rankings are included be-
cause these statistics are routinely reported by
MPS. Because a number of students may be
bunched together with small samples, both of
these numbers are volatile.

7. There is almost no dropping out at the elemen-
tary level. Drop-out rates are also extremely low
in middle schools. In MPS suspensions are also
rare in these grades and the policies and report-
ing vary considerably from school to school. For
example, student fighting, which leads to a sus-
pension for up to three days in most of the pri-
vate schools, may result in a student being sent
home in MPS. Whether that becomes an official
suspension or not may depend on the principal
and the reactions of the child or parents. The
numbers of official expulsions are even smaller
than dropouts or suspensions. See John F. Witte,
“Metropolitan Milwaukee Dropout Report,” Re-
port of the Commission on the Quality and Eq-
uity of the Milwaukee Metropolitan Public
Schools, 1985.

8. Please note that the cohort population described
in the last section is not identical with students
for whom we have change data from one year to
the next. Thus tables 9 and 10 are not directly
comparable.

9. Normal Curve Equivalents are used because Na-
tional Percentile Rankings are not interval level
data. One of the problems with the transforma-
tion from NPRs to NCEs is that the very lowest
and highest ends of the distribution are com-
pressed. This tends to inflate very low-end scores
and deflate very high-end scores. The lower end
inflation may affect this population, which has
quite a few test scores below the 10th National
Percentile. For later analysis, if sample sizes be-
come large enough, we will also analyze scores by
grade using the Iowa Test Standard Scores, which
are interval level but do not have this compres-
sion effect. NCEs are, however, the national stan-
dard for reporting results across populations and
grades for Chapter I and other programs.

10. All MPS results in this and last year’s report use
the estimated math score. In the third year we re-
ported the estimated scores in footnotes and ap-
pendices. We changed because we feel the more
accurate method is to include the estimated
scores to prevent an income bias associated with
Chapter I eligibility.

11. These regressions are the equivalent of a change
score with prior tests weighted proportionate to
their B values (rather than constrained to 1.0).
This can be determined by simply rewriting the
regression equations subtracting the prior tests
from each side of the equation.
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12. See John F. Witte, “A Reply to Paul Peterson,” un-
published paper, February 1995.

13. A final set of regressions, correcting for selection
into and out of the choice and MPS samples, is
currently being done. Those corrections require
quite robust statistical assumptions and will be
interpreted with caution. However, preliminary
results indicate that taking into account prima-
rily students not taking tests in a given year (be-
cause they left the respective systems or were not
tested if present), both MPS and choice scores are
corrected upward, but MPS scores are corrected
upward considerably more. The reason is that
non-Chapter I, MPS students were not as likely
to be tested each year and White, non-low-in-
come students were more likely to leave the sys-
tem.

14. The McGroarty article may be the most notable
for this. After spending pages demonstrating how
choice opponents use our reports to support
their positions, and criticizing test scores and at-
trition along the lines indicated below, he ends
with an unqualified litany of the positive results
we “demonstrated” (positive parental attitudes,
parental involvement, etc.). See McGroarty, 1994.

15. The one exception to this is the income variable.
Choice families have lower income than MPS
families and we assume income is related to
higher achievement. That variable, however, was
already in the earlier equations as an indicator
variable defined as qualifying for free lunch. the
survey variable may add accuracy, but essentially
that control was already in place.

16. Regression to the mean, taught in first semester
statistics courses, occurs because of measurement
error in tests. The easiest way to think about this
is to consider that a person’s true score varies
randomly around the score the person actually
records. For the person near the bottom of the
distribution of test scores, the distribution of
true scores is limited by not being able to go be-
low 0, and thus the probability is that they will go
up, not down. The same is true for people near
the top of the distribution, because they cannot
go above 100. If they are at 98 on the first test, the
likelihood is that they will go down on the second
try. Thus those near the bottom are likely to
move upward, toward the mean, and those at the
top the reverse.
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CHAPTER 21

School Choice in Milwaukee

A Randomized Experiment

Jay P. Greene, Paul E. Peterson, and Jiangtao Du

School choice or voucher plans in which
parents could use public funds to select the
public or private schools that their children
would attend have been receiving serious con-
sideration as a means of improving the quality
and efficiency of educational services. Al-
though there are theoretical reasons to believe
that choice and competition in schooling
might be beneficial, evidence from a random-
ized experiment has not been available to sub-
stantiate or refute those theories. The evidence
presented in this chapter from the school
choice program in Milwaukee provides an op-
portunity to learn more about the effects of
voucher programs from experimental data.

The Milwaukee experiment is unique in
that it is the first publicly funded voucher
program in the country and the only one
with several years of results. The Milwaukee
experiment is also unique in that vouchers
were assigned by lottery when classes were
oversubscribed. Analysis of data from a ran-
domized experiment avoids the selection bias
of comparing choosers to nonchoosers that
has plagued other studies of choice in educa-
tion. The Milwaukee experiment is of further

interest in that it offers a hard test of choice
theories because of the numerous constraints
under which the program has operated.

Scholars have suggested that privatiz-
ation may enhance efficiency in education in
three different ways. First, competition
among providers may reduce the cost and
improve the quality of services.1 Second, gov-
ernment-financed services may more closely
match consumer preferences if the latter are
given opportunities to sort themselves among
an array of options.2 Third, private producers
may more easily enlist the participation of
consumers in the co-production of the ser-
vices, thereby enhancing service quality and
effectiveness.3

If school choice could significantly im-
prove the quality of education, the political
and social benefits would be more than trivial.
Apart from cash-transfer services, education is
the largest part of the gross national product
(GNP) of any publicly provided service.4 In
1990 the cost of publicly financed education
services constituted $305.6 billion, or 5.6 per-
cent of the GNP.5 Yet public confidence in
public schools remains very low. In 1993 only
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19 percent of the population was willing to
give schools a grade of A or B, a fall of 8 per-
centage points since a decade earlier.6

Weak confidence in our public schools
may be due to their failure to keep pace with
rising public expectations. Estimated real
costs within the educational sector, adjusted
for inflation, rose by 29 percent or at an an-
nual rate of 1.5 percent between 1974 and
1991.7 Meanwhile, students’ performance as
measured by test scores, an important educa-
tional outcome, remained fairly constant.8

Between 1970 and 1992 elementary and sec-
ondary students averaged no more than a
gain of .1 of a standard deviation in math-
ematics and reading on the National Assess-
ment of Educational Progress, generally
thought to be the best available measure of
student achievement. Meanwhile, their scores
in science fell by .24 of standard deviation.9

Increasing costs with at best slight gains in
student achievement suggest that the public
school system has become less efficient.

Opportunities for efficiency gains are
particularly large in central cities. Whereas
competition among small school districts ex-
ists in suburban parts of many metropolitan
areas,10 most city schools are governed by a
single school board that does not ordinarily
allow schools to compete for students.11

Schools in rural areas often function as com-
munity institutions, facilitating co-produc-
tion of educational services, but city schools
have more limited ties to their immediate
neighborhoods. Perhaps for these reasons,
educational outcomes in the city lag those
outside the central city.12

It has been argued that any efficiency
gains are unlikely to result in higher levels of
student achievement, because cognitive skills
are either inherited or set in place at an early
age, making them hardly susceptible to ma-
nipulation by educational processes.13 But
the weight of the evidence is in the opposite
direction; numerous studies have found that

school characteristics affect student achieve-
ment.14 If these findings are correct, it may
be hypothesized that if government grants
are made available to families so they can
purchase educational services for their chil-
dren, efficiency gains accompanying
privatization will result in enhanced student
achievement.15 Under such arrangements,
competition among producers increases. In-
asmuch as consumers’ educational prefer-
ences vary and entry into the educational
market is not prohibitively large, many pro-
ducers will attempt to meet a demand for a
range and variety of services. Co-production
by consumers and providers (families and
the schools) is more likely if families have a
choice of schools.16

Yet efficiency gains that facilitate aca-
demic achievement may not be as great as
these considerations suggest. Consumers may
not have the information necessary to discern
schools’ academic quality.17 Or consumers
may choose schools on the basis of the
schools’ nonacademic characteristics, such as
proximity, religiosity, sports facilities, or so-
cial segregation.18

Potential gains in student achievement as
a result of privatization are much disputed, in
part because empirical research has left the is-
sue unresolved. Although two different re-
search traditions have sought to estimate the
comparative efficiency of private and public
schools, neither has provided a definitive an-
swer. The first research tradition has relied on
data from national samples (High School and
Beyond, the National Longitudinal Study of
Youth, and the National Education Longitudi-
nal Study) to estimate the achievement effects
of attending public and private schools. Most
of these studies have found that students who
attend private schools score higher on achieve-
ment tests or are more likely to attend college
than those who attend public schools.19

Because private schools are generally less
expensive than public schools, these studies
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suggest greater efficiency in the private sector.
But these findings may be contaminated by
selection bias: Students in private schools,
who come from tuition-paying families, may
have unobserved characteristics that increase
the likelihood of their scoring higher on
achievement tests, regardless of the schools
they attend.20

The second research tradition consists of
studies that evaluate the test performance of
students from low-income or at-risk back-
grounds who have received scholarships that
give them the opportunity to move from
public to private schools.21 Although these
evaluations also have reported that private
schools produce higher levels of student
achievement with less expenditure per pupil,
their findings may also be contaminated by
unobserved background characteristics of
scholarship recipients. In almost all the pro-
grams studied, scholarships have been dis-
tributed on a first-come, first-served basis.
They also require additional tuition pay-
ments by families, increasing the likelihood
that scholarship recipients have unobserved
characteristics (such as motivation) corre-
lated with higher test scores.

A previous evaluation of the Milwaukee
choice program reports no systematic
achievement effects of enrollment in private
schools.22 But this evaluation compared stu-
dents from low-income families with public
school students from more advantaged back-
grounds, leaving open the possibility that
unobserved background characteristics could
account for the lack of positive findings.23 In
sum, with the exception of the Milwaukee
evaluation, most studies have found effi-
ciency gains from the privatization of educa-
tional services. Yet all studies have suffered
from potential selection bias, because they
have relied on nonexperimental data that
have included unobserved but possibly rel-
evant background characteristics that could
account for reported findings.

One way to improve on previous research
is to conduct an experiment that avoids selec-
tion bias by randomly assigning students to
treatment and control groups. With random
assignment the members of the two groups
can be assumed to be similar, on average, in all
respects other than the treatment they receive.
Differences in average outcomes can be rea-
sonably attributed to the experimental condi-
tion. Only a few studies of school effectiveness
have been able to draw upon data from ran-
domized experiments, probably because it is
difficult to justify random denial of access to
apparently desirable educational conditions.24

The results from the Milwaukee choice pro-
gram reported here are, to the best of our
knowledge, the first to estimate from a ran-
domized experiment the comparative achieve-
ment effects of public and private schools.

Some results from the randomized ex-
periment in Milwaukee were reported by
Witte and associates in 1994,25 but that study
concentrated on a comparison of students in
choice schools with a cross-section of stu-
dents attending public schools. Data from the
randomized experiment were underanalyzed
and discussed only in passing.26 In addition
to our initial report,27 two other studies have
reported results from the randomized experi-
ment in Milwaukee,28 but all three studies re-
lied on inaccurate test score data.

Subsequent to issuing our report in 1996,
we discovered that the Milwaukee test score
data available on the world wide web did not
adjust for the fact that some students were
not promoted from one grade to the next. For
example, students in both test and control
groups who were held back for a year at the
end of third grade were scored as third grad-
ers when they otherwise would have been
scored as fourth graders. When this happens,
a student can receive a much higher percen-
tile score than is appropriate. Other students
are allowed to skip a grade, and if this pro-
motion is not taken into account, it produces
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an error of the opposite kind. We were able to
eliminate both types of error by adjusting test
scores to the correct grade level by means of
conversion tables.29

A Hard Case

The Milwaukee choice program, initiated in
1990, provided vouchers to a limited number
of students from low-income families to be
used to pay tuition at their choice of secular
private schools in Milwaukee. The program
was a hard case for testing the hypothesis that
efficiency gains can be achieved through
privatization, because it allowed only a very
limited amount of competition among pro-
ducers and choice among consumers.30

The number of producers was restricted by
the requirement that no more than half of a
school’s enrollment could receive vouchers. Be-
cause this rule discouraged the formation of
new schools, no new elementary school came
into being in response to the establishment of
the voucher program. Consumer choice was
further limited by excluding the participation
of religious schools (thereby precluding use of
approximately 90 percent of the private school
capacity within the city of Milwaukee). Co-pro-
duction was also discouraged by prohibiting
families from supplementing the vouchers with
tuition payments of their own. (But schools did
ask families to pay school fees and make volun-
tary contributions.) Other restrictions also lim-
ited program size. Only 1 percent of the
Milwaukee public schools could participate,
and students could not receive a voucher unless
they had been attending public schools or were
not of school age at the time of application.

These restrictions significantly limited the
amount of school choice that was made avail-
able. Most choice students attended fiscally
constrained institutions with limited facilities
and poorly paid teachers.31 One school,
Juanita Virgil Academy, closed a few months
after the program began.32 Although the

school had existed as a private school for a
number of years, it was eager to admit sixty-
three choice students in order to alleviate its
enrollment and financial difficulties. Even
with the addition of the choice students, the
school’s problems persisted. To comply with
the requirement that schools offer secular cur-
ricula, the school had to drop its Bible classes.
Parents complained about the food service,
overcrowded classrooms, a shortage of books
and materials, and a lack of cleanliness and
discipline. The executive director had hired a
new principal away from the public schools,
but she had to be relieved of her responsibili-
ties two months into the school year. The
school withdrew from the choice program the
next semester, giving as its reason the desire to
“reinstate religious training in the school.” A
few weeks later the school closed altogether.33

Given the design of the Milwaukee
choice program, more school failures might
have been expected. The three schools that
together with Juanita Virgil Academy admit-
ted 84 percent of the choice students in 1990
had modest facilities and low teacher salaries.
Bruce Guadalupe Community School was in
particular difficulty. Established in 1969, it
sought to preserve Latino culture and teach
children respect for both English and Span-
ish. Many teachers had once taught in Cen-
tral American schools. Instruction was
bilingual, often more in Spanish than En-
glish. Despite its distinctive educational mis-
sion, the school had difficulty making ends
meet. Even finding an adequate school build-
ing seemed a never-ending problem; the
school moved from one location to another
on several occasions during its first two de-
cades. By January 1990 things had become so
desperate that the school was on “the verge of
closing.” But enactment of the choice pro-
gram gave the school “new hope for the fu-
ture,” a hope that “otherwise had been
snuffed out.”34 A tuition voucher of more
than $2,500 per student was a boon to a
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school that had had trouble collecting $650
from each participating family.

Despite the arrival of choice students in
the fall of 1990, the school, still in financial
distress, was forced to cut its teaching staff by a
third. The school’s difficulties were fully re-
ported in the Milwaukee Journal: “Two staff
aides were fired, the seventh and eighth grades
were combined, the second grade was elimi-
nated with children put into the first or third
grade, and the bilingual Spanish program was
cut. . . . Two teachers were transferred. . . . The
former eighth grade teacher [was] teaching
fourth grade. . . . Overall, the teaching staff
was reduced from 14 to 9.”35 The school’s prin-
cipal described staff morale as “low.”

The two other community schools with
large choice enrollments, Harambee Com-
munity School and Urban Day School, had
better reputations, but still suffered from se-
rious financial difficulties.36 Like Bruce
Guadalupe, they catered almost exclusively to
a low-income minority population. Estab-
lished in the 1960s in former Catholic parish
schools, they tried to survive as secular insti-
tutions after the archdiocese closed the paro-
chial schools. Named for the Swahili word
meaning “pulling together,” Harambee pre-
sented itself as “an African American-owned
school emphasizing the basics through cre-
ative instructional programs, coupled with a
strong cultural foundation.”37 Urban Day was
said to place “a heavy emphasis on African
history and culture.”38

Like Bruce Guadalupe, these schools
could ask families to pay only a very modest
tuition. Though they set their annual rates at
somewhere between $650 and $800, only a
few families whose children were attending
the schools actually paid full tuition. Tuition
scholarships were the norm, not an excep-
tional privilege. But parents were expected to
participate in fund-raising activities. Teacher
salaries were much lower than those paid by
the Milwaukee public schools. As one princi-

pal observed, “The teachers who stay here for
a long time are either very dedicated or can
afford to stay on what we pay.”39

The quality of the physical plant provided
a visible sign of the school’s modest financial
resources: “Recess and physical education fa-
cilities were relatively poor in the schools. One
school had easy access to a city park for recess,
one relied on a blocked off street, two others
asphalt playgrounds with some wood chips
and playground equipment. All the schools
had some indoor space for physical education,
but it often served multiple purposes.”40 One
of its hardest-working supporters was asked
what she would most wish for the school. She
said, “I’d like to see the school financially self-
sufficient.”41

To repeat, the Milwaukee choice program
is a hard case to test the hypothesis that
privatization can result in efficiency gains. If
one finds efficiency gains under considerably
less than ideal circumstances, one is likely to
find gains under more opportune conditions.

School Costs

The relative costs of the public and private
schools in Milwaukee remained approxi-
mately the same throughout the four years of
the experiment. In the 1991–92 school year
payments per pupil to schools participating
in the choice program schools were $2,729.
Based on interviews with school administra-
tors, it is estimated that schools received an
additional $500 per student through fees and
fund-raising activities. Therefore, the total
costs per pupil are estimated to have been
$3,229. Per-pupil costs for the Milwaukee
public schools at this time averaged $6,656,
somewhat higher than the $5,748 cost of edu-
cating the average public school student in
the United States as a whole.42

Although it appears that the cost of edu-
cating a pupil in a choice school was only 48
percent of the cost of educating a student in
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the Milwaukee public schools, the actual dif-
ference was not this large. Choice school stu-
dents were provided transportation by the
Milwaukee public school system if they
needed it. In addition, the reported per-pupil
expenditures for the Milwaukee public
schools included the costs of educating sec-
ondary school students (which may be more
expensive than elementary education) as well
as students receiving special services. But
even after taking these considerations into ac-
count, the per-pupil costs of the private
schools were lower.

The Milwaukee Randomized
Experiment

The Milwaukee school choice program was a
randomized experiment. To ensure equal ac-
cess to the choice program among eligible ap-
plicants, the legislature required choice
schools, if oversubscribed, to admit appli-
cants at random. In the words of the original
evaluation team, “Students not selected into
the Choice Program in the random selection
process represent a unique research opportu-
nity. … If there are any unmeasured charac-
teristics of families seeking private education,
they should on average be similar between
those in and not in the program.”43 The legis-
lature asked the state’s Department of Public
Instruction to evaluate the Milwaukee choice
experiment. Data were collected on family
background characteristics and student per-
formance on the Iowa Test of Basic Skills in
reading and mathematics. These data were
made available on the world wide web in Feb-
ruary 1996.

Students did not apply to the choice pro-
gram as a whole; instead, they applied each
year for a seat in a specific grade in a particular
school. They were selected or not selected ran-
domly by school and by grade. Because the
random assignment policy was implemented
in this way, in our analysis we used a fixed ef-

fects model that took into account the grade to
which a student applied and the year of appli-
cation.44 Our analysis was unable to ascertain
the particular school to which a student ap-
plied,45 but it took this factor partially into ac-
count by adjusting for the ethnicity of the
applicant. More than 80 percent of the choice
students attended one of three schools, and of
these three schools virtually all students apply-
ing to one school were Hispanic, and almost
all students applying to the two others were
African American. Though the analysis took
the two predominantly African-American
schools as a block, it otherwise distinguished
among schools by adjusting for whether the
applicant was Hispanic or African American.
Because the number of white students and
other minority students for whom informa-
tion was available was so sparse that no reliable
results could be obtained, these students were
removed from the analysis.

By using a fixed effects model that took
into account each point at which randomiza-
tion occurred, together with a control for
gender, it was possible to estimate the effects
of enrollment on test scores in choice
schools.46 This procedure treated each point
at which randomization occurred as a
dummy variable. The measures of test score
performance were the students’ normal curve
equivalent (NCE) scores for math and read-
ing on the Iowa Test of Basic Skills. The NCE
is a transformation of the national percentile
rankings that arranges the scores around the
fiftieth percentile in a manner that can be de-
scribed by a normal curve. A standard devia-
tion for NCE is 21 percentile points.

Separate ordinary least squares regres-
sions produced an estimate of the effect of
one, two, three, and four years of treatment
on math and reading scores. The analysis of
the Milwaukee randomized experiment con-
ducted by Rouse constrained the effects of
treatment to be linear in order to estimate the
effect of each year in a single regression for
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math and reading, respectively.47 Because the
effects of treatment do not seem to have been
linear, our approach of estimating each
amount of treatment separately avoided this
source of potential bias.

Coefficients for each dummy represent-
ing the points of randomization and the con-
stant are too cumbersome to present in a
book of this nature, but are available from the
authors upon request, as are the coefficients
for all substantive variables employed in the
models. We controlled for gender in every re-
gression, because it was available for virtually
all students and produced a more precise esti-
mate of the effect of treatment.

Our data are limited by the fact that test
data were available for only 78 percent of
those assigned to the treatment group and 72
percent assigned to the control group. The
percentage of test scores available decreased
to 40 percent of the treatment group and 48
percent of the control group by the third or
fourth year following application to the pro-
gram (see table 1).

Our results depend on the assumption
that the missing cases did not differ apprecia-

bly from those remaining in the sample.48

One way of estimating whether this assump-
tion is reasonable is to examine the observed
characteristics of students in the treatment
and control groups. As can be seen in table 2,
the background characteristics of the two
groups do not differ in important respects. In
the words of the original evaluation team, “In
terms of demographic characteristics, non-
selected. . . students came from very similar
homes as choice [students did]. They were
also similar in terms of prior achievement
scores and parental involvement.49

Results

Using the analytical procedures discussed
above, we estimated the effects of choice
schools on students’ performance after one,
two, three, and four years of attending choice
schools.50 Table 3 reports the results of our
main analysis, in which we estimated the dif-
ference in test scores between students attend-
ing choice schools and those in the control
group after controlling for gender using a fixed
effects model that takes into account the
points of randomization in the experiment.

The estimated effects of choice schools
on mathematics achievement were slight for
the first two years students were in the pro-
gram. But after three years of enrollment stu-
dents scored 5 percentile points higher than
the control group; after four years they scored
10.7 points higher. These differences between
the two groups three and four years after
their application to choice schools are .24 and
.51 standard deviation of the national distri-
bution of math test scores, respectively. They
are statistically significant at accepted confi-
dence levels.51 Differences on the reading test
were between 2 and 3 percentile points for
the first three years and increased to 5.8 per-
centile points in the fourth. The results for
the third and fourth years are statistically sig-
nificant when the two are jointly estimated.52

TABLE 1

Students for Whom Data  Are Available
Choice Control

Student category students students

Percent with test
scores available
(table 13-3, columns 1–4) 79 72

Total number who
applied, 1990–93 908 363

Percent with test scores
three or four years after
application
(table 13-3, column 5) 40 48

Total number who applied
in 1990 or 1991, making it
possible to have scores
three or four years after
application 592 166
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Controlling for Family Background

The results in the main analysis in table 3 pro-
vide the best estimate of the achievement ef-
fects of attendance in private schools, because
this analysis had the fewest missing cases. But
because these results do not take into account
family background characteristics, they de-
pend on the assumption that students were as-
signed at random to the test and control
groups. Inasmuch as even the main analysis
had many missing cases, it was possible that
the two groups were no longer similar in rel-
evant respects, despite their similar demo-
graphics (see table 2). To explore whether this
possibility contaminated our results, we per-
formed a fixed effects analysis that took into

account gender, mother’s education, and par-
ents’ marital status, income, education expec-
tations, and time spent with the child. Table 4
reports the results.

This analysis depended on information
provided in response to a written question-
naire which, unfortunately, many parents did
not complete. Background information was
available for only 47 percent of the selected
students and 36 percent of the control group.
The number of cases available for analysis
was therefore considerably reduced, and the
point estimates are less reliable. Nevertheless,
all point estimates are positive, and six of the
eight are actually larger than those reported
in the main analysis.

TABLE 2

Background Characteristics of Students in Treatment and Control Groups
(Total numbers of cases in parentheses)

All students with scores
three or four years

All students in the study after application

Choice Control p Choice Control p
Characteristic students students valuea students students valuea

Math scores before 39.7 39.3 .81 40.0 40.6 .86
application (264) (173) (61) (33)

Reading scores before 38.9 39.4 .74 42.1 39.2 .35
application (266) (176) (60) (33)

Family income 10,860 12,010 .14 10,850 11,170 .84
(423) (127) (143) (25)

Mothers’ education 4.2 3.9 .04 4.1 3.8 .15
3 = some college (423) (127) (144) (29)
4 = college degree

Percent married parents 24 30 .17 23 38 .11
(424) (132) (145) (29)

Parents’ time with children 1.9 1.8 .37 1.9 1.7 .26
1 = 1–2 hours/week (420) (130) (140) (27)
2 = 3–4 hours/week
3 = 5 or more

Parents’ education 4.2 4.2 .85 4.2 3.7 .01
expectations  of children (422) (129) (142) (27)
4 = college
5 = graduate school

a. The tests of significance are suggestive of the equivalence of the two groups. Technically, tests of significance
should be done at each point of random assignment, but the number of cases at each point is too few for such
tests to be meaningful.
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Controlling for Prior Test Scores

The main analysis did not control for stu-
dents’ test scores before entering into the
choice program. It is not necessary to control
for pre-experimental test scores when com-
paring a treatment group and a control group
in an experimental situation, because the two
groups, if randomly assigned to each cat-
egory, can be assumed to be similar. But be-

cause of the sizable number of missing cases
it is possible that the two groups we com-
pared had different pretest scores before the
experiment began. This potential source of
bias did not appear, however. The average
pretest scores at the time of application for
the two groups were essentially the same. The
average math and reading pretest scores for

TABLE 3

The Effect of Attending a Choice School on Test Scores, Controlling for Gender, Using Fixed
Effects Model
(NCE percentile pointsa)

3 or 4
years

1 year of 2 years of 3 years of 4 years of jointly
Effect and subject treatment treatment treatment treatment estimated

Differences in mathematics scores between choice students and control group
Effect on math scores 1.31 1.89 5.02** 10.65** 6.81**
Standard error 1.98 2.05 3.07 4.92 2.97
N 772 584 300 112 316

Differences in reading scores
Effect on reading scores 2.22* 2.26 2.73 5.84* 4.85**
Standard error 1.74 1.78 2.63 4.22 2.57
N 734 604 301 112 318
a. Normal curve equivalent.
* = p < .10 in one-tailed t-test
** = p < .05 in one-tailed t-test

TABLE 4

The Effect of Attending a Choice School on Test Scores, Controlling for Gender, Education
Expectations, Income, Marital Status, Mother’s Education, and Time Spent with Child, Using
Fixed Effects Model
(NCE percentile pointsa)

1 year of 2 years of 3 years of 4 years of
Effect and subject treatment treatment treatment treatment

Differences in mathematics scores between choice students and control group
Effect on math scores 6.01** 5.36* 8.16* 7.97
Standard error 3.39 3.39 5.82 9.85
N 378 289 149 57

Differences in reading scores
Effect on reading scores 4.72** 1.17 8.87** 15.00*
Standard error 2.88 2.99 5.27 9.45
N 358 293 150 55
a. Normal curve equivalent.
* = p < .10 in one tailed t-test
** = p < .05 in one-tailed t-test



those selected for the choice program were
the NCE equivalents of 39 and 38 percentile
rankings, respectively; for those not selected
they were the NCE equivalents of a 39 per-
centile ranking for reading and a 40 percen-
tile ranking for math (see table 2).

Inasmuch as the students’ pretest scores
at the time of application were essentially the
same, it is unlikely that controls for this vari-
able would alter the result. We nonetheless
tested for the possibility, and the results are
reported in table 5. Because pretest scores at
the time of application were available for
only 29 percent of the selected students and
49 percent of the control group, the sample
size for this analysis is smaller and the results
are generally not statistically significant. Yet
five of the eight point estimates are larger
than those in the main analysis, and all but
one have positive signs.

Effects on All Students Accepted
into the Choice Program

The results reported so far compare students
who attended private schools with students
who had applied for choice but were assigned
to the control group. Some students, how-

ever, were accepted into the program but
chose not to participate for the full four years.
Some students immediately turned down the
opportunity, but others left sometime during
the four-year period.

To see the effect of the choice program
on all those admitted, regardless of their sub-
sequent enrollment decisions, we conducted
an analysis identical to the main analysis, ex-
cept that analysis compared all students ini-
tially assigned to treatment and control
groups, regardless of the schools they chose
to attend. This type of analysis is known in
medical research as an intention-to-treat
analysis. In many medical experiments sub-
jects may be more or less faithful in comply-
ing with the treatment. For example, some
forget to take their pills three times a day as
instructed. An intention-to-treat analysis an-
swers this question: Is the treatment effective
even when compliance is less than 100 per-
cent? Those who refused enrollment in the
private schools or left before the end of the
experiment can be thought of as not having
complied with the treatment.

This approach had the important disad-
vantage of including in the treatment group
many students who either did not attend the

TABLE 5

The Effects of Attending a Choice School on Test Scores, Controlling for Gender and Test
Scores Before Application, Using Fixed Effects Model
(NCE percentile pointsa)

1 year of 2 years of 3 years of 4 years of
Effect and subject treatment treatment treatment treatment

Differences in mathematics scores between choice students and control group
Effect on math scores 2.34 3.46* 7.40** 4.98
Standard error 2.32 2.71 4.08 9.16
N 286 185 83 31

Differences in reading scores
Effect on reading scores 1.50 3.24* 5.28* -3.29
Standard error 2.07 2.46 3.74 7.46
N 303 189 84 31
a. Normal curve equivalent
* = p < .10 in one tailed t-test
** = p < .05 in one-tailed t-test
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private schools or attended the private
schools for less than the full period under
study. But it had two advantages. First, depar-
ture from an ideal randomized experiment
was less in this case than in the main analysis.
All cases were preserved except instances in
which test data were not collected. The per-
centage of intention-to-treat cases in the
analysis was 89 percent; sixty-three percent of
the intention-to-treat cases three or four
years after application remained in this
analysis (see table 6).53 (There were fewer
missing cases because the students who left
private schools but were tested in the Mil-
waukee public schools were not excluded
from the intention-to-treat analysis.) Second,
this analysis may have better captured what

might happen if choice between public and
private schools were generalized; students
can be expected to migrate back and forth be-
tween the two systems.

Are there efficiency gains when compari-
sons are made between all those randomly as-
signed to the intention-to-treat group and
the control group? The answer to this ques-
tion is given in table 7. The effects do not dif-
fer in any significant way from those reported
in the main analysis. Slight positive effects are
found for the first three years after applica-
tion to the program, and moderately large ef-
fects are found after four years. Students who
were given a choice of schools performed bet-
ter than did the control group, regardless of
the public or private schools they attended.

TABLE 7

The Effect of Being Selected for a Choice School (Intention to Treat) on Test Scores, Control-
ling for Gender, Using Fixed Effects Model
(NCE percentile points a)

1 year of 2 years of 3 years of 4 years of
Effect and subject treatment treatment treatment treatment

Differences in mathematics scores between choice students and control group
Effect on math scores 2.68* 2.59* 3.83* 11.00**
Standard error 1.89 1.94 2.87 4.14
N 854 728 435 175

Differences in reading scores
Effect on reading scores 2.46* 2.57* 2.10 6.26**
Standard error 1.71 1.68 2.48 3.65
N 816 738 441 175

a. Normal curve equivalent
* = p < .10 in one tailed t-test
** = p < .05 in one-tailed t-test

TABLE 6

Percentage of Students in Intention-to-Treat Analysis for Whom Data Are Available
Selected Control

Student category students students

Percent with test scores available (table 7, columns 1–4) 89 72
Total number who applied, 1990–93 908 363
Percent with test scores three of four years after application 63 48
Total number who applied in 1990 or 1991, making it possible 592 166

to have scores three or hour years after application
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All results but one are statistically significant
at the .1 level; fourth-year results are signifi-
cant at the .05 level.

These results suggest that some of the
achievement effects produced by choice may
be due to a closer match between school
qualities and student needs. When families
are given a choice between public and private
schools, they may be choosing the options
best suited to their children. It is possible that
public schools induced some families with
students in the treatment group to return to
the public schools by providing them with
better public school alternatives. The Mil-
waukee public school system had the ability
to respond in this manner because it had a
number of magnet schools. It also had the in-
centive to react, because the system could re-
gain funds equivalent to the size of the
voucher if a student returned to the public
school system.

Conclusions

The Milwaukee choice experiment suggests
that privatization in education may result in
efficiency gains. This finding emerges from a
randomized experiment less likely to suffer
from selection bias than studies dependent
on nonrandomized data. The consistency of
the results is noteworthy. Positive results were
found for all years and for all comparisons
except one. The results reported in the main
analysis for both math and reading are statis-
tically significant for students remaining in
the program for three to four years when
these are jointly estimated.

These results after three and four years
are moderately large, ranging from .1 of a
standard deviation to as much as .5 of a stan-
dard deviation. Studies of educational effects
interpret effects of .1 standard deviation as
slight, effects of .2 and .3 standard deviation
as moderate, and effects of .5 standard devia-
tion as large.54 Even effects of .1 standard de-

viation are potentially large if they accumu-
late over time.55 The average difference in test
performances of whites and minorities in the
United States is one standard deviation.56 If
the results from Milwaukee can be general-
ized and extrapolated to twelve years, a large
part of between-group reading differences
and all of between-group math differences
could be erased.

Without data beyond the Milwaukee
program’s first four years, one can only
speculate as to whether such generalization
and extrapolation are warranted. But if they
are, the effectiveness of government-financed
education could be greatly enhanced. These
moderately large effects on student achieve-
ment were observed even though the Mil-
waukee plan offered students and families
only a slightly enlarged set of educational
choices. These achievement effects were pro-
duced at lower per-pupil cost than that of a
Milwaukee public school education.

One must be cautious concerning the
universe to which these results are general-
ized. Efficiency gains may be greater in Mil-
waukee and other central cities than in
suburban areas where competition among
school districts is greater. They may also be
greater in cities than in rural communities
where opportunities for co-production in
public education may be more prevalent. The
magnitude of the gains reported here may
not be generalizable beyond central cities.

In addition, the study was limited to stu-
dents from low-income families. Other studies
suggest that private schools have a larger posi-
tive effect on the achievement of disadvan-
taged students.57 Perhaps the results found in
Milwaukee are restricted to low-income mi-
nority populations. Finally, the results are for
families who applied for vouchers. It may be
that the benefits of privatization are greater for
those families who desire alternatives to the
public schools serving them. Their children
may have been particularly at risk in public
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schools, and they may be more willing to en-
gage in coproduction than all other families.

The conclusions that can be drawn from
our study are further restricted by limitations of
the data made available on the world wide web.
Many cases are missing from this data set. The
percentage of missing cases is especially large
when one introduces controls for background
characteristics and preexperimental test scores.
But given the consistency and magnitude of the
findings as well as their compelling policy im-
plications, they suggest the desirability of fur-
ther randomized experiments capable of
reaching more precise estimates of efficiency
gains through privatization.

Randomized experiment are under way
in New York City, Dayton, and Washington,
D.C.58 If the evaluations of these randomized
experiments minimize the number of mis-
sing cases and collect preexperimental data
for all subjects in both treatment and control
groups, they could, in a few years’ time, pro-
vide more precise estimates of potential effi-
ciency gains from privatizing the delivery of
educational services to low-income students.
Similar experiments should be conducted in
a variety of contexts, but especially in large
central cities, where potential efficiency gains
seem particularly likely.
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Witte, Sterr, and Thorn (1995) wrote a fifth-
year report for the Milwaukee School Choice
program. Their conclusion was that students in
the Choice program did not perform differently
than students in public schools. Then Greene,
Peterson, and Du (1998) obtained the data from
the web site put together by Witte and colleagues.
They reanalyzed the same data but came to the
incompatible conclusion that Choice students
significantly outperformed their counterparts in
public schools after staying in the program for
three or fours years.

What I observe here is two totally differ-
ent conclusions drawn by two groups of re-
searchers using the same data set. Three
questions come into my mind immediately.
What happened? How is it possible? Which of
these two studies, if either, is to be believed?
In the following critique of these two studies,
I will answer the first two questions and shed
light upon the third. For the sake of brevity,
hereafter I will refer to the Witte and col-
leagues study simply as Witte and the Greene
and colleagues study simply as Greene.

Most of us usually think statistics are ob-
jective and will not lie to us. Statistics, how-
ever, are like any other tools created by
humans to achieve our goals. Different people
can use the same tool to produce very different

products. Statistical procedures, correctly ap-
plied, invariably produce means when you tell
them to calculate means and compare the dif-
ferences between two groups when you specify
those two groups. They are completely objec-
tive in the sense that they follow the laws of
mathematics and logic. Beyond this sense,
however, in practice the results of statistical
analyses heavily depend on the knowledge,
background, skills, values, and intentions of
the researchers. Although one of the biggest
struggles of the social sciences is to produce
value-free research, no matter how hard any-
one tries, social science research cannot and
will not be completely value free.

There are, however, reasonable bound-
aries outside of which research is not scien-
tifically credible. Let us examine the specific
methodological and statistical procedures
used by the two groups of researchers to pro-
duce these incompatible conclusions.

Population and Sample

The first step in conducting an empirical
study is to define the relevant population and
sample. In turn, the definitions of the popu-
lation and sample depend on the purpose of
the study.
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It is interesting in this regard that al-
though Witte and Greene used the same data
set, they used different definitions of the
population and sample. Moreover, neither
study explicitly defined either the population
or the sample.

Based on the presentation of the analyses,
I inferred that the population in Witte’s study
was made up of students in the Choice pro-
gram and all students in the Milwaukee Public
Schools (MPS). The sample seems to have
been composed of those among these students
whose test scores and/or parents’ attitudes and
demographic data were available, though this
was never explicitly stated. In contrast,
Greene’s study clearly stated that they took
students who applied for the Choice program
as the population and that the sample was
made up of those among these students whose
test scores and/or parents’ attitudes and demo-
graphic data were available.

Since these are different populations and
samples, it is evident that the two studies have
different scopes of interest. Witte apparently
thought that all public school students’ perfor-
mances were relevant to the evaluation of the
Choice program. In contrast, Greene evidently
thought that only the performances of those
students who actually applied for the Choice
program are relevant. Accordingly the differ-
ences in the conclusions of these two studies
can be largely attributed to the differences in
defining their populations and samples for
evaluation of the Choice program.

Selection of the Control/
Comparison Groups1

In general, selection of a control group can
heavily influence if not completely determine
the conclusions drawn by a researcher. For ex-
ample, although you probably can neither sing
better than Whitney Houston nor outperform
Michael Jordan on the basketball court, you
very well may be able to sing better than
Michael Jordan and outperform Whitney

Houston on the basketball court. I hope this ex-
ample helps you to understand the importance
of choosing your control/comparison group,
not only in terms of to whom you compare but
also in terms of which dimension you want to
use to make the comparison.

Unfortunately, there are no iron rules to
follow when choosing a comparison group.
The general guideline is to pick a group as
similar as possible to the experimental group
in every variable except for the treatment (or
independent variable of interest) in the study.
Ideally, you want everything to be completely
equal between groups, except the treatment.

In the case of these two studies, the stu-
dents are not at all like rats in the laboratory.
Rats can be chosen from the same family, fed
the same food, caused to sleep in the same
room, and  exposed to exactly the same light-
ing and temperature tightly controlled by the
experimenter. So a control or comparison
group and an experimental group can be es-
sentially equal before the study begins. Stu-
dents, however, vary by race, income level,
gender, and family background, among many
other things. Moreover, any of these variables
may have effects on the test scores. If a com-
parison group and the experimental group
were known to be different in terms of these
other variables (which they brought into the
study with them), then it would make the
evaluation of the Choice program necessarily
uncertain and unclear.

One way that evaluators often deal with
equalizing the control and experimental
groups is through random assignment of in-
dividuals to groups. In this case, random as-
signment of students to groups could help
equalize the other irrelevant variables be-
tween the two groups. If this were done and
no differences were found on these other
variables, then any observed differences on
the test scores can be clearly attributed to the
treatment, in this case, the Choice program.

Witte was apparently uncertain about
how to choose the best comparison group.
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Without providing any rationale, they used
two comparison groups, (1) all MPS stu-
dents, and (2) low-income MPS students.
Both groups, however, were found to be dif-
ferent from the experimental group on some
or all of the race, income, and family back-
ground variables. Besides, the low-income
MPS group is a segment of the total MPS.
This makes the two comparison groups de-
pendent upon each other and creates a lot of
headaches when any statistical comparisons
are done.

In contrast, Greene reported that the
Wisconsin legislature required that Choice
schools, if oversubscribed, must admit appli-
cants at random. Their experimental group
therefore consisted of students who were se-
lected into the Choice program. Their control
group consisted of students who applied but
did not get selected. The random assignment
of applicants into either experimental or con-
trol group was performed by the schools
themselves. This means of selecting a control
group is clever; it can help equalize the con-
trol and experimental groups.

Although neither of the studies showed
statistical significance on the differences of de-
mographic variables between their experimen-
tal and comparison or control groups, table 3
in Greene showed more similarities between
these two groups than Witte’s table 5a–5e. So
in my judgment, based on their effort to keep
everything else constant, Greene came up with
a better group for comparison than did Witte.

Response Rate

A response rate does not have to be 100 per-
cent for a study to arrive at sound conclu-
sions, as long as a representative sample is
carefully selected. To be representative means
that the sample’s characteristics reflect the
population’s characteristics proportionally. In
the abstract, only random sampling can be
bias-free in this regard. Random sampling
from a representative sampling frame is the

only sure-fire method of ensuring a represen-
tative sample.

Neither of these studies used random
sampling. Instead both simply tried to access
as many records as they could within their
defined populations. However, in both stud-
ies the records were far from complete. In-
complete records created a problem
associated with response rate.

The basic response rate problem faced by
both studies is that people who took the time
to answer a questionnaire and mail it back
may well have had different opinions than
those who took a look at the questionnaire
and threw it in the trash can. This is a form of
self-selection, and it is well established empiri-
cally that self-selected samples usually have
some traits different from the population.
Moreover, when self-selection bias enters the
picture at the same time that the response rate
is too low, the result is highly likely to be a dis-
torted picture of the population.

Specifically, in terms of these two studies,
the response rates for Witte were 30.9 percent
for the experimental and 31 percent for the
comparison group for the test scores, but they
dropped to 18.8 percent and 9.3 percent, re-
spectively, for both test scores and parent sur-
vey. The response rates for Greene were 79
percent for the experimental and 72 percent
for the control group for the test scores, but
they dropped to 46 percent and 35 percent, re-
spectively, for both test scores and parent sur-
vey. Although neither of these studies had an
impressive response rate, Greene had a some-
what better response rate than Witte.2

Whether or not low rates of response lead
to erroneous portrayal of a population de-
pends on the reasons for nonresponse (Simon
and Burstein 1985). In the case of these two
studies, the question is an empirical one: Are
the characteristics of the nonrespondents re-
lated to the information that the researchers
seek to collect? It would take a detailed histori-
cal, ethnographic, and demographic compari-
son between respondents and nonrespondents

CHAPTER 22 TWO SIDES OF ONE STORY 347



to fully provide the information needed to
evaluate the effect of nonresponse on either of
the studies’ conclusions.

Appropriateness
of Statistical Analyses

To save time and space, I shall only criticize
the statistical procedures with which I dis-
agree.

Two weaknesses were obvious in Witte’s
statistics. First, the random sampling as-
sumption was violated. This prevented them
from fully utilizing the data. More specifi-
cally, in tables 2 to 5e they seemed to compare
the differences between the data in 1994 with
all data accumulated over the five years. Yet
because of this violation they could only
present percentages and not anything about
the statistical significance of the differences
between them. It is also odd for Witte to
come up with the idea of comparing a part
with its total as the part is already included in
the total. This idea makes these observations
dependent on each other, a procedure com-
monly known as dependent sampling. Special
procedures for dependent sampling are avail-
able, but there is no indication that they were
used in this study. Most basic statistical pro-
cedures such as chi-square, t-tests and regres-
sion analyses assume the observations to be
independent. Yet none of these analytic pro-
cedures could have been used credibly in this
study since they compared the five-year data
with data collected in 1994. Had this viola-
tion been ignored and basic statistical proce-
dures used anyhow, the results would likely
be incorrect estimates of parameters and in-
correct conclusions.

Second, the data in Witte were not pre-
sented in a consistent manner. The experi-
mental group in table 8 was comprised of
students who applied to the Choice program.
In Table 9, the experimental group became
students who enrolled in the Choice program.
Yet there is no explicit explanation for the

switch. And then again in table 10, the
samples were different from those in table 9.
As a consequence of this sort of sloppy pre-
sentation, I simply could not make any coher-
ent sense out of the numbers in these tables.
Undoubtedly, Witte collected much more
data than needed. It was their responsibility,
however, to sort through the data and only
present meaningful and useful analyses and
results. Their article failed to do this in any
sort of clear and distinct manner. I would
speculate that the absolute lack of consistency
from one table to the next is attributable to
having had the data collected by a different
person every year and having had each analy-
sis also done by a different person (perhaps
different graduate students). This would ex-
plain why, for example, tables 8 and 9 contain
simple descriptive statistics (such as medians,
means, standard deviations, and sample
sizes) but tables 10a to 10e are simply a mess,
containing twenty-six separate t-tests.

Any student who goes through a first statis-
tics class should have learned that one should
not present a large number of separate t-tests.
One reason is that one out of twenty such tests
will show significant differences as a result of
chance alone. The significance of the t-value in
such tests depends on how many t-tests you
perform at the same time. Bonferroni multiple
comparison method should be introduced
when reading the statistical significance of each
t-test. Another reason is that to do this ignores
the interdependencies between groups and risks
misconstruing the results.

In any case, because the two comparison
groups are dependent upon each other, it is im-
possible to make any meaningful comparisons
between groups. The only remedy for this is to
pick one and only one comparison group and
get some meaningful between-group com-
parisons.

Witte presented regression analyses in
tables 11a to 12b. The members of the com-
parison group in these tables were MPS stu-
dents whose test scores and parental survey
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were available. In these two tables, Witte did
not explain why they picked the total MPS
students as the comparison group and dis-
carded the other group, low-income MPS
students. My speculation is that Witte liked to
use as many data as possible. That is why they
used the total MPS students as the compari-
son group. Multivariate regression analyses
allow statistically equalizing many other con-
founding variables that may have effects on
the student test scores, such as prior achieve-
ment and background characteristics. Then
compare the effect of Choice program versus
MPS. The results of the regression analyses
clearly stated that there were no consistent
differences between Choice and MPS stu-
dents after statistically controlling for pos-
sible confounding variables.

In contrast, Greene’s reported analyses
were presented in a consistent manner under
the carefully chosen experimental and con-
trol groups. One major point needs to be
clarified before I discuss the analyses. Greene
referred to the test scores as NCE (National
Curve Equivalent) percentile points in the
analyses, when they should be referred to
simply as NCE points. Percentile points are
ordinal scales without equal unit between
each point, which would not allow any mean-
ingful calculation of means, standard devia-
tions, and t-tests. In tables 3, 4, 5, and 7,
Greene presented one-tailed t-tests and used
p < .10 as the statistically significant level to
report the results. Again, there are no iron
rules for choosing one-tailed versus two-
tailed tests. One usually uses two-tailed tests
to see if differences exist between experimen-
tal and control groups unless there is explic-
itly stated theory, logic, or previous research
that strongly suggests the direction of the dif-
ference, in which case one may use one-tailed
tests. Mathematically, one-tailed tests require
lower critical values to reach statistical sig-
nificance. One-tailed tests would be preferred
only with sufficient theoretical and empirical
justification, which was not clearly stated in

Greene’s study. The simple statement of per-
sonal preference given in footnote 51—“We
prefer the one-tailed test to estimate the sta-
tistical significance of the findings, because
theory suggests that students should perform
better in private schools”—is not enough to
justify choosing one-tailed t-tests. In addi-
tion, they failed to state which theory led
them to make such directional prediction
about students’ performance in the Choice
program, however. Especially, Witte’s study
kept repeating that there were no effects or
even negative effects of the Choice program.
Confronted with inconsistent empirical find-
ings, and lacking theoretical argument, they
should have used two-tailed t-tests.

The tone of Greene’s article seemed to
belie a hidden agenda. One bit of evidence is
that they tended to overstate the significance
of their results. Traditionally, p < .05 is set as
the statistical significance level, but Greene
lowered the significance level to p < .10 with-
out any explicit explanation. The combina-
tion of using one-tailed tests and lowering
the significance level to p < .10 makes the
analyses look a lot more significant than they
really are. A one-tailed t-test with p < .10 only
requires t > 1.282 to be claimed significant,
whereas a two-tailed t-test with p < .05 re-
quires t > 1.960 or t > –1.960 to be claimed
significant in a sample size larger than 120.
When I follow the two-tailed tests with p <
.05 as the significant level, roughly 75 percent
of the significant analyses reported by Greene
become insignificant.

Another interesting observation about
Greene’s study also supports my argument
that Greene had a hidden agenda before he
published this study. There was a multivariate
regression analysis in an earlier version of
Greene’s study that was published in 1996. It
basically had the same results as did Witte’s
regression analyses. But Greene conveniently
forgot to mention the regression in the cur-
rent paper.

CHAPTER 22 TWO SIDES OF ONE STORY 349



350 PART VIII DILEMMAS OF EVALUATION

Perception Differences

Sometimes two sides of the story appear to be
contrary to each other at first glance, but upon
closer scrutiny it all depends upon how you
present the facts as you perceive them. It is
hard enough to keep the results of program
evaluations impartial, let alone when there is a
personal agenda involved. Some evidence indi-
cates that there are some personal long-term
conflicts between these two groups of re-
searchers. For example, there were some criti-
cisms and rebuttals going back and forth
between Witte and Peterson in the earlier re-
ports of the evaluation of the Choice program.
It is obvious that one side does not like the
other. And both sides think the other side does
not have an adequate understanding of statis-
tics. It’s very easy to be blinded by personal
preferences or perceptions and so fail to see
the consistency between two sides of the story.

My recommendation is to sharpen your
knowledge and skill in evaluation first, and
be as objective as you can when conducting
empirical research. Do not say anything more
than what the data can support. And last but
not least, do not let personal conflict cloud
your judgment.

Notes

1. Throughout this book Bingham and Felbinger
have carefully maintained the distinction be-
tween control and comparison groups. In these

evaluations of the Choice program, Witte used
comparison groups, whereas Greene used a con-
trol group.

2. Greene reported lower response rates in the ear-
lier version of the paper, “The Effectiveness of
School Choice in Milwaukee: A Secondary Analy-
sis of Data from the Program’s Evaluation,”
which was presented at the American Political
Science Association in 1996. The response rates
were 76.2 percent for the experimental and 58.7
percent for the control group for the test scores,
but they dropped to 36.7 percent and 21.8 per-
cent, respectively, for both test scores and parent
survey. There was no explicit explanation why the
response rates reported in 1998 could have in-
creased when they were reporting the same data
set.
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