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Message from the Editors

It is our pleasure to welcome all participants to the International Conference on
Leadership Innovation and Entrepreneurship (ICLIE’16) held at Atlantis, The Palm
Dubai, United Arab Emirates, on April 20-22, 2016. ICLIE’16 is organized by the
Canadian University Dubai and sponsored by Huawei, Air Canada, and our publish-
ing partner Springer.

As His Highness Sheikh Mohammed bin Rashid Al Maktoum, vice-president
and prime minister of the UAE and ruler of Dubai, has said, “The competitiveness
race demands a constant flow of new ideas, as well as innovative leadership using
different methods and tools to direct the change.”

The 3-day conference will bring together researchers, practitioners, and policy
makers to debate on the emerging challenges and long-term solutions to some of the
key technological, innovative, and sustainability challenges arising in the globalized
economy. World-renowned scholars and leaders in the field will address the UAE
youth, government and industry representatives, and more than 150 expected dele-
gates from around the globe. We are also engaging the UAE youth across the coun-
try to participate in this conference and sponsoring the top 10 entrants from UAE
high schools in order for them to showcase their innovative projects to an interna-
tional audience and as a way to foster and nurture the domestic youth entrepreneur-
ial spirit in line with the vision and initiatives of HH Sheikh Mohammed bin Rashid
Establishment for Young Business Leaders (YBL).

We are honored to welcome His Excellency Tun Dr. Mahathir Mohamad, former
prime minister of Malaysia, who will share his insights on the role of leadership as
a driving force for the global economy. On the subject of innovation, we will hear
from Mr. David Wang, CEO of Huawei UAE, who will discuss the role of innova-
tion in building a better connected tomorrow. The enterprise agenda will be
addressed by Professor Benoit Montreuil of Georgia Tech Institute, and Dr. Margaret
Dalziel of the University of Waterloo will discuss the challenges of logistics in a
globalized business environment and the direction of entrepreneurship policy.

The call for papers of ICLIE’16 attracted 170 paper submissions from 36 coun-
tries all over the world. To ensure a high conference standard, each paper was sent
to three reviewers. After a rigorous process based on the recommendations of the



vi Message from the Editors

TPC members, only 88 papers were accepted, of which 72 are published. The
selected papers illustrate the state-of-the-art current discussions and development
trends in the areas covered by the five tracks of the conference.

We are grateful to the Canadian University Dubai for hosting this conference.
Also, we would like to express our thanks to the program committee, external
reviewers, and the organizing committee for their wonderful work. We are grateful
to Huawei and Air Canada for their sponsorship. Finally, we would like to thank all
the participants of ICLIE’16.

Thunder Bay, ON, Canada Rachid Benlamri
New York, NY, USA Michael Sparer
April 2016
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Part I
Technology, Innovation, and
Sustainability



Chapter 1
Modelling Technology Transfer in Green IT
with Multi-agent System

Christina Herzog, Jean-Marc Pierson, and Laurent Lefevre

Abstract While there is a tremendous increase in academic research and collabo-
ration between academia, the results of exchange between industry and science are
steady. To understand this complex situation and to propose an improvement for
technology transfer between academia and industry, it is necessary to investigate the
different partners involved. We present a multi-agent system to model this technol-
ogy transfer of green IT in order to see the impact on the development of sustain-
ability in our society. We define a sustainability indicator and we study its changes
according to the parameters defined in the technology transfer.

Keywords Multi-agent system ¢ Green IT ¢ Technology transfer

Introduction

For the last 5-10 years, research on energy saving is getting more important for
industry as well as for academia. Several studies conducted by environmental and
international organisations warn about the steady increase of energy consumption in
various fields as data centres and cloud computing. In some cases, the operating
costs exceed the investment costs, and new methods are needed to reduce costs and
environmental impact. New materials are developed by equipment manufacturers to
reduce these costs. Only a few basic techniques are available to software and mid-
dleware levels.
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In laboratories, some techniques were developed and have promising results
in energy savings. Unfortunately, the transfer (or even the creation of awareness
of the possibilities in the usage of new technology) of these techniques to indus-
tries is limited to project partners, innovative companies or large private
research centres.

In order to understand the reasons for problems in this technology transfer, we
discuss a model of technology transfer. We define links between actors and their
conversion in a multi-agent system. In this system each actor has objectives while
interacting with other actors. The generic model is specialised in the field of green
computing. Depending on the evolution of the system, the value of a sustainability
indicator varies. Finally, this model allows to test several scenarios related to tech-
nology transfer and the impact on the participating actors and on the sustainability
of the system.

The main contributions of this article are:

* A model of technology transfer between defined actors, their interactions with
joint projects

e A formal concept of sustainability and its evolution

* A study of the impact of transfer settings on the evolution of the actors and the
sustainability

The article is organised in the following way: firstly, the identification of the
problem; secondly, the selection of actors and their links; and thirdly, a definition of
sustainability. We present in section “Implementation of the Multi-agent System”
the implementation of the model in a multi-agent system using NetLogo. Next, we
present some simulation results in section “Experiments”; and finally, we present
the state of the art in section “Related Work™ with concluding remarks and ideas for
future work given in section “Conclusion and Outlook™.

Actors of Technology Transfer

In Herzog (2015) we have reviewed the literature and provided a detailed analysis
of responses to a survey sent to colleagues in the field of green IT. Of these col-
leagues, we studied their motivations and their links with each other in the context
of a transfer from academia to industry and vice versa. Our study identified the
main players in this transfer, motivations (that turn into goals) and their modes of
action. In this article, we devote ourselves to five major (researchers, research
centres, enterprises, technology transfer offices and funding agencies) leaving to
others future work (standardisation bodies, pressure groups, governments, angel
investors). We now present the evidence we have gathered based on our choices
for our model to transform these actors’ agent in the multi-agent system. These
choices allow us to highlight the critical aspects of transfer and are not intended to
be exhaustive. Also, we have chosen to focus only on players in green IT and on
their activity.
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Researchers

At the heart of technology transfer, researchers produce knowledge through
publications that they seek to increase in number (this will be their goal).
Publications are related to the researchers’ connections which are created at confer-
ences and/or collaborative projects and to the financial budget of the researchers’
research centre. More connections lead to more opportunities for publication.
Researchers can be either permanent or non-permanent. Both are supervised by
permanent research members of the university (whose number is limited) and have
a limited duration contract (limited by duration of the project unless the link persists
beyond the project).

Research Centres

Research centres bring together researchers. Often attached to a university, they try
to contribute to the reputation of the universities and generate funding through par-
ticipation in collaborative projects (having multiple partners) or direct collabora-
tions (with companies). Research centres will have these targets in our model. Their
reputation is based on a moving average of the number of publications and contracts
in recent years, while the budget comes from contracts (which represent the major-
ity of researchers’ resources). The centres can encourage either more or fewer
researchers by funding their research (favouring publications) and can either hire
new researchers if resources permit or fire if resources are scarce.

Companies

Companies look to increase their profits by taking a competitive difference (it will
be their goal). Participation in a collaborative project increases leadership if the
project is successful, but requires human and financial investment that can be lost in
the case of failure. They hire new employees to participate in contracts. They initi-
ate direct collaborations with research centres and participate in collaborative proj-
ects. They dedicate a portion of their sales to research and development.

Technology Transfer Offices

Technology transfer offices (SATT in France, PSB in Austria) are structures
associated with research centres, intended to facilitate and accelerate technology
transfer. Their goal is to increase their own turnover (and therefore that of their
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public shareholders). This turnover is fixed (a percentage or a fixed amount) in the
contract signed between research centres and partners. In return they provide names
and contact details of potential partners. Due to this database, research centres and
businesses can create contracts more easily.

Funding Agencies

Funding agencies will have a role as initiator of projects involving regular funds
from which the research centres can start (with success in the particular open call) a
collaborative project. Funds are limited, resulting in a selection of projects.

The Concept of Sustainability

Sustainability is a concept defined by the conjunction of three factors: environ-
mental, social and economic. An actor of a system improves its durability if at
least one of these factors improves. In the field of green computing, a more
recently developed material often consumes less electricity (and therefore less
environmental and economic impact), but at the same time the production,
transport and purchase of new equipment and the recycling of old equipment
have a negative impact on the environment, as well as negative social and
economic impacts.

Our choice was to calculate the sustainability of each player and how to quan-
tify the sustainability of the system as the mean of their sustainability. Thus we see
how and by how much the objectives of each player contribute to the sustainability
of the system.

Calculating a Sustainability Indicator

The sustainability indicator (SPI, sustainability performance indicator) has three
factors, weighted at 33 % each. Each factor is itself dependent on several subfactors.
We detail here below these subfactors along with their relative weights to its parent
factor (W noted below).

The ecological factor is reflected by four values:

e Awareness: awareness of green IT solution. It increases with the number of pub-
lications and contracts and decreases as time passes. W=10 %

* Reduce: the reduction of energy consumption. W=30%

* Reuse: reuse of materials. W =30 %

* Recycling: recycling of materials into new products. W =30 %
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The 3Rs (“reduce”, “reuse”, “recycle”) increase with the number of contracts by
probabilities pl, p2, p3, respectively, where pl+p2+p3=1, indicating that a
contract made progress in one of 3Rs in average. They decrease with an increasing
number of employees, as each new employee causes more computers.

The social factor is tied with five values that show the role of an actor in society:

* Green-employment: employees recruited to work on green I'T contracts. W=30 %

e Awareness-consumption: knowledge of the consumption of IT in society. It
increases with the number of publications and contracts (with more publications
than contracts in proportion 80/20, because the society is more impacted by pub-
lications) and decreases with time. W=15%

» Rethink: the ability of an actor to rethink its green IT strategy. It increases with
the number of contacts and researchers because it encourages brainstorming. It
decreases as the number of contracts increases because researchers are then
occupied for specific projects, with less freedom of thought. W=20 %

e Image: the image of an actor in society. It increases with the number of publica-
tions, contracts and communication strategy and decreases with time. W =25 %

e Standardisation influence: the influence of a player on the standardisation of
organisations. It follows the number of employees and turnover and decreases
with time. W=10%

The economic factor is reflected by three values:

e Economic impact: the economic impact of green solutions. It tracks the number
of successful contracts. W =20 %

e Turnover: turnover, which increases and decreases through contracts with invest-
ment and research funding. W=50 %

e Attraction: represents the attractiveness of an actor for investors. It increases
with the image of the actor and its turnover and decreases with time. W =30 %

This particular model of composition has the advantage of connecting more ele-
ments of the system to a goal of sustainability. The weights above are not com-
pletely arbitrary but estimated through our field survey, interviews with colleagues
and literature review.

Implementation of the Multi-agent System

Selecting the Framework

We implemented a multi-agent system with NetLogo 5.0.4." It simulates the evolu-
tion and interaction of agents in complex worlds. NetLogo was created in 1999 by
U. Wilensky and is regularly updated (Wilensky & Rand, 2015). It is used in many
scientific fields: social science, economics, psychology, urban traffic, commercial
distribution, biology, chemistry, modelling complex behaviours in a population, etc.

"http://ccl.northwestern.edu/netlogo/
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In NetLogo, agents are turtles, links, patches or observers. Each agent operates
independently in steps. The turtles represent the players in our world, the links are
their connections. Observers collect the information of each agent in the simulation
(they are used for statistics). We did not use patches.

Representation of the Actors and Their Evolution

Each agent has its own set of attributes, which change with interactions and time.
Here we give the attributes for a researcher.

researchers-own [
permanent
my_contract_number
tt]

W=

A researcher may be permanent or not (line 2, true or false). If it is not perma-
nent, it is associated with a contract (line 3) and the length of his contract is given
(line 4). This period may be extended in case of successful collaboration. The
researchers are members of a research centre. This will be represented by a link
between these two actors (see section “Representation of Links and their
Evolution”).

The main goal for a researcher is to publish and therefore should have an attri-
bute reflecting this. However, this attribute is shared by others, so it is common to
all the turtles, like other attributes given below:

turtles-own [
action_period
contract
newcontract
publication
newpublication
itr_cooling
its_virtual

N=RRe RN R e R R O N S R

itr_cloud]

Each turtle is active in the system at regular intervals (line 2). For example, a fund-
ing agency is active only every 6 months, or a company does a collaboration every 3
months on average. This random value is unique to each actor. Contracts and publica-
tions are stored (from the beginning, lines 3 and 5, and only the last iteration, lines 4
and 6). Lines 7-9 represent the interests of the player for three technologies having
potential energy reduction in server rooms (and each actor will be different according
to its interests).

Research centres have as attributes the amount dedicated to green research, their
budget, their research results (the accumulation of publications of its researchers
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over time) and reputation (sliding value over 3 years accumulating publications and
contracts). If a technology transfer office is attached to this research facility (which
is not required), it will appear as a link (see section “Representation of Links and
their Evolution”).

The companies have a turnover and a R&D budget and a number of employees
in R&D. Finally, funding agencies were modelled simply by regularly launching
funds to create random amounts of projects between two agents.

Developments of all these actors over time are controlled by algorithms invoked
every time step. In our model, a time step is equal to 1 day.

We now give the simplified algorithm of the evolution of researchers as agents.
At each time step, if it is not a permanent, its ttl (time-to-life) is reduced. If it
reaches zero, this researcher is removed from the system. Then, for each of its regu-
lar neighbours (definition in section “Representation of Links and their Evolution™)
and if the research centre of this researcher has sufficient funds dedicated to research
(1000 in this case), then there is a probability of publishing with a neighbour (on
average every 3 months with a probability of 20 % acceptation). In this case, the
research centre funds (1000) the publication. Each researcher updates its interests
(itr_cooling, itr_virtual, itr_cloud) based on its regular neighbours and its research
centre partners (“it is influenced”). Ties with neighbours can disappear (on average
every 6 months), but also appear (every 3 months): the survey we conducted has
shown that new contacts are 50 % randomly created with other researchers and busi-
nesses, but favouring the compatibility of interests, 25 % by the social network (the
neighbours of its neighbours), 25 % with the help of technology transfer offices
(especially with companies).

The algorithm for a research centre is next. First, it updates its interests (aver-
age of those of its researchers), research results and its reputation. And if the
budget is critical, it finishes the contract of a non-permanent, and then it updates
its budget by paying the non-permanent. Depending on its action period, there
is some change: if the budget is comfortable, hiring a non-permanent (for 1 year,
to a maximum of 4 times more non-permanents than permanents) and dedicating
an incentive as percentage of the budget to research (incentive is a parameter
that will change in the experiments). Finally, if a funding agency launches a
call, it tries to initiate a collaborative project. These are projects that will create
technology transfer based on their success. The creation algorithm of such a
project is too long to be included here, but it can be summarised by the follow-
ing: a research centre seeks to form a consortium (between 3 and 6 partners)
according to its own links, to the links of its researchers and those of its eventual
technology transfer office. The other centres as well as companies can be part-
ners if all their permanent researchers are not already in projects. If the project
is accepted (20 %) while research centres and companies receive a share of the
funding (a fraction of which is taken as operating costs), research centres hire
non-permanents on the project duration (between 24 and 48 months); companies
invest what they receive. Finally, links (project, see section “Representation of
Links and their Evolution™) are created between all partners.
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For a company, the algorithm of evolution is quite similar to that of a research
centre except that it tries to create a direct partnership with a single research centre
(links partnership).

Representation of Links and Their Evolution

In NetLogo links are also agents. We have defined several types of links:

* Regular: contacts between researchers (research centres and companies)

* Project: the relationship between a research centre and the project consortium

* Partnership: the relationship between a company and a research centre

* Belong-to and tto-link: the relationship between a research centre and its research-
ers and technology transfer office.

The project or partnership links refer to the characteristics of the collaboration
(original investment for companies, strength of collaboration linked to the compatibil-
ity between the ends of the link, number of contracts and turnover generated by the
link, lifetime of the link, number of researchers in research centre and business sides
and finally contract number). For the other links, only the lifetime will have meaning.

Like all agents, links evolve step by step. For non-permanent links, the lifetime
is reduced by one each time step. When the lifetime is zero:

e If it is a project, it is finished and each partner finds again its researchers avail-
able, but above all, as a function of conversion (conversion is success or failure
of a project), he gains a profit up to four times the initial cumulative investment.

e Ifitis a partnership, the principle is the same except that only one company and
one research centre are affected, and moreover the partnership will be extended
if it was positive (favouring the efficient partnerships).

e Other links will disappear.

Integration of SPI in the Evolution of the System

There are two possibilities with respect to the SPI indicator: either the system
observes its evolution passively or it is activated based on this value. To compare
the two situations, we integrate the SPI in the behaviour of the actors:

e When a scientist creates a new contact, he uses the SPI rather than compatibility.
Other researchers and companies with a higher value SPI will be promoted.

* When a research centre creates a new project, it prefers partners with a higher
SPI value.

* When a company creates a new partnership, it prefers partners with a higher SPI
value and invests more in R&D if it has a smaller relative value.

e When a TTO is queried to find partners, it will encourage those with the highest
SPI value.
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Experiments

Methodology and Objectives of Experiments

The proposed multi-agent system is complex (about 2000 lines of code) and has a
large number of parameters to be tested. We looked at the behaviour of the system
by varying its main parameters. We give here the results of a representative subset,
the others can be found in (1) (a total of 4000 simulations were performed): maxi-
mum amount given by funding agencies, conversion rate, incentive rates. We
compare the results of the objectives of each player and the SPI value based on
these parameters.

The system studied has ten research centres (of which four have a TTO), 50
researchers and 20 companies. Larger experiments were conducted but did not
provide more lessons while significantly increasing the simulation time (from
10 min to several hours for each experiment). Also, the studied area (green IT)
is limited and larger simulations lose their reality. Regular links are randomly
chosen at the beginning, and the social network is built scale-free. Other net-
works have been tested (random, small-world) but the differences are not sig-
nificant because the initial network is quickly transformed by the evolution of
the system.

Each experiment simulates 7280 days (20 years). We present average values for
50 runs with the same parameters.

Experiments Without Influence of SPI
Impact of the Maximum Amount Financed

Figure 1.1 shows the impact of funding on the average reputation of research cen-
tres. More important are the funds and reputation increases, which is logical since
when more projects are launched, more researchers are employed and more publica-
tions are generated.

On the same case, the impact on total wealth of all the companies is not increased
after funding more than 2.5M. Because even if the funding increases, companies do
not have enough personnel to participate in the potential projects and in the end it
does not benefit from more funding (leaving proportionally more funding to
research centres). On publications of permanent researchers, the results show that
the impact for them is zero: in fact, once the maximum size of their social network
is reached (ten in our experiments), having more projects does not allow them to
publish more. You can see by the way that the positive results on the reputation of
the centres are largely due to non-permanents hired on projects. Finally, the value
of the average SPI for research centres and companies is only slightly influenced
positively (1 %).
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Fig. 1.1 Impact of funding on average reputation of research centres

Impact of the Conversion Rate

This section examines the impact of the conversion rate at the end of a project or
partnership. Obviously, the higher it is, the more the profit is high and therefore the
combined wealth of companies is high (Fig. 1.2).

This wealth in companies cause more collaborations, and thus research centres
have more projects and are also wealthier, allowing them to hire non-permanents
who allow to significantly increase the reputation and research results of these cen-
tres (+50 % between a rate of 10 and 90 %). For permanent researchers, there are no
changes in terms of publication. Finally, the SPI sees its value increase by almost
40 %. Indeed, the calculation of the SPI is related to the number of researchers,
either directly (green-employment) or indirectly (more people means more stan-
dardisation influence, more publications, etc.).

Impact of Incentive Rates

On average, every 6 months, research centres reallocate part of their budget to fund
research (which has an impact on researchers’ publications). This showed a positive
effect with an increase of 5 % of the number of publications of permanent researchers
between a rate of 10 % and a rate of 90 %. For research centres, this increase is not
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Fig. 1.2 Impact of conversion rate on companies’ wealth

observed, and even there is a decrease: indeed, we calculated that these publications
contribute around 40 % on research outcome generated in total. In parallel, research
centres have fewer resources to hire non-permanents, which therefore generate
fewer publications. This also has a negative impact on the SPI (=4 %) for the same
reasons (but reversed) as the conversion rate.

Experiments with Influence of SPI

We now compare a situation where agents act, taking account of the value of SPI.

Impact of the Maximum Amount Financed

The first observation in Fig. 1.3 (normalised comparison) is that the situation with-
out consideration of SPI is better than the new situation to corporate wealth when
the amount of funding agencies is beyond 1M (up to 14 % more).

The second observation is that this wealth is more stable regardless of the amount
of financing. This indicates that the introduction of this new behaviour has no
negative effect and that companies are less sensitive to external financing.
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Fig. 1.3 Impact of funding on companies’ wealth (left, without SPI; right, with SPI)

Similarly, publications (for researchers), the results of research and the reputation
(for research centres) are not improved (-8 % for publications, —5 % for research
results, —6 % for reputation). The difference between the two cases for SPI is only
2 %: the actors with low SPI at an early stage keep this low value (due to low activ-
ity), eventually degrading the average value, even if the others increase their value.

Impact of Conversion, Incentive

In almost all experiments, the goals achieved by the actors are very often below the case
without SPI. We generally find that our agents do not change their behaviour enough to
improve their SPI (and hence their sustainability) in the model. This will be the subject
of future work: to change their behaviour or to change the calculation of the SPI.

Discussion

In this work, several simulation parameters were set a priori. Even if they were vali-
dated by previous sociological studies of selected players and correlated with a field
survey, margin of error is considered in ongoing work.
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The choice to project over a 20-year period should also be compared to shorter
periods: indeed, that choice of period directly impacted study presented here; only
final values of the variables are presented.

Related Work

Few studies have attempted to model technology transfer and the links between actors.
A review article (Kiesling, Giinter, Stummer, & Wakolbinger, 2012) is interested in
multi-agent systems for the diffusion of innovation. Although the setting is a little dif-
ferent (focus towards marketing and customer targeting), it sheds much light. The dom-
inance of the social network in the adoption of innovation is highlighted in (Kuandykov
& Sokolov, 2010). The spread in social networks has received much attention in recent
years (Jiang, 2009; Jiang & Jiang, 2015; Valente, 1996; Xu, Lu, & Xu, 2012).
Dissemination of actors (individuals, groups, organisations), a broadcast medium (dif-
fusion environment, strong and weak links between actors, the network structure) and
the content to be broadcast are the three elements of the spread in social networks. This
distribution is described as the collective behaviour of a group of social actors interact-
ing in the social network (Jiang & Jiang, 2014). Technology transfer is a kind of diffu-
sion in a social network and thus has inspired our model of linkages between actors.

In the case of a competition for a market, two types of diffusion models are iden-
tified (Kempe, Kleinberg, & Tardos, 2003; Libai, Muller, & Peres, 2013): threshold
models, where agents adopt if enough neighbours have, and cascade models, where
the probability of adoption increases with the number of neighbours who have
adopted. In our case, the cascade model was implemented.

The closest work to ours is that of Ning and Qiang (2009) which present a multi-
agent model for technology transfer. Their model has two kinds of agents (universi-
ties and industry) and four states which range from “doing nothing” to “active part
in a collaboration”. The transfer is modelled between 0 and 100 for each agent.
Their results show that the key to a good transfer costs are to seek information (dis-
tance between agents) and the probability of finding a partner. The study is limited,
omitting the factors of financing and turnover to influence direction.

Conclusion and Outlook

The ultimate goal of this work is to provide a tool to understand the founts of technol-
ogy transfer in green IT. We note in passing that the methodology and models devel-
oped here can be extended to other areas. Today, the developed model allows the
various actors to predict the impact of its decisions on its objectives and on SPI. So, a
funding agency can observe the impact of grants and a research centre can understand
the interest of an incentive policy, a company the cost-benefit analysis of participation
in a collaboration, a researcher the impact of her links with others, and so on.



16 C. Herzog et al.

The main perspectives concern the calculation of the SPI and its weight (a
multidisciplinary work with social and environmental sciences), improving the
recognition of the SPI for actors and finally the addition of actors in the system.
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Chapter 2

Application Offloading Using Data
Aggregation in Mobile Cloud Computing
Environment

Raj Kumari, Sakshi Kaushal, and Roopali

Abstract The Mobile cloud computing (MCC) enables the mobile devices to give
high performance using cloud computing techniques. The approach behind MCC is
to connect the mobile devices using Internet services to cloud server so that highly
complex computations, which consume resources and battery life of Smart Mobile
Devices (SMD), can be offloaded on cloud. The mechanism of shifting the compu-
tation part of the application on the server is termed offloading. The main steps for
the execution of an application in MCC are to check the application for partitioning,
offload the application onto cloud, and receive the result back on the SMD. In this
paper, we have developed a Health Care Application (HCA) model, which config-
ures a smart mobile application on mobile device to categorize the data into three
categories, i.e., normal, critical, and super critical. The main function of HCA model
is to aggregate the normal data according to the data size of the application so that
the overall transmission time and network traffic can be reduced. The critical and
super critical data is offloaded to the cloud without delay so that the data can be
processed urgently. The experimental results show the offloading with data aggre-
gation increases the performance of the application. The simulation study is done
for two networks, i.e., Wifi and 2G.

Keywords Cloud computing * Mobile cloud computing ¢ Offloading ¢ Data

aggregation

Introduction

Nowadays, use of mobile devices is increasing very fast. Mobile devices such as
smart mobile phones, tablets, and laptops are being used for information process-
ing. Consequent of providing flexibility in accessing information anytime and
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anywhere is that the large amount of data is being generated every minute. To handle
such data is a big issue as the data is increasing exponentially. This requires high
QoS to the users for utilizing the network resources. Mobile devices are constrained
with storage, processing, and battery lifetime. Accessing complex computational
data through smart mobile devices is not feasible due to resource constraints of
mobile devices. To overcome these constraints in smart mobile devices, cloud
computing is used with mobile devices giving birth to a new domain known as
Mobile Cloud Computing (MCC). Smart mobile devices are not capable to perform
complex computation due to low processing and storage powers. To make the smart
mobile devices smart enough to handle the complicated data, cloud computing
capabilities are used.

In MCC environment, smart mobile devices execute the front end of mobile
applications, i.e., interface of the application, which is used for interaction and com-
plex computation part which requires heavy resources for computation is offloaded
on the cloud server. Depending upon the availability of resources on mobile devices,
either whole application can be offloaded or some part of the application can be
offloaded. In case of complete application offloading, issue of transmission time
highly affects the performance of application execution in cloud environment.
Different wireless communication channels are available such as 2G, 3G, wifi, and
4G to offload the data between the mobile device and cloud server (Dinh, Lee,
Niyato, & Wang, 2013; Khan, Othman, Madani, & Khan, 2014).

Integrating cloud computing with Wireless Body Area Networks (WBAN5)
(Almashagbeh, Hayajneh, & Vasilakos, 2014) is among the best solutions to pro-
mote health monitoring systems. Authors have proposed a Cloud-based real-time
remote Health Monitoring System, namely, CHMS. WBANs constitute low
power, minute, and intelligent sensor nodes based on Radio Frequency (RF)
technology. The sensor nodes interconnect each other in, on, or around a human
body and form a Wireless Sensor Network (WSN) known as WBAN. They are
either implanted on the body of the patient or are wearable on shirts, belts, or
wrist watches. Sensor nodes continuously monitor the patients everywhere, any-
time, and provide ubiquitous distant health monitoring; thus reducing the num-
ber of visits to the doctor. Sensor nodes aim to increase speed, accuracy, and the
reliability of patient data which is being collected by the sensor node. WBANs
continuously perform sampling, monitoring, processing, and communication of
vital physical parameters and provide real-time feedback to avoid any dire con-
sequences (Van Daele et al., 2014, Khan et al., 2012). The sensor nodes continu-
ously monitor the patient and collect the physiological parameters such as body
temperature, blood pressure, Electro-Cardio Gram (ECG), Electro-Encephalon
Gram (EEG), respiration rate, pulse rate, etc. The data monitored by the sensor
nodes is sent to the external centralized healthcare servers for further processing
by the medical fraternity (Huasong et al., 2009).

In this paper, we have focused on health monitoring system using MCC. Firstly,
we have aggregated patient’s data, then that is offloaded to the cloud server. Further,
the paper is organized into four sections. Section “Literature Search” describes the
literature search. In section “Health Care Application Model”, Health Care
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Application model has been explained. Section “Simulation Model and Results
Analysis” presents the simulation model and result analysis and finally section
“Conclusion and Future Work™ concludes the paper with future work.

Literature Search

This search presents overview of MCC and its architecture. It also focuses on review
of work done in literature in areas of WBANs and different health monitoring
systems.

Mobile Cloud Computing

The Fig. 2.1 shown below describes the architecture of MCC (Dinh et al., 2013).
Mobile devices are connected to the mobile networks via base transceiver stations,
access points, or satellites. The connectors (BTS, AP, or satellite) establish and
control the connections and functional interfaces between the mobile networks and
mobile devices. Request of the mobile users is broadcasted to the central servers.
The servers check for authentication and authorization of the subscribers.

Data center owners or
cloud service providers
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Fig. 2.1 Architecture of mobile cloud computing
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After validating, the requests of the subscribers are delivered to cloud through the
Internet. On the cloud, cloud controllers process the requests to provide mobile
users with the corresponding cloud services.

MCC is an infrastructure where both the data storage and the data processing
happen outside of the smart mobile device. Mobile cloud computing pursues the
processing power and the data storage away from mobile phones into the cloud.
This helps the smartphone users to utilize all the mobile applications without any
hardware and storage constraints. MCC serves as bridge between the resource-
intensive mobile devices and the resource-extensive cloud with several advantages
such as enlarged battery lifetime, improved data storage capacity, enhanced
processing power, upgraded reliability and availability, dynamic provisioning, and
scalability (Dinh et al., 2013; Khan et al., 2014). The major applications of MCC are
Mobile Commerce, Mobile Healthcare, M-learning, Mobile gaming, etc.

Related Work

A detailed survey of WBANS has been presented in literature (Zohreh et al., 2014).
It also discusses the applications, inherent properties, topology, sensor nodes, and
architecture of WBANS. This article provides insight into the basic architecture of
WBANS. The relationship between the cloud and the WBANS is demonstrated (Lin
etal., 2013). The performance of WBANSs can be enhanced by using cloud comput-
ing. The data can be effectively offloaded to the cloud and easily accessed by the
medical fraternity. Sensor-cloud infrastructure is described in Almashaqgbeh et al.
(2014). It explicates definition, architecture, and applications of the sensor networks
and the cloud. A cloud computing-based energy-efficient mobile health-monitoring
system, namely, HealthMon is proposed by Oberdan et al. (2010). The basic
approach is to run some parts of the mobile application onto the cloud to save the
battery lifetime of the smart mobile devices. Health monitoring based on the loca-
tion of the patient is proposed in Khan et al. (2014). Data of non-hospitalized
patients can be offloaded based on their physical location. Paper presents three dif-
ferent scenarios for home, hospital, and outdoor locations of the patients. The data
on the cloud is accessed in accordance to the geographical location of the patient
and the desired feedback is provided by the doctor. A CHMS model (Patino et al.,
2013) is proposed for tracking the health status of non-hospitalized patients and
provides high QoS and focus on connectivity between the data from the device to
the cloud server. This paper presents the problem of traffic on the communication
channel which can be solved by the dynamic frequency channel allocation to the
users. Cavallari, Martelli, Rosini, Buratti, and Verdone (2014) emphasized on an
issue that data is increasing at a huge amount in the communication channels, so the
network operators need to offload the data to the cloud for better resource utilization
of the communication link between the mobile devices and the remote end (cloud).
Traffic on the cellular and WiFi channels needs to be controlled for effective utiliza-
tion of resources. Through extensive literature review, it has been found that the
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eHealth Monitoring systems have issues like data transmission speed, delay, etc. In
this paper, we have focused on remote health monitoring systems by transmitting
data with and without aggregation on cloud.

Health Care Application Model

This section presents Health Care Application model. Health Care Application
model is the outcome of distance health monitoring with the usage of sensor nodes
and cloud computing. In this paper, we have proposed a HCA model to provide flex-
ible, cost-effective, centralized, and real-time distance health monitoring system.
eHealthCare is provided by HCA model that is composed of many sensor nodes.
Each sensor node is attached to a single patient. It monitors the patient and collects
the various physiological parameters. Figure 2.2 (Akrishnaan & Shridharan, 2014)
shows the general architecture of HCA model, which has four basic modules sensor
nodes, base transceiver station, real-time cloud, and the medical staff that works
hand in hand. Sensor Nodes are the building blocks of the model (Oberdan et al.,
2010; Zulqarnain et al., 2011). Sensor nodes monitor the patient and collect the vital
biological signs. They are either connected to the communication network directly
or are connected to the smart mobile device of the patient. HCA model connects the
sensor nodes to the smart mobile device via communication technology such as
Bluetooth, WiFi, or 2G. The smart mobile device processes the data with the help of
a smart mobile application that calculates the desired physiological parameters.
Mobile application on SMD classifies the data as critical and non-critical. The major
HCA operation is the aggregation of non-critical data so that the overall transmis-
sion time and congestion over the network can be reduced. Critical and
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super-critical data is transmitted without any delay. After the classification, data is
transmitted to the simulated server. HCA model has used real-time cloud for data
storage and processing. The data from the server is offloaded to the cloud. The
healthcare database is maintained on the cloud. It records the patient data regarding
the physiological parameters, patient profile, and patient history. Cloud provides
efficient data accessing and processing. Medical Staff is the end user of the HCA
model that accesses the patient data stored in the database on the cloud. This pro-
vides real-time feedback from the doctor. The medical fraternity can raise alarms
for the patients or inform the family in case of emergency to avoid serious
consequences.

Proposed Work

The HCA model is proposed to perform smart aggregation of the data received
from the sensor nodes and then the data is offloaded to the cloud for further access-
ing. The patient data collected by the sensor nodes is transmitted to the smart
mobile device of the patient. The smart mobile device computes the information
regarding vital physiological parameters. We are considering ECG as a physiologi-
cal parameter to be calculated. It is computed using a QRS Detect Algorithm. A
smart mobile device application that uses QRS Detect Algorithm computes
ECG. The data is then communicated to a simulated server. Upon receiving the data,
smart mobile application classifies the data into normal, critical, and super-critical
classes (Gholipour, 2015).

Table 2.1 shows the classification of data. HCA model aggregates the normal
data. Normal data means non-critical data which does not require urgent attention
from the medical fraternity. Critical or super critical data is not aggregated as it
requires quick response from the doctor and is offloaded to the cloud with minimum
delay. However, normal data is aggregated till it reaches to the threshold level of
data size of application (assumed to be 50 sensor nodes). Thus, aggregation reduces
and consumes less transmission time and reduces end-to-end delay.

The working of HCA model is based on three major functionalities, namely,
data collection from sensor nodes which is the client end, data aggregation which
is the intermediate performance of the model, and data offloading to the remote
end for further accessibility. All the modules of the HCA model are explained
below.

Table 2.1 Classification of heart beat rate

Heart beat rate (HBR) Class
HBR >= 125 Il HBR <50 Supercritical

HBR>100 && HBR< 125 [HBR | Critical
>=50 && HBR <60

HBR >= 60 Il HBR <= 100 Normal
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A. Data Collection: The primary task of sensor nodes is to collect data from
the human body. Sensor nodes generate a digital signal in correspondence to the
collected data. The following algorithm explains the working of the sensor nodes
and the smart mobile application.

Algorithm: GenSignal is a signal generation and data collection algorithm.

1. The sensor nodes sense the ECG signal from the human body.
2. The sensor nodes collect the information on the sampling rates of 256 or 512
bytes per second.

. It rearranges and transmits the ECG signal to the smart phone device.

. The smart phone loads the ECG signal.

5. The pre-embedded QRS detection algorithm in the smart-phones finds the
QRS-peaks in the ECG signal.

6. The smart phone computes the heartbeat rate by calculating the number of
QRS-peaks detected earlier.

7. The smart phone device then transmits the signal to the cloud healthcare network.

B~ W

B. Aggregation: The major task of HCA is aggregation of the patient data
before it is offloaded to the cloud. Aggregation is performed by the smart mobile
application on SMD. The normal data of all the patients in a network is aggre-
gated as per the threshold level of application data size. This reduces congestion
on the network and makes transmission quicker. The critical and super-critical
data is sent without delay. The following algorithm explains the working of the
aggregator.

Algorithm: ToAggregate is an algorithm exists in SMA which deals with the data
classification and aggregation.

1. The Smart mobile application receives the ECG signal from the smart phone.

2. The SMA evaluates the criticality level of the patient’s heartbeat

3. All records classified as the super-critical and critical patient information are
propagated to the server individually with higher priority for delivery.

4. All normal records are aggregated together and propagated to cloud-based
healthcare network in the aggregated form.

C. Data Offloading: In HCA model, data is offloaded to a real-time cloud.
The aggregated data is offloaded, whereas critical or super-critical data is offloaded
as soon as possible with a minimum delay. The algorithm given below explains the
data offloading procedure.

Algorithm: cloudHosting is an algorithm that shows how the offloaded data are
stored on the real-time cloud database.

1. The aggregated data is forwarded to the cloud-based healthcare record manage-
ment service.

2. The cloud healthcare server explodes the received array.

3. The server counts the records in the received information.

4. All of the records are saved in the database.
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5. The critical alarm is raised according to the heart beat rate rules.
6. The concerned persons are informed about the critical status.

Simulation Model and Results Analysis

For simulation study, we have considered the three parameters, i.e., total transmis-
sion time, end-to-end delay, and aggregation time, on 2G and WiFi networks during
peak hours and moderate hours as discussed below.

(a)

(b)

(©)

Total Transmission Time: The foremost parameter used to test the efficiency of
HCA is total transmission time. Total transmission time for HCA is calculated
on two networks, namely, 2G and WiFi, during moderate and peak hours. Total
transmission time is defined as the total time taken for offloading the ECG data
onto the cloud, i.e., the time taken for data transmission from the generation of
data on the sensor node to data offloading on the cloud. It is calculated as:

Ttime = Zt ( k) + Taggregation (2 1 )
k=1

where n is the number of total sensor nodes
Tygereation 15 calculated from (2.4) as shown below.

End-to-End Delay: Another prominent parameter to test the efficiency of the
proposed system is end-to-end delay. The HCA calculates the end-to-end delay
for 12, 25, and 50 number of sensor nodes on different networks such as 2G and
WiFi during peak and moderate hours. Generally, it is defined as time taken to
deliver a single packet data from the source to the destination. In this research,
it is referred to as the difference between total time taken for delivering all the
data packets from source to the destination and minimum time taken to deliver
a packet from source to destination. The end-to-end delay must have minimum
value to ensure early arrival of the packet at the destination.

T,.,=T.  -T_ (2.2)

delay time min

where T,y;, is minimum time taken to deliver a packet from source to destination

T, = f(Ttime,minimum) (2.3)
where Tj, is actual time taken to deliver a packet from source to destination
Aggregation Time: The third prominent parameter to test the efficiency of HCA
is aggregation time which calculates the total time taken for aggregating the
normal data in the network.

=>T(n) (2.4)

k=1

aggregation
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where n is normal data

The HCA model is simulated using MATLAB and real-time cloud hosting on the
server end. The patient data is saved on the cloud from where it is easily accessible
by the medical staff. Real-time Cloud hosting is used in HCA model to create the
patient database on the cloud. We have specified the URL address of the cloud
where the data is to be sent. At that address, all the information regarding patient
data is stored to be easily accessed by the doctor in future.

Implemented HCA model is dynamic and network-dependent. It is performed
with 12 sensor nodes on both cellular and WiFi network and experiments are
repeated 40 times so that maximum accuracy can be achieved. The number of nor-
mal, critical, and super-critical patients changes with each offloading iteration. The
Fig. 2.3 shows the topology for HCA. The red, green, and black nodes are simulated
as sensor nodes, SMA on mobile device and cloud, respectively. The blue lines
show the connectivity between the components of the HCA model. The sensor
nodes propagate the data and are processed by smart mobile application to the simu-
lated server and simulated server offloads the data to the cloud. Smart mobile
application aggregates the normal data and transmits the critical and super-critical
data without aggregation.

HCA model is tested for effectiveness in terms of three parameters, which are
total transmission time, end-to-end delay, and aggregation time. The performance of
the HCA model is tested with 12, 25, and 50 sensor nodes in a WBAN and for total
of 40 offloading iterations. The results shown by HCA (with aggregation) and exist-
ing health monitoring systems (without aggregation) are compared. The perfor-
mance of the HCA and the existing health management systems is recorded and
compared in four scenarios. The first is on 2G network during moderate hours,
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Table 2.2 Total transmission time on 2G during moderate hours

Without aggregation With aggregation
Sensor nodes 12 25 50 12 25 50
Total transmission time (seconds) | 52.5342 | 62.0837 |70.1882 | 21.5498 |23.0691 |30.6414

Table 2.3 Total transmission time on WiFi during moderate hours

Without aggregation With aggregation
Sensor nodes 12 25 50 12 25 50
Total transmission time (seconds) |33.1627 1 40.9697 |53.7481 | 12.313 | 16.5422 | 24.0082

Table 2.4 Total transmission time on WiFi duing peak hours

Without aggregation With aggregation
Sensor nodes 12 25 50 12 25 50
Total transmission time (seconds) | 38.0787 |44.8449 |61.77 | 14.5034 |9.3238 |27.755

Table 2.5 Total transmission time on 2G during peak hours

Without aggregation With aggregation
Sensor nodes 12 25 50 12 25 50
Total transmission time (seconds) | 60.877 |68.157 |78.098 |34.583 43.042 |63.1905

second on WiFi network during moderate hours, third on 2G network during peak
hours, and fourth is on WiFi network during peak hours. The performance of HCA
and existing health management systems is recorded and compared on these
scenarios. The following tables show the result for the total transmission time,
end-to-end delay, and aggregation time. They compare the values calculated while
using HCA (with aggregation) and existing health management systems (without
aggregation). The results are shown for 12, 25, and 50 number of sensor nodes in
the network.

Tables 2.2, 2.3, 2.4, and 2.5 represent the total transmission time when data is
offloaded to cloud. It can be seen that the total transmission time is reduced with
data aggregation as compared to data transmission without aggregation by 58.9 %,
62.8 %, and 56.3 % with 12, 25, and 50 sensor nodes, respectively, on 2G network
during moderate hours. The total transmission time is reduced with data aggregation
as compared to data transmission without aggregation reduced by 62.8 %, 59.6 %,
and 55.3 % with 12, 25, and 50 sensor nodes, respectively, on WiFi network during
moderate hours. The total transmission time is reduced with data aggregation as
compared to data transmission without aggregation reduced by 43.1 %, 36.8 %, and
19.1 % with 12, 25, and 50 sensor nodes, respectively, on 2G network during peak
hours. The total transmission time is reduced with data aggregation as compared to
data transmission without aggregation reduced by 61.9 %, 56.9 %, and 55.0 %
with 12, 25, and 50 sensor nodes, respectively, on WiFi network during peak
hours. The results show that the data consumes less transmission time with aggre-
gation of normal data.
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Table 2.6 End-to-end delay on 2G during moderate hours

Without aggregation With aggregation
Sensor nodes 12 25 50 12 25 50
End-to-end delay (seconds) 0914 1.119 1.341 0.1 0.108 0.11

Table 2.7 End-to-end delay on WiFi during moderate hours

Without aggregation With aggregation
Sensor nodes 12 25 50 12 25 50
End-to-end delay (seconds) 0.657 0.737 1.056 0.048 0.153 0.367

Table 2.8 End-to-end delay on 2G during peak hours

Without aggregation With aggregation
Sensor nodes 12 25 50 12 25 50
End-to-end delay (in seconds) 1.087 | 1.298 | 1.467 | 0.284 | 0.739 | 1.225

Table 2.9 End-to-end delay on WiFi during peak hours

Without aggregation With aggregation
Sensor nodes 12 25 50 12 25 50
End-to-end delay (seconds) 0.695 0.851 1.278 0.104 0.162 0.387

Tables 2.6, 2.7, 2.8, and 2.9 show the end-to-end delay when data is offloaded to
cloud. It can be seen that the end-to-end delay is reduced with data aggregation as
compared to data transmission without aggregation reduced by 91.17 %, 90.03 %, and
89.05 % with 12, 25, and 50 sensor nodes, respectively, on 2G network during moder-
ate hours. The end-to-end delay is reduced with data aggregation as compared to data
transmission without aggregation reduced by 92.60 %, 79.24 %, and 65.24 % with 12,
25, and 50 sensor nodes, respectively, on WiFi network during moderate hours. The
end-to-end delay is reduced with data aggregation as compared to data transmission
without aggregation reduced by 85.03%, 80.96% and 69.71% with 12, 25, and 50
sensor nodes, respectively, on 2G network during peak hours. The end-to-end delay
is reduced with data aggregation as compared to data transmission without aggrega-
tion reduced by 73.87 %, 43.06 %, and 16.40 % with 12, 25, and 50 sensor nodes,
respectively, on WiFi network during peak hours. The results show that the patient
data has reduced end-to-end delay with aggregation of normal data.

Tables 2.10 and 2.11 compare the aggregation time and show that the HCA appli-
cation takes same time to aggregate data when number of normal patients is same
irrespective of the network, i.e., 2G or WiFi, because we are not considering any
network characteristics like congestion, etc.

The above results show that the HCA model consumes less transmission time
and end-to-end delay with data aggregation and hence could be helpful in eHealth
monitoring systems.
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Table 2.10 Aggregation time on 2G

2G during moderate hours 2G during peak hours
Sensor nodes 12 25 50 12 25 50
Aggregation time (seconds) 0.011 0.029 0.093 0.011 0.032 0.1

Table 2.11 Aggregation time on WiFi

WiFi during moderate hours | WiFi during peak hours
Sensor nodes 12 25 50 12 25 50
Aggregation time (seconds) 0.011 0.032 | 0.091 0.011 0.029 0.091

Conclusion and Future Work

The proposed HCA model enhances the distant health monitoring systems by
classifying the collected ECG data of the patient as urgent or non-urgent and
performing aggregation of the non-urgent data. Data aggregation reduces data
transmission time and end-to-end delay. The HCA model also creates the patient
database on the real-time cloud. The patient data is easily accessible to the medical
fraternity that provides the real-time feedback. The results shown have proved the
efficiency of the HCA model in terms of aggregation efficiency, end-to-end delay,
and total transmission time.

Towards future, HCA model can be enhanced to add security of the patient data
stored on the cloud and improving Quality of Service. Aggregation efficiency can
be improved by taking into account the overhead of performing aggregation on the
normal data as compared to existing aggregation models in WBANSs.
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Chapter 3

Living Labs (LILA): An Innovative Paradigm
for Community Development—Project

of “XploR” Cane for the Blind

Asim Majeed, Rehan Bhana, Anwar Ul Haq, Hanifa Shah,
Mike-Lloyd Williams, and Andy Till

Abstract The community development in different domains (business, education,
welfare, etc.) has been the prime focus over the last decade due to the evolution of
digital technologies and the shift in working patterns. However, many public and
private investments have failed to produce sustaining and real value from them. The
observed deficiencies which are causing the failure of community development
projects ranged from initiation within the artificial and closed laboratory to open
learning environments. The community development is entailed without under-
standing the real community needs, community’s value chain, and potential problems
with limited interactions. These shortcomings have resulted in failure to develop
effective, prosperous, and world class communities, leveraging the new innovative
and powerful approaches. An approach to developing collaborative systems, called
Living Lab (LILA), is discussed in this paper and this approach has empowered and
engaged the communities (students, lecturers, computer scientists, electronics engi-
neers, visually impaired and blind people) to experiment and learn the innovative
solutions of their real-world problems. The theme of this innovation-led approach is
to embed community-driven solution within the communities.

This paper presents the actual framework for the establishment of a Living Lab
using specific case study at Birmingham City University (BCU), along with its
impact on community development. This research determines the key features
that the visually impaired would find useful in a mobility cane called “XploR”.
The smart cane incorporates facial recognition technology to alert the user when
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they are approaching a relative or friend from up to 10 m away. This is a revolutionary
‘smart’ cane enabling blind people to instantly identify friends and family. The cane
also features GPS functionality to aid navigation. This project is part of LILA, a
European initiative encouraging entrepreneurship and fostering internationalisation.

Keywords Innovation ¢ Living labs e Visually impaired ¢ Facial recognition
Assistive technology

Introduction

The open real environment staged for experimenting, collaborating, and knowledge
sharing is called Living Labs. The future directions of product developments are
revealed through user experiences in Living Labs. The open-innovation model is
drawn in many aspects and it gathers the interests of various action-based research
active industries (Allee, 2008). The original concept of Living Lab became apparent
when real-world projects were undertaken by the university students and the inten-
tion was to resolve those as part of their studies. The real purpose of concept LILA
is to bring up the technological issues at home to the real-life context with the inten-
tion of prototyping, refining, and validating their solutions (Jackson, 2008). The
international interests rose about integrating LILA approach within the community
since 2006 when European Commission promoted a project of European innovative
system requiring coordination and advancement. The users from the community
would be involved by LILA in the process of co-creation of applications, services,
and developments of new products (Kokkinakos et al., 2012). The LILA approach
believes in furnishing a service or designing a product; the average user from the
community is equipped well to do that. Therefore, LILA supports innovations
creation and their validations within the real world of collaborative environments
through Research and Development methodology.

The themed structure of LILA is to support innovations in all phases of the life-
cycle and is based on diverse resources, actors, and activities. According to Welfens,
Liedtke, and Nordmann (2010), LILA is a virtual reality or physical region partner-
ships of public—private people, which are formed by the stakeholders, universities,
agencies, firms, and agencies collaborating with each other throughout the develop-
ment lifecycle. The development lifecycle by LILA encompasses creation, proto-
typing, formation, validation of new products, services, and technologies within the
context of real life environments, which helps in upscaling and commercialising the
innovations rapidly within the global market (Schaffers, Guzman, Navarro, & Merz,
2010). This development approach also determines LILA as an open-innovation
network, offering an innovative platform and research think-tank for various
establishments associating the user-driven practices of innovations.

The user-led innovations are highly accredited by the organisations due to having
a high commercial value minimising the risks involved when launching a service,
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technology, or a new product (Yu, Kuber, Murphy, Strain, & Mcallister, 2005).
LILA’s role as a platform for collaborative development brings all stakeholders:
end-users of new technologies, developers, public sector agencies, and exploiters of
services or products. The fundamental theme of open-innovation is based on the
self-organising model because all stakeholders work on voluntary collaboration and
each player is assigned a specific task in the network (Bowyer, Chang, & Flynn,
2006). According to Johnsen, Phillips, Caldwell, and Lewis (2006), the co-creation
and innovation in provider—customer relationships could be customer-driven,
producer-driven, or in equilibrium due to any actor being more dominant and active
in completing the work as compared to another one. This depicts that LILA is an
open-innovation network encompassing various actors under one platform working
towards the same operation in various capacities (Baida et al., 2008).

Co-innovation at Birmingham City University (BCU)

Living Labs is a new way of benefiting from technologies. Modern businesses are
using living Labs to take benefits from open innovations of operating business to
business or from business to consumers (Lee, Olson, & Trimi, 2012). This approach
not only shares ideas between the companies, but also saves time and cost. Living
Labs, as an open innovation business model, enhances the profit for the company
and in the modern era most organisations want to achieve such goals and are battling
in this complicated environment to improve business credentials (Jayal, Badurdeen,
Dillon, & Jawahir, 2010). The business models of value co-creation and sustaining
multidisciplinary collaboration form new organisational parody, which dresses the
need of service- driven market and collaborative networked development approach
(WHO, 2016). The self-organising, co-creation, and innovation model improves the
collaboration of various stakeholders and relationships to build better learning orien-
tation. The research conducted by Haraszy, Cristea, Tiponut, and Slavici (2011)
strongly suggested that collaboration between computer scientists and clinical
experts domain users is required in making the handheld devices using audio sensory
channels of haptic and user-friendly nature. The purpose of developing such technol-
ogy is to show the potential benefits for the visually impaired people.

By involving a targeted group of users in living labs in the early stages of product
and service development, the start-up is provided with a reliable overview of a
targeted regional market and the local needs associated with it that lead to the vali-
dation and adoption of the product or service following user insights and recom-
mendations (Chen & Liu, 2014). This ensures that when a product or service reaches
the market, there is a reduced risk of failure both with the acceptance and under-
standing of the technology and other risks associated with the enterprise (Helal,
Moore, & Ramachandran, 2001). Start-ups will have gaps in their knowledge and
may be lacking in resources to understand what is expected by the target users as
well as statistics related to their specific innovation (Calamela, Defélixa, Picqd, &
Retour, 2012). The involvement of both a higher education institution and business
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Fig. 3.1 Living labs (LILA) and innovation. Source: Thggersen (2007)

innovation centres will enable an entrepreneur to strengthen their innovation capacity
within their organisation due to their diverse range of knowledge and networks
(Calamela et al., 2012). It is also due to “cross-fertilization and collaboration
between different actors” (Calamela et al., 2012).

The Living Labs offer a research platform for experimenting and innovations
from industry and market point of view, eliminating the borders of cultural systems
and different social norms. “This approach is considered a good basis for rapid mass
customisation even with global reach” (Patel & Vij, 2010) and, by innovating
alongside regional partners and targeted users, risks and rewards are shared
(Tiponut, Ianchis, Bash, & Haraszy, 2011).

The model presented by Thggersen (2007) depicts three elements of desirability,
feasibility, and viability behind the startup process of innovation through living labs
(Fig. 3.1).

The difference between co-development and co-innovation topology is clarified
by Thggersen (2007), pointing the fact that the relationship between customer and
supplier is a key. The new methods of innovation by the service delivery procedure
have been coined by the participation of the end users. The contributions by end-
users are not expected as audiences, but as creators, collaborators, and dynamic
contributors (Chen and Liu (2014)). Therefore, it was suggested that the collabora-
tion of research organisations, users, and suppliers would have a great impact on the
novella tea of innovation and on the other side collaboration with competitors could
have an adverse impact on the business. The dynamic interplay centred through the
fundamental knowledge between competition and collaboration is considered a
highly distinctive tactic, which gathers organisations on the co-innovation approach
(Kramp, Nielsen, & Mgller, 2010). The clusters of innovations for project-based
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organisations form collaborative research with other organisations for a common
goal (Smit et al., 2011).

Birmingham City University in partnership with Birmingham City Council has
been part of European Network of Living Labs (ENoLL). The project was co-
innovated at the universities laboratories in collaboration for the sole purpose to
design and develop a smart cane for the blind. This concept of helping both the blind
and visually impaired was established with funding support from Living Labs
Application (LILA), an Interreg NWE project, and the lifecycle development of this
cane was executed within a living lab at Birmingham City University where various
students, researchers, electronics engineer, and computer scientists were involved in
developing this co-innovation. The development of the cane was initiated and led by
user groups feedback consisting stakeholders and individuals with varying level of
sight loss to none who were already introduced the white cane in three regions of
North West Europe (NWE).

“XploR” Project

Birmingham City University (BCU) in collaboration with LILA has developed
“XploR” smart cane based on Assistive Technology focusing on safety, improved
quality of life, and independence of visually impaired and blind people. The
“XploR” cane is embedded with a panic button, GPS navigation system, object
avoidance sonar sensor, facial recognition software, and a built-in HD camera. The
“XploR” cane will carry a database of names and pictures of friends and family
members, and as soon as pictures are taken, it will be scanned through the stored
database and inform the details to the blind person through a haptic touch as well as
audio sensory Bluetooth ear piece. The “XploR” cane will detect the family and
friends up to 10 m away, aiming to empower the inclusive and improve the indepen-
dence of visually impaired and blind people.

According to the statistics published by WHO (2016), almost 360,000 people are
registered as blind and two million with sight loss. It is also forecasted that this figure
would increase to 2,250,000 by 2020 and to four million by 2050 (Table 3.1).

Table 3.1 Number of people registered as visually impaired and blind in UK

Number Number living | % By 2020 living

registered with sight loss | with sight loss Cost of sight to NHS
England 143,385 1,564,340 3.36% £2,216,149,038
Wales 7972 98,650 3.75% £122,643,000
Scotland 18,942 156,230 3.43% £233,526,091
Northern Ireland 46,680 3.05%

Source: WHO (2016)
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Proposed Framework for “XploR” Cane

There have been various researches conducted on helping visually impaired and
blind people in getting commands to avoid obstacles on their journeys. Various past
innovations have segregated various distance lengths to sense obstacles and the
highest measured was up to 4-m. “XploR” cane is designed as a new innovation
which does not only sense the obstacles up to 10-m and alarm the user, but also
embedded with the GPS navigation facility. This innovation of integrating GPS
navigation has raised questions of detecting obstacles, object avoidance, and appro-
priate route selection by the visually impaired and blind people. The technology is
continuously in the advancement phase and many new sensors based on ultrasound
rays have been developed which provides better support than guide dogs. Those
who are visually impaired may not realise the full potential of these technologies
and still use guide dogs for route guidance, but are helpful in taking decisions in
navigating/orientation in unusual situations.

The electronic navigation aid systems have replaced the traditional tools used for
navigation by visually impaired people during the last half decade. The newly
developed systems are based on various types of sensors and have the signal pro-
cessing capabilities, which helps the visually impaired person to improve mobility
within the continuity-changing environment or unfamiliar situations (Tiponut et al.,
2011). The embedded monitoring systems are integrated to ensure that the person
using this is moving and will reach to his target (Zarandi, Mansour, Hosseinijou, &
Avazbeigi, 2011). The proposed framework and develop system will be integrated
with the facility to sense the changing environment or emergency situations about
the current position of the visually impaired and blind person.

A module for path planning is integrated into this device and it would be
responsible for generating and recalculating the route if it finds any obstacles on
the way. The visually impaired person using “XploR” cane finds obstacles on the
way; the sensors will detect the object in a 3D format and this must meet require-
ments for trajectory planning. The man—computer interface provides information
extracted from the environment in a friendly manner and assists visually impaired
people by navigating “hands-free” in their work environment and everyday life
(Wong & Cohen, 2012). The “XploR” cane is designed on the following proposed
model (Fig. 3.2):

The Assistance Interface for Navigation would store the current position of the
person and the details of the environment in its database through the Information
Assistance Interface. Several functions are embedded within this portable device
and it involves processing capabilities and control of embedded systems (Fglstad,
2008). The Communication module embeds other modules such as Assistance
Interface for Navigation and Assistance Interface and this would serve as a Human
Computer Interaction interface. This interface is used to input various commands to
operate “XploR”. The detection of obstacles and objects is very important for
visually impaired people when moving around as well as obtaining location data.
The current location of the visually impaired person is very important because this
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Computing Device Portable Assistance Equipment

Fig. 3.2 Block diagram of the proposed system. Adapted from: Assistive technologies for visually
impaired people (Liu et al., 2007)

information must be stored and correlated to the database of the environment.
The obstacles can be detected by using Ultrasonic systems for measuring the
distance. The GPS tracking uses movement sensors to locate the orientation of the
person and trajectory tracking (Haraszy, Micut, Tiponut, & Slavic, 2011).

The absolute position of the visually impaired person can be obtained through a
GPS system, but with errors of few meters due to slow sampling rate (Kramp et al.,
2010). The GPS navigation embedded within “XploR” can be useful for outdoor
journeys. The integration of quantisation noise and measurement helps to identify
the location error to the inertial positioning system, which is encompassed by gyro-
scopes and accelerometers. To obtain superior results, magnetic compasses are used
along with gyroscopes and accelerometers (Allee, 2008). The detection of obstacles
and locations of people can be obtained through mobile robots integrated within the
navigation. In the proposed model, various types of sensors are used to measure the
location, and consequently, it requires complex computation processes (Lee et al.,
2012). The sensor fusion module is responsible for communicating with the various
types of sensors. In “XploR”, the resolution of these problems is looked at carefully
while embedding a Kalman Filter within the device (Tiponut et al.,2009).
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The theme of this research work is to design and build a device, which uses ultrasonic
sensors to sense the surrounding environment and incorporating a GPS navigation
as well as a built-in camera to take pictures and scan them for the details of family
and friends from information stored in the database. As soon as it finds obstacles, it
sends feedback to the blind person wearing this device. The “XploR” cane has more
features than the existing model of cane available for the blind and visually impaired
people. The design of XploR differentiates itself from the traditional ones, which
scans the obstacle from 10-m distance and alerts the user with four different types
of vibrations. The design of previous devices scans the objects from only 4-m distance
and there is no camera embedded in it. The “XploR” cane is embedding a camera,
vibration motor, sensors to scan the obstacle, 10-m distance, and four different types
of vibrations.

Facial Recognition (FR) and Assistive Technology (AT)

The Living Labs for this project have experimented with four different versions of
facial recognition software called OpenCV and these are presented in the workshops.
All previous versions have been classed and the prototype version 4B includes
features such as built-in camera, facial recognition, GPS navigation, and Haptic
touch. “XploR” cane has been designed in incubation hubs where students, com-
puter scientists, entrepreneurs, and researchers met and discussed the project idea
collaboratively. Birmingham City University and living lab collectively helped to
exhibit the version 4B are the European BIC network.

A survey conducted by Liu, Baida, and Tan (2007) investigated the problems
blind and visually impaired people faced when using the internet and identified four
main problems to consider. Accessibility, the usability of assistive technology, con-
tent overview, and structure overview were identified as the main problems. This
also leads to believe that there is a high percentage of unemployment within blind
and visually impaired people due to the fact of being excessively demanding or
extremely challenging for using office equipment. There are adverse opinions stated
by employers about employing visually impaired people and rehabilitation counsel-
lors have presented their views; which led them to focus on consumer abilities and
then the employer needs (Patel & Vij, 2010).

Academic results of visually impaired and blind students varied considerably
and depended on the assistive technology learning aid used. This disability restricts
the blind people’s learning and studying chances as compared to other normal
students. Research conducted by Liu et al. (2007) finds that evidence from teachers
of visually impaired students that there is a positive relationship between results and
the use of assistive technology has enriched the quality of students’ life and worked
as a driving force to access the academic information. However, there was a lack of
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knowledge among the teachers about the range of assistive technology available.
Most of the teachers portrayed themselves as “IT Illiterate”, assuming that
Information communication technology (ICT) and assistive technology (AT) are
related to each other. To avoid the confusion, it is shown by Tiponut et al. (2011)
that ICT is used to represent individuality, fitting, and capability, whereas assistive
technology is used to represent reliance variance and constraints. Hence, ICT and
ICT assistive technologies have inherently inconsistent sets of associations (Wong
& Cohen, 2012).

The research conducted by various scientific scholars has also discussed that
blind and visually impaired students find various academic subjects more complex
than the others. They use a special kind of web browser called AsteriX-BVI to per-
form chemical and mathematical calculations, which in turn generates haptic-
enhanced presentations (Patel & Vij, 2010). According to Liu et al. (2007), the
technologies produced (virtual-EyeCane, White-Cane) for BVI people lack the abil-
ity to simulate the user to the relevant locations and destinations.

The results gathered from earlier developed devices for BVI people suggest that
there is still more room for assistive technology development, which could not only
navigate the user but also measures the distance of the obstacle on the way. A lot of
research and development has been done on assistive technologies, which include
alerting the user about the obstacle from the 4-m distance. Chen and Liu (2014)
researched areas of assistive technology (AT) devices that are most appreciated by
AT users. AT results are needed for the reported data regarding the impact of AT on
participation, costs of AT provision, and key elements in the AT service delivery
process. The “XploR” would not only help blind people from one particular sector
of the community, but also almost all the sectors where blind people are linked to.

The students and lecturers at Birmingham City University have taken the initia-
tive to overcome these issues faced by BVI people. For this purpose, BCU campus
was used as a Living Lab where project “XploR” was serviced. The idea was to
embed the sensors that could sense the obstacle from 10-m range, and for this pur-
pose, Nottingham Obstacle Detector (NOD) sensor was used. The NOD sensor was
set to sense the objects on the basis of five zones. Each zone range was set for 2-m,
and as soon as “XploR” would sense the obstacle, the cane will inform the user
through haptic touch. Mowat motor is used for the haptic touch as it has the stimuli
of various types of vibrations.

The proposed structure is presented through Fig. 3.3.

The purpose of embedding an ultrasound sensor is to provide obstacle detection
along with GPS for navigation purposes. The “XploR” cane is embedded with
Mowat sensor, which has five different analogue vibratory haptic pulses. The
classification of these haptic vibrations is based on every 2-m distance. The vibra-
tion frequency is inversely set of the distance between the sensor and the obstacle.
There are other sensors available for detecting the objects and obstacles, but
“XploR” has used Ultrasonic sensor due to being less affected by the color and
materials of obstacles. It also has the capability of detecting the objects up to 10-m
range. The ultrasonic sensor is designed with a function of resisting the external
disturbances, noise, and radiations. This sensor continuously emits the sound rays,
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Fig. 3.3 Angular coverage of the detection zone. Adapted from: “Xplor” cane assisted mobility for
the visually impaired (Sakhardande, Pattanayak, & Bhowmick, 2012)

and as soon as these hit any object, they are reflected back to the source with the
location and distance of the obstacle. The functionality of “XploR” cane is based on
Bluetooth Antenna, Bluetooth headset, HD Camera, Power Supply (via Rechargeable
Battery), ON/OFF Button, Mowat Sensor (Vibrating Motor), Hardware Rest Button,
Micro SD Slot (SD/MMC), HDMI Port, 4GB DDR3 SDRAM, EEPROM,
Nottingham Obstacle Detector (NOD), GPIO Extension (1, 2, 3 and 4), Recovery
Button, Hardware Rest Button, and 32GB NAND Flash. While developing the
“XploR” cane prototyping framework, the researchers in BCU had the assumptions
of designing the cane length as per users choice, to be made of lightweight but
strong material, proposed weight would be light, would have horizontal and vertical
full spectrum IR camera and 270° viewing angle, smartphone interface mount
within the handle, 24 h battery life, vibrating device in handle to detect force feed-
back from camera detection, handle could be detached from bottom part of cane,
panic button for assistance, and voice assistance/recognition.

The proposed model of “XploR” is designed and presented in Fig. 3.4.

The “XploR” cane includes hearing aid and the prototyping phase required to
ensure what technology would be used for the hearing purpose, which would
enhance user’s experience. The process of listening involves both ears working
together combining the inputs and exchanging the information. To make it possible
for “XploR” cane, the binaural coordination sonic device is used. Sonic products
use binaural coordination to exchange the information between the right and left
devices. If it is not embedded in the framework, the user would have to adjust the
hearing device manually. The hearing experience of the user is so natural that they
would never recognize that they would have worn the device when listening to the



3 Living Labs (LILA)... 41

Camera (Facial Recognition)
Ultrasound Sensor

Haptic Touch (Vibrator) GPS Navigation System

ON/Off Switch Button Hallesies o Charging

Programmed Circuit (Board)

Fig. 3.4 Proposed model. Adopted from: “XploR” cane-assisted mobility for the visually impaired
(Sakhardande et al., 2012)

instructions. The “XploR” cane would come with two different types of material
choices, from which the individual can make a choice from. This is giving the indi-
vidual choice to make instead of imposing our choice (Aluminum and Graphite).
There would be a choice for folding or telescopic. The embedded camera for facial
recognition would have the capability of 1000fps for good quality pictures and be
adjustable to viewing angle. The panic button will be linked to a call center where
help can be dispatched with the aid of the GPS incorporated in the cane.

Sustainable Product Design

The features and working of “XploR” are explained in various sections of this paper.
The Ultrasound rays detector is embedded in the device to detect the obstacles from
a 10-m distance and this information is transferred to the user through Bluetooth.
The device sensory detector detects the object and the stimuli of vibrations are
changed according to the distance of obstacle. The distance of 10-m is divided into
five zones. The “XploR” cane is a new innovation on the basis of previous models
as none of the past inventions had the integration of facial recognition and GPS
navigation facilities embedded within it. The mechanism of device attachment with
the cane does not require sighted assistance and could easily be attached or detached by
the visually impaired or blind person. This device can also be used for general pur-
pose distance measurement and GPS navigation. This device runs on rechargeable
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Source: Living Labs (LILA) & BCU Project (2015)

Fig. 3.5 “XploR” cane (design). Source: Living Labs (LILA) & BCU Project (2015)

batteries and can be charged using a simple charger like those used for mobile
phones. This eliminates the inconvenience of opening the battery pack to replace
batteries (Fig. 3.5).

The “XploR” is designed with a pair of receivers for both the ears. The Ultrasonic
sensor will sense the environment, the camera will take the pictures of people within
the 10-m radius and scan through the database for recognition purposes, haptic
touch would alter the user through the various set of vibrations, and embedded GPS
would navigate the users within that environment to determine the obstacles and
their ways. The crux of the whole concept to design “XploR” was to help blind in
their day-to-day mobility using navigation through instructions using pathfinder
system. The “XploR” determines the presence of the object through Nottingham
Obstacle Detector (NOD), measuring the distance and inform the user through
Bluetooth and haptic touch. The technical specifications of the “XploR” cane are
laid out in Table 3.2.

The insights of “XploR” functionality are laid out in Table 3.2.

The details mentioned in Table 3.2 depict the technical working and details of
instruments within the XploR cane. This project was initiated collaboratively by
LILA and Birmingham City University. The development of “XploR” presents
Living labs perspective in-depth comprehension of the operations and interrela-
tions of various components in the environment they function, for its user groups.
This idea is gaining popularity for entrepreneurs to deliver innovative solutions for
the communities and provide deeper awareness of the contemporary procedures by
sharing best practices among network of other connected living labs.
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Table 3.2 Insights of “XploR” functionality

Technical
specifications

The “XploR” cane incorporates the following on its own board.

¢ Bluetooth antenna

¢ Bluetooth headset, Jabra

¢ HD camera (facial recognition)

e Power supply (via rechargeable battery)

¢ ON/OFF button

¢ Mowat sensor (vibrating motor)

¢ Hardware rest button

¢ Micro SD slot (SD/MMC)

* USB_OTG

* USB_HOSTI1

¢ HDMI port

* 4GB DDR3 SDRAM
* EEPROM

* Nottingham obstacle detector (NOD)

¢ GPIO extension (1, 2, 3 and 4)

¢ Recovery button

¢ Hardware rest button

e 32GB NAND flash

e CHG_LED

e PWR_LED

Ultrasound
sensor module

There are other sensors available for detecting the objects and obstacles, but
“XploR” has used Ultrasonic sensor due to being less affected by the colour
and materials of obstacles. It also has the capability of detecting the objects up
to 10-m range. This ultrasonic sensor is designed with a function of resisting
the external disturbances, noise, and radiations. This sensor emits the sound
rays every time, and as soon as these hit any object, they are reflected back to
the source with the location and distance of the obstacle

Haptic touch

Mowat sensor is used in “XploR” which has five different analogue vibratory

(vibrators) haptic pulses and these ranges could be set on the basis of the distance. In
“XploR” cane case, the scanning area is up to 10-m and that is classified into
five zones. The haptic touch would execute on the basis of where the object is
located. All five zones have different level of haptic touches

Standard The device “XploR” has following standard functions to help blind and

functionalities | visually impaired people for their mobility

¢ Cane length could be increased or decreased by the user

¢ Cane would come in two different, materials (Graphite and Aluminium)

* Its weight would be light and easy to carry

¢ Horizontal and vertical full spectrum IR camera and 270° viewing angle

¢ Smartphone interface mount within the handle for navigation purposes

e 24 h battery life

¢ Vibrating device in handle to detect force feedback from camera
detection

¢ Handle can be detached from bottom part of cane

¢ Panic button for assistance

* Voice assistance/recognition

(continued)
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Table 3.2 (continued)

Constraints While developing “XploR” cane following constraints were raised:

¢ Aluminium may not be durable enough and cane could be easily be
broken

¢ Weight of “XploR” cane would vary due to the specifications

¢ Battery life issues

e Camera would require to be adjusted by the user for viewing angle
* Facial recognition depends on user’s height

¢ In “XploR” cane, we could not use Android OS due to the technical
incompatibility issues of supporting camera, Mowat motor, and
ultrasonic sensors

Conclusion

There is an enormous amount of assistive technologies available globally for the
blind and visually impaired people, but their use is quite complex for them. Some of
the assistive technologies are developed in various countries, but still unreachable
by the blind and visually impaired people due to being expensive and lacking navi-
gation features. The navigation support and facial recognition have always been a
challenging problem for blind people along with finding the precise location of the
obstacle. The already developed assistive technologies (e.g.; Eye Cane, White-
Cane) did not have facial recognition features as well as no ability to sense the
external environment through the auditory stimuli.

This paper presents “XploR” cane, a new innovation for blind people which is
designed and developed at Birmingham City University (BCU) in co-operation with
Living Labs (LILA). Although the integration of various assisted technologies
within XploR was a great challenge, while developing it was ensured that all neces-
sary aspects and features such as obstacle avoidance, facial recognition, route plan-
ning, GPS navigation, Bluetooth, haptic touch, and path sounder were embedded in
it. This product concept was innovated with about 100 users across three NEW
regions as part of LILA, and following the feedback from users and stakeholder,
improvements were made in it, resulting in functionality of the “XploR” including
face recognition and the ability to detect obstacles of up to 10-m radius.

Future Work

Although this device is developed keeping in view the various requirements of BVI
people, it still requires future researchers to look into it through the following
perspectives:

1. “XploR” can contain Braille keyboard, voice input unit, etc. Through this inter-
face, different commands can be addressed to the computer.
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Chapter 4
Regenerator Losses in a Free Piston Stirling
Engine

Ayodeji Sowale and Sarah Odofin

Abstract Due to the need for alternative means that can be used to generate power
with high efficiency and less harm to the environment, the free piston Stirling engine
has emerged and research has been carried out to prove its relevance. This study is
carried out in the thermal energy conversion unit, using solar energy to generate
power. This form of renewable energy can be employed for power production using
the free piston Stirling engines which converts thermal energy into mechanical
energy. The application is considered for micro-CHP applications in small-scale
businesses and units. In this study the regenerator being the heart of the Stirling
engine and its heat storage and recovery ability is analysed. The quasi-steady flow
of the thermodynamic model of the free piston Stirling engine is developed, the
thermal losses and effectiveness of the regenerator are considered and the effect on
the output results generated during its operation is analysed and presented.

Keywords Free piston Stirling engine ® Thermodynamic * Regenerator

Introduction

The free piston Stirling engine has been investigated in the past due to its external com-
bustion, high efficiency and environmental friendly operation. The regenerator which is
the major part of the engine which stores and releases heat to the working fluid in the
engine during its backward and forward movement in the heat exchangers requires
critical analysis for optimum performance. The thermal efficiency of the free piston
Stirling engine is determined by the efficiency of the regenerator. The regenerator
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consists of matrix layers to increase the effectiveness of its storage and release of heat
absorbed from the working fluid. The porosity of each matrix determines the efficiency
of the regenerator and has major impact of its performance. The porosity can be defined
by the density of the mesh, void volume and the wire diameter. Therefore more consid-
eration is required on the thermal losses that occur and also on the heat transfer and
pressure drop of the oscillating flow of the working fluid in the regenerator.

Past Researches

Some investigations have been performed on the losses and effectiveness of regenera-
tor in the Stirling engines. A research was performed by Abdulrahman on the engine
regenerator as to design and carry out tests on the material to be used to make it effec-
tive (Abdulrahman, 2011). A numerical study was carried out on regenerator matrix
design to improve the efficiency of a Stirling engine. A numerical model of the engine
was developed, and a new regenerator design was optimized by dividing the regenera-
tor matrix into three sections. The new design improved the overall temperature oscil-
lations of the matrix and reduced the inflow effect on the matrix oscillations, thereby
improving the efficiency of the engine (Andersen & Thomsen, 2006). A one-dimen-
sional model was produced by de Boer (2009) for analysing Stirling engine regenera-
tors. The model was developed from the simplified model considering the thermal and
viscous losses. The output from the optimisation provided the optimal values of the
piston phase angle and conductance of the regenerator to achieve maximum output
power. A solution was obtained by Qvale and Smith (1968) on the thermal performance
of a Stirling engine regenerator using the mass flow rate and sinusoidal pressure varia-
tion with phase angle between them. An observation by Popescu, Radcenco, Costea
and Feidt (1996) states that the major reduction in the Stirling engine performance is by
the nonadiabatic regenerator. The effects of the dead volumes and the efficiency of
regenerator on the overall efficiency of the Stirling engine were carried out by
Kongtragool and Wongwises (2006). The figure below shows the layout diagram of the
gamma type free piston Stirling engine used in this study (Figs. 4.1 and 4.2).

Assumptions for the Mathematical Model

Certain assumptions were defined in order to obtain the mathematical model of the
regenerator in the free piston Stirling engine.

The pressure drop in the regenerator is taken into account.

The internal, external and dissipation losses are taken into consideration.

The flow of the working gas is in one dimension and uniform.

The temperatures of the working gas in the heat exchangers are in thermal equi-
librium with the surrounding walls.

Ll o e
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Fig. 4.1 Layout diagram of the free piston Stirling engine

Fig. 4.2 Top view
geometry of the
regenerator Formosa, 2013

5. The temperatures of the surrounding walls of the working gas volume changes

with time.

6. The effect of gravitation is not considered in this analysis.

~

. The working fluid is a perfect gas.

8. The regenerator temperature is required to be equal to the average of the cooler

and heater temperature.

Methodology

In this study the second-order modelling of the quasi-steady flow model of free
piston Stirling engine is developed using the fourth-order Runge-Kutta (rk4) method
in MATLAB which solves second-order differential equations. The major focus was
on the regenerator and its losses. The regenerator matrix was divided into ten parts
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in order to account for more accurate temperature difference and losses that occur
in the regenerator during simulation. The temperature range between the heater and
cooler was used to define the initial temperature of the working gas and the matrix
in all regenerator parts. The input data for the engine geometry was defined. The
pressure, pressure drops and heat transfers in the regenerator were calculated and
the simulation was run over five cycles until convergence was achieved.

Equations for Regenerator Mathematical Model

The equations for determining the temperature, pressure drop and thermal losses are
given below:
For the pressure in regenerator

Aj +(AP)/2 4.1)

P=P,+

where P, is the pressure in the cooler, AP, is the pressure drop in the cooler and AP,
is the pressure drop in the regenerator.

For pressure drop in the regenerator, correlations were derived from the experi-
mental analysis of the oscillating flow through regenerators. The evaluation of dif-
ferent correlations for determining the heat transfer coefficient and friction factor in
regenerators was derived by Thomas and Pittman:

AP =(2frmuUV)/(A,, (dhz) (4.2)

where fr is the Reynolds friction coefficient, mu is dynamic viscosity, U is fluid
velocity, Vis volume of the regenerator, Ay, is the free flow area and dh is hydraulic
diameter.

For the heat transfer in the regenerator

Or=(v,dPC,)IR)~(C, (T, m,)~(T,m,)) (4.3)

where dP is the pressure derivative in the engine, C, is the specific heat capacity at
constant volume, C, is the specific heat capacity at constant pressure, 7} is the cooler
temperature, my, is the mass flow from the cooler to the regenerator, 7), is the heater
temperature and m,, is the mass flow from the regenerator to heater.

For the regenerator temperature

T, =RV, /(Rm,) (4.4)

where P, the pressure in the regenerator is, V, is the regenerator volume, R is the
universal gas constant and m, is the mass flow in the regenerator.
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Dissipation loss
Ory, ==AP.g,Ac, | (P, /(RT,) “.5)

where g, is velocity multiplied by the density of working gas and Ac, is the cross
flow area from the cooler to regenerator.
Internal heat conduction loss

Or, =k.A, (1-poros)/1 (T, -T,) (4.6)

where k, is the thermal conductivity of regenerator matrix, A, is the regenerator area,
poros is then porosity of regenerator matrix, /, is length of regenerator, 7,, is the gas
temperature of mass flow of regenerator part and is the gas temperature of mass flow
from the compression space to regenerator.

External conduction loss

Or,, =(1-&)h Atep, (T, -T,) 4.7

where ¢ (epsilon) the effectiveness of regenerator is, Atep, is surface area of regen-
erator and 7, is the temperature of regenerator matrix.

Tanaka, Yamashita and Chisaka (1990) defined the average heat transfer between
the working gas and the matrix in the regenerator:

—_— —0.67
Nu=0.33Re (4.8)
NTU = 4NuH,, | Pr Red, (4.9)
h, =NTUC i/ A,, (4.10)

For (4.8)—(4.10), Nu is the mean Nusselt number, Re is the mean Reynolds
number, NTU is the number of transfer units, H}, is the regenerator thickness, Pr is
the Prandtl number, £, is the mean heat transfer coefficient on matrix surface and
A}, 1s the area of heat transfer on the matrix.

To calculate the effectiveness of heat exchange in the regenerator

NTU (4.11)
e, =——-— )
7 NTU+2
Input data for the design of the regenerator
Length of regenerator 0.04 m
Outer diameter of regenerator 0.08 m
Inner diameter of regenerator 0.064 m
Wire diameter 0.0001 m
Porosity of regenerator 0.75
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Input data for the design of the regenerator

Mean pressure 70 bar

Expansion temperature 810 k

Compression temperature 320k

Displacer stroke 0.0123 m
Numerical Results

In this present approach, the heat transfer coefficient, regenerator matrix, wire
diameter and porosity of the regenerator are major factors that determine the effi-
ciency of the regenerator. The losses that occur are taken into consideration, the
outputs results are presented below and analysed.

Figure 4.3 shows the pressure drop in the regenerator parts, it can be observed
that the pressure drop is constant in the ten regenerator parts. The major pressure
drop in the engine is exhibited in the regenerator. Figure 4.4 shows the temperature
variation in the topmost and the lowest part of the regenerator; the topmost part
closest to the heater exhibits a higher temperature than the lowest part closest to the
cooler and this shows the effects of the cooler and heater on the regenerator
temperature.

In Fig. 4.5 the maximum heat loss due to external conduction in the regenerator
parts is about 100 W; this is very significant as it determines the efficiency of the
regenerator. Figure 4.6 shows the heat dissipation loss in the regenerator parts, the
maximum heat loss due to dissipation is very low at about 0.4 W. This shows the
regenerator matrix retains most part of the heat from the working fluid during the
back and forth movement in the engine.

In Fig. 4.7 the maximum internal heat loss in the regenerator is about 200 W. In
Fig. 4.8 the heat flow rate in the tenth part of the regenerator closer to the heater is
about 6 kW, and the first part closer to the cooler exhibits about 0.3 kWj this shows

Fig. 4.3 Pressure drop in
the regenerator
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Fig. 4.4 Temperature
variation in the first and
tenth

Fig. 4.5 The external heat
loss in the regenerator

Fig. 4.6 Heat dissipation
loss in regenerator
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Fig. 4.7 Internal heat loss
in the regenerator
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that there is more heat flow in one part of the regenerator than the other due to the
decrease in the working gas temperature from the cooler to the regenerator while the
parts closer to the heater exhibit a higher flow rate due to its proximity to the heater.
This shows the engine performance depends on the regenerator effectiveness and its
ability to accommodate high heat fluxes.

Conclusion and Future Work

The numerical solution and analysis of the regenerator in the free piston Stirling
engine can be used to determine the heat transfer, temperature and thermal effi-
ciency of the free piston Stirling engine. The output of the heat losses displayed a
very significant effect in the regenerator performance. Careful consideration and
measures should be taken to minimize the losses in the regenerator for a better
engine performance and output power. Also, the higher the porosity of the
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regenerator the better the heat transfer. The engine exhibits a thermal efficiency of
about 61 %. This method is very suitable for the regenerator analysis as it considers
all the thermal losses, heat conduction loss and dissipation losses during the oscilla-
tory movement of the working fluid back and forth through the heat exchangers.
This analysis can be employed on the improvement and development of free piston
Stirling engines for micro-CHP applications.
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Chapter 5
Adopting Business Analytics to Leverage
Enterprise Data Assets

Mohamed Djerdjouri and Abdelghani Mehailia

Abstract In today’s rapidly changing business environment, advances in informa-
tion and communication technologies are happening at a very fast pace. As a result,
firms are under constant pressure to quickly adapt, be competitive, and identify new
business opportunities. Also, the amount of data collected by organizations today is
growing at an exponential rate and includes structured as well as new types of large
and real-time data across a broad range of industries such as streaming, geospatial,
social media, or sensor-generated data. Enterprise data have become an invaluable
strategic asset. Many organizations are using modern Business Analytics (BA) to
extract new insights and the maximum possible value from these data assets, which
will enable them to make timely and accurate decisions. In this paper, we briefly
describe business analytics and discuss how leading world class organizations are
adopting it and the technology environments that make it relatively easy and inex-
pensive and, the subsequent competitive benefits they have achieved. In addition,
we will report some findings from surveys of executives, managers, and profession-
als across industries about the use of analytics in their organizations, done recently
by IBM, SAS, MIT, and Gartner. Also, we will briefly address the organizational,
cultural, and technological challenges faced by organizations embracing business
analytics. Finally, we will discuss the unique obstacles and challenges encountered
by firms in developing countries with the goal of raising awareness of organizations
in the MENA region not only about these impediments but also about the benefits of
these technologies and the crucial role they play in the survival and competitiveness
of the firm in the complex and turbulent global market.

Keywords Business analytics ¢ Big data ® Datasets ®* Competitive advantage
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Introduction

Data is a strategic asset and business analytics provide the firm the tools to extract
economic value from it. In today’s business environment, massive amounts of data
are being generated daily. According to the International Data Corporation (IDC),
the world will generate an outstanding 35 Zettabytes of Data by 2020 (one
Zettabyte=1 trillion gigabytes), about 44 times more than 2009 (cf. Fig. 5.1). Also,
Gartner reported that the growth of data volume between 2010 and 2015 reached
650 % (Gartner, 2016).

As of 2000, approximately 75 % of the data in the world was saved on analog
media, film, or paper and only 25 % was digitized. Today, over 90 % of the world’s
data is digitized. In addition, these data include not only structured but also new
types of unstructured and real time data generated through emails, text messages,
social media sites, videos, and other means. Also, data can be generated by either
people or machines. Data is becoming the new raw material of business and its eco-
nomic input is almost equivalent to capital and labor (Zikopoulos et al. 2013). Also,
as stated in the Gartner 2010, report information will be the twenty first century oil.
However, research has also suggested that organizations are becoming overwhelmed
by the amount of data collected and wrestle to understand how to use it to achieve
business results. Data-driven companies treat their data as a strategic asset and try to
leverage it for competitive advantage. According to a study by Gartner, business
analytics is the top priority of chief information officers in the technology category
and comprises a $12.2B market (Gartner, 2016). It is seen as a higher priority than
such categories as mobile technology, cloud computing, and collaboration technol-
ogy. In their CCF report, Koff and Gustafson (2011) state that we are witnessing both
a data revolution and an evolution. There has been a steady evolution of computer
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and storage platforms, applications, architectures, and communication networks.
And the revolution lies in the huge amounts of real time data organizations are
collecting, the complexity and diversity of data, new rapid processing and storage
methods, new linkages and the new analytics tools for gaining insights, and leverag-
ing from the various datasets. The flood of large amounts of real time and various
types of data is pressuring executives, managers, and professionals to make better
and timelier decisions for their organizations. As a result, many companies are rush-
ing to adopt business analytics and capitalize on these vast datasets of unstructured
and real time data.

Evolution of Business Analytics

As a result of the pressure on organizations to leverage big data for competitive
advantage and on managers and executives to make better decisions faster, there is
a shift of paradigm towards using a more data-driven decision-making process to
inform decisions at all levels of the organization and based on the use of business
analytics (Evans and Linder (2012); Harvard Business Review Analytics Services
(2012)). The institute for operations research and the management sciences
(INFORMS) defines analytics as the scientific process of transforming data into
insight for making better decisions. According to Davenport (2013), the field of
business analytics was born in the mid-1950s. It followed a development of tech-
nological tools that can capture large amount of information and analytical tools
and mathematical models that can help better analyze those data and recommend
courses of action that were much better than what executives and decision makers
could come up with using only their judgment and intuition. Analytics is in fact an
evolution of quantitative analysis (operations research, statistics, and information
systems), which has been in use for many decades already to assist executives and
managers in making data-driven and better decisions. The difference today is the
sheer volume of data collected and stored and the velocity at which it is being
generated together with the advances made in information technology (Hopkins,
2010). Also, it has become more economically feasible to collect, store, process,
and analyze unstructured data, such as web and network log data, or social media
content. Moreover, more sophisticated algorithms and methods were developed to
timely analyze these large datasets to reveal hidden patterns, provide insights,
assess performance, track customer sentiment, and generate new business revenue-
generating opportunities. Another development is that with the blending of visual-
ization tools, analytics is much more compelling and easier to use, and as a result,
more people in the organization can access the analytics tools and analyze all the
data, and leveraging data from multiple sources. Even the name evolved from deci-
sion support systems to executive information systems, and then to online analyti-
cal processing, to business intelligence, and finally to analytics (Long & Brindley,
2013). The changes in the name appropriately reflect the evolution in the
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sophistication and reach within the organization; of the analytical tools to improve
decision making at all levels. As stated by Koff and Gustafson (2011), the changes
that took place in data and data analysis along the way include the volume of data
that went from megabytes to terabytes and to petabytes and exabytes; the view that
data represent an asset now and not just a fact; that we moved from just collecting
data to connecting data and from analyzing only to predicting and uncovering
insights within datasets. Also, we moved from only structured data to include more
unstructured and timely data, from relational to non-relational, and from central-
ized to distributed parallel processing. Furthermore, there has been an evolution in
the way data have been used over time. Davenport and Harris (2007) assert that
analytics practitioners spent more than 95 % of their time reporting on the past and
about 5 % on analysis of data. Also, if the firms use any analytics, it would be by a
particular department or division of the firm and some of the time only to analyze
a specific issue that arose. They also mentioned that the change in data analysis
went from the activity of mainly reporting on what has happened in the business,
to today’s analytics which is explanatory and predictive. Modern analytics attempt
to explain why things have happened and try to predict what might happen going
forward. Today, we are witnessing the democratization and the spread of data ana-
lytics within the organization. Executives, managers, and professionals at all level
of the firm demand more insights from the growing mass of real time, complex,
and diverse data their firm collects. And they are getting the analytics tools to ana-
lyze the data themselves by building and manipulating more sophisticated models,
in order to make timely and better decisions. Also, analytics professionals are
becoming heavily relied upon when critical corporate decisions must be made.
Consequently, the Burtch Works study (MIT Report, 2010) predicts that, analytics
professionals are on the brink of taking more leadership positions in global corpo-
rations within the next 10-20 years. In short, the main driver of the evolution of
analytics is the big data revolutionary change. The main characteristics of data are
volume, variety velocity, and veracity. And velocity is considered the game changer
because it is not just how fast data is produced or changed, but the speed at which
it must be received, understood, and processed. Davenport (2013) contends that
the evolution of analytics has gone through three phases so far. Analytics 1.0 is the
era of business intelligence which started in 1950s and lasted until the mid-2000s
where analytical tools were being used on mainly structured data to help managers
take better courses of action. Then, Analytics 2.0 followed when companies like
Google and Amazon started to collect and analyze large volumes of different types
of data that was now not just internally but also externally sourced and unstruc-
tured. In this era, new and more powerful analytical tools were developed and
companies hurried to upgrade their capabilities to substantially improve their fact-
driven decision making and achieve competitive advantage. And in the last few
years, he claims that we have entered the era of Analytics 3.0 when every firm in
every industry realized that they too can get more insights from their data analysis,
which can lead to lucrative new business opportunities. He called Analytics 3.0 the
era of data-enriched offerings. Big data is changing the way analytics were com-
monly viewed, from data mining to advanced analytics.
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Creating a Competitive Advantage

In today’s complex business world, competitive companies are getting ahead by
using lots of analytics to make the right decisions. The benefits achieved include
improving processes, saving costs, and enhancing revenues (Hopkins et al., 2010).
Studies show that organizations competing on analytics substantially outperform
their peers. Pioneers such as UPS, Progressive, and Google are very aggressive
about analytics; however, the majority of companies still have a long way to go in
tying analytics to decision making throughout the organization. Every year, Gartner
surveys almost 3000 CIOs to get insights into their strategies as well as digital busi-
nesses trends, opportunities, and threats. And for the fifth year in a row, analytics
represents the top technology priorities in 2015 (Gartner, 2016). Also, IDC reports
that the business analytics software market grew by 13.8 % during 2011 to $32B and
predicts it to be at $50.7B in revenue by 2016 (Gartner, 2016). Nucleus Research
finds a $10.66 payoff for every $1.00 spent on analytics applications (Clyde
Holsapple, Lee-Post, & Pakath, 2014). There is a strong relationship of business
analytics with profitability of businesses, their revenues, and the shareholders’
returns (Watson (2011); Accenture Global Operations Megatrends Study (2014)).
Moreover, business analytics enhances understanding of data, enables the creation
of informative reports, and it is vital for businesses to remain competitive. In a sur-
vey of 3000 executive managers worldwide conducted by the MIT Sloan
Management Review and the IBM Institute for Business Value (2012), findings
revealed that top performing companies view analytics as a key differentiator that
clearly separates them from the competition in the marketplace. The survey finds
that top performers are three times more likely than lower performing companies to
recognize that their heavy use of analytics within the organization gives them a
substantial competitive advantage. Moreover, the managers mentioned that one of
the key barriers to achieving the competitive advantage that big data can offer is
their lack of understanding of how to use analytics to improve the business perfor-
mance. In addition, the survey found that executive managers reported that their
immediate plan for the next 2 years is to adopt emerging analytics tools within the
organization, and these tools will supplement existing data reporting systems and
uncover patterns and insights in the datasets and make them easy to understand and
act upon. A Harvard Business Review Analytics Service global survey of 646 exec-
utives, managers, and professionals across all industries and geographies revealed
that more than 70 % of the firms that had deployed analytics throughout their orga-
nizations reported improved financial performance, increased productivity, reduced
risks, and faster decision making (The Burtch Works Study, 2015) (Fig. 5.2).

To understand how organizations could use business analytics to be more com-
petitive, a survey of 4500 managers and executives from organizations in over 120
countries and 30 industries was conducted (Clyde Holsapple et al., 2014). The find-
ings suggest two approaches to achieve competitive advantage through the adoption
and use of analytics. In the first one, individual units within the organization use a
wide range of analytical tools to make timely and better decisions autonomously.
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Fig. 5.2 Analytics and competitiveness

The second approach calls for a more collaborative effort where analytics are used
broadly across all units. The collaborative approach is more likely to develop a
somewhat level degree of expertise in analytics among all units of the organization,
whereas the specialized or autonomous approach may lead to uneven levels of ana-
Iytics sophistication among units and divisions. In a study conducted by The IBM
Institute for Business Value and the Said Business School at the University of
Oxford in mid-2012 with 1144 professionals from 95 countries across 26 industries,
it was found that 63 % of companies reported that the use of analytics is creating a
competitive advantage for their organizations (IBM Institute for Business Value,
2012). There were only 37 % with the same response in a similar study done 2 years
before, a whopping 70 % increase in just 2 years. The study also made five key rec-
ommendations for a successful implementation of analytics in a firm and achieving
rapid results and obtaining strategic value from data. The organization should com-
mit initial efforts to customer-centric outcomes; develop an enterprise-wide big data
blueprint; start with existing data to achieve near-term results; build analytics capa-
bilities based on business priorities and; create a business case based on measurable
outcomes. And the IBM-MIT Sloan Management Review and the IBM Institute for
Business Value study identified information management, analytics tools and skills,
and a data-oriented culture as the three essential competencies that enable organiza-
tions to build competitive advantage using analytics (Long & Brindley, 2013).
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Analytics Implementation Challenges

It is very clear by now to many firms and organizations that data is a strategic asset
and big data and business analytics offer them invaluable opportunities to improve
decision making at all levels in their organizations and gain precious competitive
advantage in the marketplace. However, it should also be made very clear to them
that implementing analytics in an organization is a significant undertaking full of
challenges and obstacles. And these impediments typically take a considerable
amount of time to surmount. The implementation should be thoroughly thought out
and carefully planned before being initiated. First and foremost, the firm must set a
clear strategy with a clear investment plan in data processing and analytics tools.
Old technology and servers are not designed to process, store, and manage real time
and unstructured data. As a result, an investment in new information technology
must be made, and at a minimum, new analytics and high computing servers and
applications will be needed. The challenge here is to make others in the organiza-
tion understand why the existing technology cannot be upgraded and adopted to
handle the new type of data and analytics. Besides the challenges of storing and
managing large amount of complex and varied data, a critical element is the quality
of the data collected. Thus, it is imperative to clean up all data to remove incom-
plete, inaccurate, and duplicate data before storing it in data warehouses, because
business analytics are as good as data itself. Moreover, data centers operations have
to change from batch processing to allow managers and executives to run real time
analytics. Another big challenge encountered when implementing analytics is the
type and level of skills needed to take advantage of the opportunities analytics offer
to the organization. Many companies initiating business analytics projects struggle
to find qualified people to run analytics on their data sets. Many first turn to consul-
tants in the beginning to help with the first projects and to train their employees.
However, the everyday use of analytics requires managers and other professionals
in the organization to have a good understanding of quantitative approaches, statis-
tical methods, and mathematical modeling. As a result, the work of analytics pro-
fessionals is being more valued and they are being now promoted to the position of
trusted internal consultants. In fact, analytics professionals are poised to assume
more managerial roles in the near future. Other challenges include securing com-
mitment from all stakeholders, radically changing processes, and integrating new
capabilities with people and setting their new roles. However, the most difficult
challenge is to set off and lead the cultural and behavioral changes the organization
must make to become data-driven. Also, distributed data analytics and decentral-
ized data-based decision making can upset traditional power structure and relation-
ships. The MIT Sloan management Review and the IBM Institute for Business
Value study found a growing divide between organizations that have embraced and
successfully implemented analytics and those that have not (Long & Brindley,
2013). This divide is more significant for companies operating in developing coun-
tries and their challenges are numerous and much more difficult to overcome. The
most crippling challenge is the high cost and complexity of implementing data and
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analytics technology. Moreover, the majority of organizations do not have access to
the latest technology. But no analytics models and data mining can be performed
without data. Data is the quintessential ingredient of analytics. And a major prob-
lem in developing countries in general and the firms operating in those economies
in particular is the lack of accurate and reliable data. In fact, in many cases no data
or only minimum structured data are collected for specific projects. In a recent
article, Shacklett (2014) reported that the majority of developing countries are not
highly digitalized. Thus, generating and collecting data, structured and unstruc-
tured, that feeds into analytics is a major impediment. Moreover, for most business
organizations, data on purchase orders, invoices, inventory, balance sheets, and
information on consumer preferences is most likely to be found in spreadsheets,
paper-based files and reports, and manually maintained ledgers. And the author
indicates that none are readily convertible to digitized data that can be uploaded into
analytics software. In addition, typically the management culture in these organiza-
tions is not suited yet to implementing big data and analytics. Companies have rigid
hierarchical power structures and executives maintain a firm control of all decision
making. Moreover, there is overreliance on managerial judgment such as intuition
and instincts and never or rarely on data. However, the use of analytics requires first
and foremost a move to a data-driven culture within the organization where data and
analytics are distributed across the organization and decision making is more decen-
tralized and more evidence-based. In fact, it requires a deep organizational behavior
change and a paradigm shift in the business environment towards the importance of
data collection and management and the use of analytics to improve performance
and stay competitive in the global market place. Although the challenges listed
seem insurmountable at first, it is conceivable for companies in the developing
countries to close the big divide with organizations in developing countries by first
realizing that data is a strategic asset for the company that can and must be lever-
aged to make fact-driven and better decisions and make the firm more competitive.
In addition, governments should invest heavily in education in applied mathemat-
ics, statistics, and information systems and in providing better access to information
and communications technologies. And companies must increase investment in
information technology and analytics tools and in improving their mangers’ analyti-
cal skills. In a recent paper, Long and Brindley (2013) warn managers and policy
makers in the developing world about the importance of harnessing the velocity of
data and analytics to be able to make decisions and adjustments in real time and be
able to match these actions to the speed of the business opportunities. However,
Lung et al. also caution about the importance of being able to collect, store, and use
data that’s collected. Moreover, to be good and useful, data needs to be clean, accu-
rate, and transparent.

It also needs to be stored, analyzed, and properly shared within the organization.
The question raised by Lung et al. is if the capabilities to do this exist in the develop-
ing countries. Big investments are needed in this area before businesses and other
organizations in the developing economies can unlock the true value of data.
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Discussion and Conclusion

Organizations are generating and storing very large amounts of data from social
media, email, videos, presentations, and other nontraditional sources of informa-
tion. These data comprehensively represent the aggregate experience of an organi-
zation with its customers, suppliers, and all other stakeholders. They are both
structured as well as unstructured and are heterogeneous, real time, and complex.
This drastic growth of data brings about challenging problems demanding new and
innovative solutions. The challenges are twofold; first, how to store and manage the
huge and diverse datasets, and second, how to effectively mine the datasets and
analyze data using modeling, visualization, and forecasting techniques at different
levels so as to unveil intrinsic properties and insights that will improve decision
making at all levels of the organization. However, the benefits of this flood of data
for the organizations far outweigh the challenges created in that it gives executives
an unprecedented ability to better understand their customers and operations, antici-
pate challenges, and identify new business opportunities. And to fully exploit the
opportunities and resolve the challenges, organizations are adopting business
analytics.

Business Analytics is broadly defined as the scientific process of transforming
large amount of data into insight for making better decisions using analytical tools.
Descriptive analytics involve gathering and describing data; predictive analytics use
past data to predict the future and, prescriptive analytics suggest a course of action.
Gartner survey of 3000 CIOs revealed that business analytics represents their top
technology priorities in 2015, the same result obtained in the five previous years.
Also, the International Data Corporation (IDC) predicts that the business analytics
software market will grow to $51 billion this year. In a study conducted by IBM and
the MIT Sloan management Review, it is reported that high performing companies
obtained a substantial competitive advantage in the marketplace through the heavy
adoption and use of analytic throughout their firms. They also reported that they
view analytics as a key differentiator that clearly separates them from their competi-
tors. In addition, they agree that adopting analytics in the firm is a challenging
endeavor and it takes time and patience before the firm can reap the benefits. All
over the world, we are witnessing an exponential growth of data, a large amount of
which are typically unstructured that need more real time analysis. And many for
profit as well as not-for-profit companies and government agencies are becoming
interested in the high potential of effectively processing and analyzing these big
datasets. As a result, many of them are announcing major plans to accelerate the
adoption of business analytics within their organizations. Moreover, more and more
executives, managers, and professionals are cultivating their quantitative skills to be
able to take full advantage of the business analytics tools within their organization
in order to understand what data is important to them and how to dive deeper into it
and extract key patterns and insights that will help them better test their assump-
tions and make better decisions at their level. Although a handful of companies in
the emerging markets and the developing world have implemented some analytics



66 M. Djerdjouri and A. Mehailia

in few departments or divisions, by and large many are not aware of the new data
revolution or do not clearly understand how analytics-driven management creates
value for the organization and gives it a competitive advantage in the global market.
In addition to the regular challenges faced by companies operating in advanced
economies, the ones in developing countries face many more difficult obstacles
such as the high implementation cost of data analytics, the lack of access to the lat-
est technology, the lack of accurate and reliable data, the hierarchical company
structure, and overreliance on executive who maintain a firm control of all deci-
sions. A required change in culture and organizational behavior and a resolute move
to a data-driven culture must be initiated before any successful analytics endeavor
can be embraced.

The use of business analytics continues to grow. Investments in data and analyt-
ics technologies to improve decision making are steadily increasing and, these
investments are being made by organizations in business, government, law, non-
profits organizations, and education. However, the big data and analytics movement
is still at an early stage in its development. Many executives and managers compa-
nies are still struggling to figure out how to implement and use analytics in their
companies. And, understanding the capabilities and techniques of analytics is cru-
cial to managing in today’s business environment. Finally, as an extension of this
introductory paper, the authors will conduct a study of companies in the Middle
East and North Africa (MENA) region to assess the level of awareness of execu-
tives, managers, and professionals about the data revolution taking place in the
world today and their understanding of how analytics-driven management can cre-
ate value for the organization. The study will also investigate which companies are
already using or have short-term plans to use analytics in their everyday decision
making and the level of sophistication of their analytics tools.

References

Accenture Global Operations Megatrends Study. (2014). Big data analytics in supply chain: Hype
or here to stay? Accenture report. Retrieved from www.accenture.com/megatrends

Clyde Holsapple, C., Lee-Post, A., & Pakath, R. (2014). A unified foundation for business analyt-
ics. Decision Support Systems, 64, 130—141.

Davenport, T. (2013, December). Analytics 3.0. Harvard Business Review.

Davenport, T. H., & Harris, J. G. (2007). Competing on analytics. Boston: Harvard Business
School Press.

Evans, J., & Linder, C. (2012). Business analytics: The next frontier for decision sciences. Decision
Line, 43(2), 4-7.

Gartner. (2016). Building the digital platform: Insights from the 2016 Gartner CIO agenda report.
Gartner Executive Programs, Gartner Corporate Headquarters. Retrieved from www.gartner.
com

Harvard Business Review Analytics Services. (2012). The evolution of decision making: How
leading organizations are adopting a data-driven culture. Harvard Business Review analytics
services report, 2012. Harvard Business School.


http://www.accenture.com/megatrends
http://www.gartner.com/
http://www.gartner.com/

5 Adopting Business Analytics to Leverage Enterprise Data Assets 67

Hopkins, M. S. (2010). Are you ready to reengineer your decision making? MIT Sloan Management
Review, 52(1), 1-7.

Hopkins, M. S., LaValle, S., Balboni, F., Kruschwitz, N., & Shockley, R. (2010). 10 data points:
Information and analytics at work. MIT Sloan Management Review, 52(1), 27-31.

IBM Institute for Business Value. (2012). Analytics: The real-world use of big data—How innova-
tive enterprises extract value from uncertain data. The IBM Institute for Business Value report.
Retrieved from www.ibm.com/iibv

Koff, W., & Gustafson, B. (2011). Data rEvolution. Leading Edge Forum, Computer Sciences
Corporation.

Long, J., & Brindley, W. (2013). The role of big data and analytics in the developing world.
Chapter 3, Accenture. Retrieved from www.accenture.com/technologyindevelopment

MIT Report. (2010). Retrieved from http://sloanreview.mit.edu/article/are-you-ready-to-
reengineer-your-decision-making/

Shacklett, M. (2014). Starting with small data in emerging markets to get to bid data analytics.
TechRepublic. Retrieved from http://www.techrepublic.com/article/start-with-small-data-
in-emerging-markets-to-get-to-big-data-analytics/

The Burtch Works Study. (2015). Burtch Works LLC report.

Watson, H. (2011). Business analytics insight: Hype or here to stay? Business Intelligence Journal,
16(1), 4-8.

Zikopoulos, P. C., Deroos, D., Parasuraman, K., Deutsch, T., Corrigan, D., & Giles, J. (2013).
Harness the power of big data—The IBM big data platform. New York, NY: McGraw Hill.


http://www.ibm.com/iibv
http://www.accenture.com/technologyindevelopment
http://sloanreview.mit.edu/article/are-you-ready-to-reengineer-your-decision-making/
http://sloanreview.mit.edu/article/are-you-ready-to-reengineer-your-decision-making/
http://www.techrepublic.com/article/start-with-small-data-in-emerging-markets-to-get-to-big-data-analytics/
http://www.techrepublic.com/article/start-with-small-data-in-emerging-markets-to-get-to-big-data-analytics/

Chapter 6
Enterprise Architecture for Innovation
Realization and Sustainability

Stuart Anderson

Abstract We live in a world of changing business environments, competition, merg-
ers, acquisitions, and evolving economic climates. Innovation for the sustainability
of global enterprise is a must. There is no shortage of ideas; IBM launched ten new
IBM businesses, following an online collaboration of 150,000 global participants
(IBM Innovation Jam® 2006). Innovative organizations can still fail at implementa-
tion. Lack of business capability, process maturity, vision, and leadership plays a
significant part in innovation failure. This paper describes a model for successful
innovation realization, leveraging The Open Group’s Enterprise Architecture frame-
work (TOGAF® v9.1). A framework through which an enterprise can mature, develop
its innovation capabilities and support innovation sustainability.

Keywords Innovation  Sustainability e Framework ¢ ADM ¢ TOGAF ¢ Governance
* Capability ¢ Global ¢ Enterprise ® Maturity * Risk ¢ Collaboration ¢ Ideas
* Creativity ¢ Culture » Leadership ® Vision

Introduction

The ever changing environment of competition, mergers, acquisitions and evolving
economic climates, places increased significance on innovation for the sustainabil-
ity of global enterprise. It’s a matter of survival! Innovation, innovation, and
innovation.

Even with the innovation mantra and widespread understanding that innovation
is amust, there are still many failures, e.g., Blockbuster, Sony, and Sun Microsystems.
Innovation presents many challenges: organizational, cultural, and societal. It’s not
a lack of ideas; the idea pipeline can be readily filled. Consider IBM’s online idea
collaboration events. IBM brought together more than 150,000 people from 104
countries and 67 companies. Ten new IBM businesses were launched as a result
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(IBM Innovation Jam®, 2006). IBM conducted a 52-h “Business of Things Jam.”
The online event had 1900 registrants in 70 countries, generating over 1100 discus-
sion threads (IBM Innovation Jam®, 2015).

The big challenge is how an enterprise selects the idea to champion and its capabil-
ity to innovate through to realization. Is it organization culture, silo thinking and/or
inability to implement? The difference between thinkers and doers, you need both. The
reality is the complexity of today’s global innovation environment requires a multidis-
ciplinary, cross-functional approach that takes account of the current enterprise matu-
rity (capabilities, competencies, processes, technology, commitment, leadership and
vision).

This paper will focus on describing a model for innovation realization and sustain-
ability, leveraging The Open Group Enterprise Architecture Framework (TOGAF®
v9.1). We have the idea bucket; let’s select the best ideas aligned to the enterprise
strategic vision and implement on an ongoing, sustainable manner.

Innovation Success Factors

It is important to have an innovation realization model that accommodates iteration
cycles to fine tune the new or enhanced product or service. Briones (2012) states “To
develop disruptive innovations, one round of ‘voice of the customer’ is not enough....”

A framework that accommodates learning, experimentation, and discovery is
required. The innovation journey can result in different paths and outcomes.
Christensen (1997) states “The Stage-Gate system assumes that the proposed strat-
egy is the right strategy; the problem is that except in the case of incremental inno-
vations, the right strategy cannot be completely known in advance.”

There are many attributes to be considered for innovation delivery success. Little
(2013) describes a number of critical success factors within the “Growth Accelerator
Framework”:

— Growth Roadmaps: A vision of each innovation increment and end state.

— Pilot Solutions: To learn, test, and adjust your ideas.

— Organization and Processes: The impact to your organization, supply chain and
partners.

— Culture and Change Leadership: Setting the scene that this is not a one-off
event but a continuous journey and it’s okay to fail.

— Capabilities and Tools: Enterprise growth requires new capabilities to execute
the innovation agenda and new capabilities to deliver and support the innovation
solutions. The end result is about increasing business capability.

The Open Group Architecture Framework (TOGAF®)

The Open Group Architecture Forum, comprised of more than 200 enterprises, devel-
ops and maintains the TOGAF standard (TOGAF® v9.1). TOGAF is the de facto
global standard for Enterprise Architecture, a framework for enabling business change
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Fig. 6.1 TOGAF Capability Framework © The Open Group

through Boundaryless Information Flow™ . The Open Group is a vendor and cus-
tomer neutral body of like-minded contributors to global enterprise standards.
Figure 6.1 describes the relationship between business vision and resultant business
capability, realized through application of the TOGAF framework (TOGAF® v9.1).

Innovation Vision

Innovation requires a vision of the future state: the product, service and business
model. Leadership is necessary to ensure the right decisions at the right time, to
manage disruptive impacts and willingness to change course. Over the past 10
years’ enterprises have deployed growth strategies through mergers and acquisi-
tions, innovation through global expansion, creating supply chain efficiencies and
standardizing and/or leveraging acquired enabling technologies.

An innovation vision is required, an ability to describe the journey, timeframe,
focus of change, innovation value and outcome. The innovation vision may be stra-
tegic (focused on breadth, a 3-year horizon, to break into new markets or complete
a global expansion) or tactical (short-time span of 6—12 months, focused on a spe-
cific capability, e.g., enhanced mobile cloud services or segment line of business);
see Fig. 6.2.
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Architecture Development Method

The ADM is the core of the TOGAF® framework (see Fig. 6.1). This section
describes the ADM Phases at a high level and how it can be applied to innovation
realization. If you replace the labels “architecture” with “innovation,” e.g., innova-
tion development iteration, it will help with the ADM process assimilation:

— Preliminary: Define the context for the innovation event, standards, principles,

tools, resources and innovation maturity target (an opportunity to increase the
enterprise’s innovation capability). External standards can be leveraged to assess,
for example, IT governance maturity COBIT® (Anderson, 2013) or benchmark,
baseline and/or establish innovation opportunities. An assessment of the enter-
prise innovation readiness is a prerequisite to manage innovation risk. The
Canadian Government Business Transformation Enablement Program (BTEP
2004) provides tools for assessing transformation readiness and risks, equally
relevant to assessing the enterprise’s innovation readiness.

Phase A Innovation Vision: The innovation ideas’ long list is examined by the
leadership team and an innovation focus is established, aligned to the enterprise
business strategy. The innovation vision, desired outcome (enterprise product or
service to be realized), is defined at a conceptual level. The ADM iteration model
is also defined in phase A (see Fig. 6.3). Perhaps a full ADM cycle at a high-level
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or specific phase iteration at a more detailed level is required to realize the inno-
vation vision.

— Phase B Business Innovation: An assessment of the business change impact
(services, organization structure, people impacts, etc.) is made in phase B. A
merger will have significant impacts in this area as a result of service consolida-
tion and rationalization, e.g., changes to supply chains and customer support
channels.

— Phase C Information Systems Innovation: Defining the enterprise data and appli-
cation portfolio change impacts. Perhaps the innovation opportunity is to leverage the
strength of the mobile application of one enterprise with that of the information
centric, highly mature business intelligent strength of the other enterprise.

— Phase D Technology Innovation: The change impacts associated with the IT
infrastructure are defined. Perhaps a change in IT service model is required to
support the new mobile application and business intelligence platform. A move
away from “on premise” to the cloud “as a service,” on demand model leverag-
ing, e.g., a mobile platform and security services.

— Phase E Opportunities and Solutions: The change impacts, identified through
the gap analysis activities in phases B, C and D, are analyzed collectively and
potential solutions defined. Perhaps a solution that leverages cloud services and
niche outsourcing services, such as a data analytics platform, will support the
innovation realization. Consolidation of gap analysis outputs is a complex activ-
ity, as Fig. 6.4 shows pictorially. An enterprise-wide, cross-functional team will
work together to define solution options, considering everything from design,
build and test, deployment, support and maintenance. The enterprise capability
readiness assessment is revisited. How big is the change impact, relative to
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Fig. 6.4 Complexity of technology innovation
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proposed solutions? What are the organization impacts to be addressed? An ini-
tial innovation Transition Roadmap is developed.

Phase F Migration Planning: The initial roadmap is reviewed and built upon, in
the context of the broader innovation project portfolio; business cases, success
criteria and metrics are developed, including an implementation risk assessment.
Phase G Implementation Governance: The governance framework to ensure
adherence to the originating innovation principles, standards, innovation scope
and vision established in phase A. The goal is to ensure business benefit realiza-
tion and risk management toward achieving the innovation outcomes.

Phase H Innovation Change Management: Focused on managing the overall
enterprise innovation framework, maintaining the ideas’ pipeline and initiating
innovation iterations through the ADM. Ensuring that the capability of the inno-
vation team (skills, knowledge, competencies, tools, methods, techniques, etc.)
are matched with the increased enterprise capability, introduced through succes-
sive innovation initiatives.

Requirements Management: Focused on managing the stream and changes to
innovation requirements, developed from the gap analysis performed in phases
A, B, C and D; and subsequently reviewed, consolidated, and prioritized through
the remaining ADM phases.

Table 6.1 describes where the critical “Innovation Success Factors™ are addressed

within the TOGAF® Architecture Development Method (ADM).

Table 6.1 Innovation success factors and ADM

Innovation success

factors
Growth roadmaps

Pilot solutions and
iteration

Organization and
processes

Culture and
change leadership
Capabilities and
tools

Enterprise
reference
standards

TOGAF® ADM

Established in the Vision Phase. Defined in Migration Phase G (portfolio
level) and maintained in Change Management Phase H

Accommodates great flexibility and user-defined iteration model,
supporting pilots, enterprise learning, exploration and experimentation,
measurement, monitoring and control

Business Innovation Phase B focuses on the organization and business
process impacts through a formal gap analysis, current Vs future state.
Phase E focus includes organization and process solution optioning
Considered in the Preliminary Phase, Vision Phase A, Solutions Phase E,
Governance Phase G, and Innovation Change Management Phase H
Enterprise capabilities, readiness and maturity to deliver innovation
initiatives are defined in the Preliminary and Vision Phases. Capability
management for ongoing innovation delivery and management, performed
in Innovation Change Management Phase H

Applicable reference standards (cross-border, country, legal, policy,
industry), solution reuse collateral, etc., considered in Preliminary Phase
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Conclusion

This paper provides a high-level summary of the TOGAF® Architecture Development
Method (ADM) and its applicability to innovation realization. Critical success fac-
tors are addressed comparatively with some key criterion from industry innovation
sources. Innovation delivery is a complex endeavor, requiring skill, knowledge,
leadership commitment and capability. An innovation framework that accommo-
dates an enterprise capability maturity model is a prerequisite. The TOGAF® v9.1
framework can be applied to achieve innovation realization, given it is closely
aligned to the innovation criteria for success stipulated by a number of researchers
and innovation specialists (Briones, 2012; Christensen, 1997; Little, 2013).

The Open Group’s Enterprise Architecture Framework (TOGAF®) has evolved
to reach version 9.1 in 2011, since its originating first edition in 1995. It has many
contributors and learnings from global practitioners, making it a reliable and proven
framework for application across many industry sectors.

Innovation realization requires leadership, strong governance and risk manage-
ment. An enterprise’s maturity, both to accept and manage the change necessary to
be innovative, and its capability maturity to deliver the innovation are critical success
factors. A framework through which an enterprise can mature, develop its innovation
capabilities, provides the means for innovation realization and sustainability.
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Chapter 7
Developing Medical Record for Follow-Up
of Wet Age-Related Macular Degeneration

Timo Korhonen

Abstract In this paper we consider development of a user-friendly medical record
to follow-up treatment of wet AMD (age-related macular degeneration) with VEGF
(vascular endothelial growth factor) inhibitors. A systematic user-centered design
process is described that is realized together with ICT —experts and doctors. We will
underline especially ways to solve challenges relating to multidisciplinary communi-
cation of all parties involved. The developed application tracks macula condition and
medical treatments and can display them in a user-friendly fashion. Data searches
can be done for a dedicated patient or overall patient histories. Modern ICT offers
also several ways to process and represent the collected big data such that significant
sickness development trends are easier to recognize and follow. Usability feedback
mechanisms for health-care personnel are also discussed in the various application
development phases that should be used to ensure user application quality and the
continuous quality development of the respective caretaking practicalities.

Keywords Age-related Macular Degeneration ® Big data ® Healthcare

Background

Macular degeneration is a leading cause of vision loss in Americans 60 years of age and
older. As many as 11 million people in the United States have some form of age-related
macular degeneration. Also, in general, advanced age-related macular degeneration is a
leading cause of irreversible blindness and visual impairment in the world. Age-related
macular degeneration can be responsible of irreversible destruction of the macula, which
leads first to loss of the sharp, fine-detail vision and later potentially to total blindness.
The macular degeneration is divided to dry and wet—types which of the wet-type
is currently much easier to treat and is in the focus of this paper. In the wet macular
degeneration (wet AMD), abnormal blood vessels (choroidal neovascularization,
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Fig. 7.1 Change of visual acuity in 24 months treatment with and without Lucentis VEGF—for
wet AMD (http://www.rxlist.com/lucentis-drug/clinical-pharmacology.htm)

CNV) grow under the retina and macula resulting in bleeding and fluid leaking caus-
ing the macula to bulge or lift up. This can distort or finally destroy macular vision.

First ways to treat wet AMD were to seal retinal leaking vessels with a laser. The
earliest treatment was laser photocoagulation that was followed by photodynamic
therapy (PDT) where a light-activated drug is injected intravenously. The PDT does
not cure the sickness but just hinders its worsening by patching the leaking vessels.
Later a protein was located in the eye which accelerates development of blood ves-
sels called “vascular endothelial growth factor” (VEGF). Then drugs were devel-
oped to inhibit VEGF operation. Three common types of VEGF inhibitors are in
use: Eylea, Lucentis, and Avastin. All of these are given by intraocular injection.
Generally, it is estimated that more than 30 VEGF inhibitors have been identified
and tested in more than 2000 clinical trials.! Figure 7.1 summarizes the treatment
effect with Lucentis VEGF inhibitor. We can see that the Lucentis injections can
help to maintain visual acuity over the 24-month treatment period very well com-
pared to the case where no treatment is given (Sham curve of Fig. 7.1).

Information and Communication Technology in Health-Care
Applications

Amount of medical data is exploding in written and image form. An elementary
question is how to effectively access, visualize, and understand the data. This frame-
work is currently commonly addressed as the big data, challenge, and especially in

Thttps://www2.mdanderson.org/depts/oncolog/articles/12/6-jun/6-12-3.html
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medical treatments the applicable answers relate to personal health and treatment
costs that both are very important societal issues also. It is important that medical
practices should be uniform. Therefore treatment cases should be efficiently classi-
fied and respective treatment practices carefully constructed. This is not possible if
the information gathered during the treatment is not systematically analyzed and
displayed for the doctors and nurses in charge of the care. This means that the medi-
cal personnel should be able to store and access the clinical data in efficient ways.
An important role of the caretaking organization of its own is to practice high-
quality research to process and publish new findings that would thus be available
also to the worldwide medical community. This is often hampered by modest holis-
tic information storage, processing, and visualization tools available in hospitals
that don’t support integrated ways to understand and manipulate the large amount
of information available from various sources in current treatment chains.

Development of the wet AMD treatment follow-up tool for our target organiza-
tion, Helsinki University Central Hospital, Department of Ophthalmology, started
from the following research questions:

e Doctors and nurses giving wet AMD treatments experienced that it was difficult
to get coherent and easy to grasp overall picture of the treatment progress both in
individual and group levels over the treatment time periods.

e In practical wet AMD treatment time/patient is highly restricted, and the number
of patients to be treated is large compared to the resources available. Hence, the
follow-up application tools should be not only easy to use but also rich in infor-
mation and data visualizations. User interface needs to be hierarchical such that
seldom used features don’t distract attention when not needed.

» Patient privacy issues should be clearly solved; still the application should be
cloud based for scalability and easy maintenance.

Challenges of Clinical Cooperation for ICT Experts
and Clinicians

Various medical application areas have specific ICT requirements. Objectives of
creating and upkeeping medical records need to be carefully considered jointly with
all the relevant experts. One should note that truly useful medical records are more
than just repositories or data storages. Functional medical record solutions help to
understand and jointly analyze the stored data. Also, data connections to practical
treatment work need to be clearly applied in database user interfaces such that the
database access application is easy to use both by doctors and nurses. Connection to
personal health records can also be supported that can enable patient-specific feed-
backs. Mutual understanding of ICT experts and medical professionals requires
careful management of the respective user-centered design methods when the user
application is designed and updated. The relating application design process is
demanding due to its highly iterative, recursive, and multidisciplinary nature.
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Applying User-Centric Design in Medical ICT User
Application Design

A key question in truly functional medical record development is how to enable con-
structive interference between doctors, patients, and ICT experts while the user appli-
cation service model is developed and elaborated. Technological persons have ideas
of technical solutions, but they don’t necessarily easily understand the relating medi-
cal processes and treatment targets. On the other hand, doctors know the medical
goals and details but are only seldom clearly aware of ICT realization options and
challenges of service or user interface designs. Both ICT experts and doctors can eas-
ily lack motivation in user application design if the mutual benefits are not continu-
ously clarified for all parties. This can be realized by brainstorming practical benefits
potentially to be achieved and by using design demos and prototypes in various stages
of the design process to keep the proposed design details in some practical level that
are easy to understand, discuss, and share by all parties. When the caretaking practices
can be improved by better understanding the treatment processes, more efficient and
user-friendly caretaking policies can be developed. High-quality medical records can
provide a quick overview of treatments as well as to match, support, and develop cur-
rent medical care practices of the clinic.

Generally speaking, context of use is a very important framework for medical
record quality inspections. Hence we need to consider technical, physical, social, and
organizational environment for particular users, tasks, and equipment. A summarizing
illustration of some appropriate quality grading template is given in Bevan (1995),
Table 1. For a holistic discussion of user-centered design connection to product devel-
opment, see for instance Korhonen and Ainamo (2003).

Figure 7.2a shows the applied user-centered design process. The context of use
and application requirements are first discussed with medical experts where after a
service mock-up (Usability Net) is constructed reflecting both medical and ICT
requirements. In the next meeting, the mock-up is reviewed and modification options

and ICT required

development cost
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Fig. 7.2 (a) Applied user-centered design process, (b) trade-offs in clinical ICT development
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discussed. These meetings are then continued until mutual satisfaction is reached.
Thereafter application is taken into use in parallel of present tools that enables their
safe comparison in clinical settings. Results of these clinical tests are then summa-
rized and further jointly discussed. For a longer run, user feedback gathering and
related gathered data processing practicalities are then agreed in order to maintain
and further develop the wet AMD medical record application.

Figure 7.2b depicts some important general trade-offs of clinical ICT application
development. First, there needs to be fit for usage. This means that the developed user
application (e.g., user service) needs to be usable and truly useful for all user groups.
Especially, the application should not increase workload by offering no clear improve-
ments for care. Often, for instance, multiple feedings of a great number of similar data
to different applications can be especially frustrating and time consuming. Application
development time and cost go hand in hand. We generally expect that the longer the
application development time is the more development costs will accumulate but also
some better fitness of use should be obtained. Also, if the application is longer time
developed, all parties involved should be able to increase their vision of the problems
faced. In practice, however the development time and money is highly constrained
that underlines importance of practical vision and development methodology of the
developers to maximize general usage of the application. For instance, it is very com-
mon that medical or ICT experts can suggest some fancy service features that are not
necessarily important for fitness of use. Therefore, efficient research conflict resolu-
tion methodology is required. In practice, this can be realized by parallel mock-ups
that demonstrate the application with the various suggested features. When these
alternatives are discussed in expert groups, a common understanding of applicable
development pathways can be better realized.

Case study

Overview of the developed tool is shown in Fig. 7.3a. The application consists of
two basic modules: The User Module consisting of Graphical User Interface, Access
Management, Treatment Plan, Special Conditions, Search/data Export, and Help.
The Network (cloud) Module consists of Secured Network Access, Patient Database,
and Image Repository.

The system application is realized by Google App Engine. The Fig. 7.3b shows
an overview of the developed application. The application main screen describes
wet AMD development during the treatment period in terms of visual acuity
(ETDRS letters) and retinal thickness (average in micrometers) for each clinic visit.
The main user interface provides access to treatment plan details and enables to
inspect various diagnostic images of retina. These include especially ANG angiog-
raphy overall condition of retinal blood vessels and OCT retinal tomography images
(abbreviations in caps refer to retinal images of Fig. 7.3b). The help feature is real-
ized by task-tailored video clips that show in detail how each of the tasks relating to
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refers to Avastin, Lucentis, and Eylea intraocular injections)

the treatment plan is realized in the application. The secured patient access is real-
ized by https protocol and users are protected by personalized passwords.

Applications and Future Perspectives

Present wet AMD caretaking challenge includes especially better treatment practice
individualization matching to patients’ genome and external factors. Identification
of valid biomarkers (Schmidt-Erfurth & Waldstein, 2016) relevant for visual func-
tion, disease activity, and prognosis can provide some more solid guidance for indi-
vidual- and population-based therapeutic management. If patients could be classified
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early enough, improved treatment efficiency with lesser contraindications could
result. Generally, an integrated analysis of the relevant functional and structural
features of the care can thus be developed involving reliable automated algorithms
and computational data analysis. For this application one can use, for instance, vari-
ance or regression analysis, linear/nonlinear models/regression, and multivariate/
cluster analysis addressing various retinal and treatment parameters. This poses a
significant big data visualization and analysis challenge due to a large number of
patients and parameters characterizing each patient with wet AMD condition. We
have investigated so far neural networks for recognizing of patient categories and
nonlinear parametric retinal characteristic models to track treatment efficiency that
will be reviewed in our presentation.

Summary

We have discussed in this paper process and challenges of developing a user-friendly
wet AMD follow-up tool. Due to large degree of multidisciplinary context of use and
user-/task-related factors, the wet AMD medical record development is a very
demanding task. The ICT experts should apply discussions and repeated user-tested
iteration loops with jointly agreed quality indicators while compressing ideas to truly
usable designs. The ICT experts should be flexible to consider ideas openly. Medical
professionals describe their problem frameworks from multiple angles using medical
terms that need to be clarified. Building demos and/or quick prototypes and using
them in the development discussions can be highly efficient in illustrating practical
realizations and in clarifying design options. Analysis of relating patient data pro-
vides a big data challenge whose successful solutions can improve quality of care
and reduce contraindications.
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Chapter 8
Mobile Computing in the Construction
Industry: Main Challenges and Solutions

M. Silverio, S. Renukappa, S. Suresh, and A. Donastorg

Abstract Cloud computing (CC) enables users to access application remotely, provid-
ing mobility and ubiquitous data access; this would be an advantage in construction
management. In addition, mobile cloud computing (MCC) enables mobile devices to
augment constrained resources such as processing, storage, and battery autonomy by
using the cloud infrastructure. This paper is aimed at proposing solutions to some of the
main challenges of the construction sector by adopting mobile cloud services. A litera-
ture review was performed highlighting the potential benefits and risks in the imple-
mentation of CC, infrastructure and execution of MCC, and main challenges in the
construction industry. The main benefits of adopting cloud-based resources are cost
reduction, system mobility, system flexibility, and system maintenance. While the main
risks are information security, privileged user access, regulatory compliance, data loca-
tion, availability, and disaster recovery. In terms of execution, cloud-based mobile
applications present mostly benefits since they enable users to execute ubiquitously
high-performance operations in mobile devices. The review of the literature provided
enough information for this paper to suggest solutions to some of the main challenges
in the construction sector, namely: design, materials, finance, management, and knowl-
edge. The solutions are mainly based on providing mobility, ubiquitous data access,
and improved cross-functional communication.

Keywords Sustainability ¢ Mobile cloud computing ® Construction industry ® AEC
sector ®* Mobile computing
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Introduction

The concept of CC was first introduced in 2004 (Vouk, 2008). It has been defined by
practitioners in commercial and academic spheres in different perspectives and
visions. More than 20 definitions have been found by Vaquero et al. (2009) about
CC. The most widely recognized definition of CC is provided by the National
Institute of Standards and Technology (NIST). According to NIST definition of CC:

Cloud computing is a model enabling ubiquitous, convenient, on-demand network access to
a shared pool of configurable computing resources (e.g. networks, servers, storages, appli-
cations and services) that can be rapidly provisioned and released with minimal manage-
ment effort or service provider interaction.

CC makes applications available remotely and would be an advantage in con-
struction management. This would allow the staff to work from any place without
being tied to any specific location (Rountree & Castrillo, 2013). Cloud computing
also provides a healthy working environment and contributes to energy sustainabil-
ity by cutting down the use of multiple servers and computers by using virtual com-
puting technology. This would reduce the carbon footprint and also cut down the
floor space needed for multiple server racks (Menken, 2012). In addition to these
positive features, there is a set of potential risks in implementing CC. Such risks
include but are not limited to data security, integration with legacy systems, and
inability to restore and backup data (Jansen & Hooks, 2011). Any industry attempt-
ing to implement CC should consider both benefits and risk in its implementation.

The construction sector is a fragmented industry, where many stakeholders and par-
ties need to work together to deliver a project successfully. This industry has always had
challenges like finance, reputation, and productivity; current trends in the industry
attempt to embed sustainability into projects and implement relative new technologies
like BIM, which transforms the typical building design cycle. Furthermore, new man-
agement tools and techniques have been developed which enhance productivity and
cross-communication. Considering the fragmented nature of information in construc-
tion explained by Box (2014) and all the new technologies currently being implemented
in construction projects, it seems necessary to redefine the main challenges facing the
industry. Subsequently, forefront technologies should be proposed as solutions for the
industry since this might provide new insight to legacy and brand new challenges in the
construction sector.

This paper aims contribute to a broader research about the implementation of
mobile devices in the construction sector, by establishing how one of the technolo-
gies found in mobile devices (in this case mobile cloud computing) can be used to
solve some of the main challenges found in construction projects. It is the interest
of this paper to discuss the solutions offered by MCC in the construction industry.

MCC comes from the integration of CC in handheld devices which provides mobil-
ity and ubiquitous data access as main features. According to Abolfazli, Sanaei,
Ahmed, Gani, and Buyya (2014), the infrastructure of MCC suggests an objective and
subjective perspective for addressing an MCC environment, which in terms of execu-
tion of cloud-based mobile applications present mostly benefits since they enable
users to execute ubiquitously high-performance operations in mobile devices.
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Research Methodology

This paper is aimed at exploring potential benefits and risks in the implementation
of CC, infrastructure and execution of MCC, and main challenges in the construc-
tion sector. Finally, this paper proposes potential solutions to some of these chal-
lenges by adopting MCC.

This paper follows a systematic approach for reviewing compendium of litera-
ture in order to explore the current research in this field. The search for peer-
reviewed journal articles has been done via databases, and subsequently, this
allowed to perform a literature review. A literature review is a systematic and repro-
ducible method for identifying and synthesizing the existing body of recorded work
generated by researchers or scholars (Fink, 1998). It provides a summary of themes
and issues in a specific research field. Due to the ever increasing number of aca-
demic papers (journals, books, conferences, and workshops), literature reviews
have become an indispensable method for synthesizing a specific research field
(Teuteberg & Wittstruck, 2010).

This study first identifies the current definition for CC and the main features
found in the cloud computing model. The different types of cloud models are defined
as well as the different service models. Sections “Potential Benefits of Implementing
Cloud Computing in Construction Management” and “Potential Risks in the
Adoption of Cloud Computing” details the potential benefits and risks related to the
implementation of cloud services in a company. Section “Mobile Cloud Computing”
goes a step further and describes the infrastructure and execution of MCC. The main
challenges in the construction industry found in the literature are presented in sec-
tion “Main Challenges in the Construction Industry”. After providing with an
understanding of the current challenges in the construction sector, section “Mobile
Cloud Computing as a Solution for Challenges in Sustainable Construction” pres-
ents solutions for some of these challenges, based on the benefits offered by
MCC. Finally, conclusions were drawn, summarizing how the infrastructure and
execution of MCC can be integrated into construction projects and help with some
of the main challenges of the industry.

Results

Classification and Service Models of Cloud Computing

According to NIST, the cloud computing model comprises five essential character-
istics, three service models, and four deployment models (Mell & Grance, 2010).
The characteristics found in the cloud computing model are on-demand self-
service, resource pooling, broad network access, measured service, and rapid elastic-
ity (Mell & Grance, 2010). On-demand service denotes the unilateral provisioning of
resources without human interaction with the provider while resource pooling refers
to the aggregation of resources such as storage, bandwidth, etc. Broad network access



88 M. Silverio et al.

denotes services being delivered over a network. Measured service is the automatic
control and optimization of resources through pay-per-use metering capabilities.
Finally rapid elasticity accounts for resources being dynamically scaled up and down
with demand (Brender & Markov, 2013).

There are different types of clouds, each with its own advantages and disadvan-
tages. According to NIST in terms of deployments, there are private clouds, public
clouds, community clouds, and hybrid clouds (Mell & Grance, 2010). In public
clouds service providers offer their resources as services to the general public. On
the other hand in private clouds, the cloud infrastructure is provided only for the use
of a single organization, thus giving the organization more control over security and
transparency. Community clouds provide cloud infrastructure to several organiza-
tions with similar security concerns and compliance requirements (Carroll, Van Der
Merwe, & Kotze, 2011). Hybrid clouds are a combination of several cloud types,
such as public, private, or community (Brender & Markov, 2013).

When migrating to a cloud computing system, organizations can choose the right
combination of CC service models according to their needs. The three CC service
models are Software as a Service (SaaS), Platform as a Service (PaaS), and
Infrastructure as a Service (IaaS). Figure 8.1 shows a current example of services
offered within each model (Zhang, Cheng, & Boutaba, 2010).

TaaS refers to the on-demand provisioning of infrastructural resources, such as
processing, storage, and networks. Examples of this type of cloud solution include
Amazon’s Elastic Compute Cloud (EC2), Joyent, and GoGrid (Sultan, 2011). PaaS
refers to providing platform layer resources such as operating system support and
software development frameworks, thus offering an operating platform that enables
the disposition of existing applications that use programming tools from the pro-
vider. Products in this group include Microsoft Azure, Google App Engine, and
Amazon Web services (Sultan, 2011). PaaS provider can run its cloud on top of an
IaaS provider’s cloud; however, according to Zhang et al. (2010) in current practice,
IaaS and PaaS providers are often parts of the same organization (e.g., Salesforce

SaaS: Business
PaaS: Technical IT = i‘fw"“?: 52?
Platform Comunity Bﬂnghpp casi

laaS: : Technical IT e.g. Amazon's EC2,
Infrastructure Comunity flexiscale

Fig. 8.1 Service models in cloud computing
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Fig. 8.2 Service models
diagram according to [ End User ]
Zhang et al. (2010)
Web Interface
[ Service Provider (SaaS) ]

¢ Utility Computing

[ Infrastructure Provider (laaS, PaaS) ]

and Google). For this reason, the term “infrastructure providers” is utilized when
referring to PaaS and IaaS providers (see Fig. 8.2).

On top of PaaS and IaaS, there is SaaS, which runs on cloud infrastructure and
provides a range of applications, such as spreadsheets, word processing, HR man-
agement, customer relationship management (CRM), enterprise resource planning
(ERP) systems, etc. With a limited control over the applications’ configuration set-
tings, SaaS has the lowest degree of customization; nevertheless, users can also
customize the products by developing specific components based on application
program interfaces (APIs) made available by cloud providers (Sultan, 2010).

Potential Benefits of Implementing Cloud Computing
in Construction Management

Cheng and Kumar (2012) reviewed previous studies regarding the perceived bene-
fits of the cloud computing model according to the IT Cloud Services Survey con-
ducted by the International Data Corporation. Subsequently, the nature of the
construction industry and the cloud computing model was reviewed, suggesting
four major benefits of CC for construction collaboration and management. Such
improvements are in cost, mobility, flexibility, and maintenance and updating.

e Cost reduction

The conventional way of IT delivery presents a major difference with cloud com-
puting model mainly because of the utility-based pricing model of such model.
Most AEC companies are SMEs with small employees and little budget; these fea-
tures are a crucial barrier of IT adoption in the AEC industry. CC presents itself as
a solution that seems to address this vital issue for the construction industry (Cheng
& Kumar, 2012).

Currently, cloud computer users pay the service providers based on a month or
annual subscription, also depending on the amount of IT resources and time that
are used. Traditionally, companies make payment at the time when they purchase
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software and hardware systems. The initial investment is redeemed, eventually
depending on the designated usage duration of the systems. Enabling cloud users
to pay monthly or for their usage allows them to switch to cheaper options when-
ever available or required. The user can also terminate the contract earlier with the
cloud service providers if the project finishes in a shorter timeframe (Cheng &
Kumar, 2012).

o System mobility

In a cloud computing environment, systems and programs operate on the clouds.
That means end users can access the same information from different locations and
run computationally demanding applications such as structural analysis only by
using a web-enabled device, e.g., desktop computers or smart phones.

o System flexibility

The level of IT that a project needs varies throughout its lifecycle, hence the
convenience of cloud-based resources. These can be flexibly deployed and termi-
nated, as well as scaled up and down. Consequently, IT cost changes to a variable
cost rather than a fixed cost.

*  System maintenance

TaaS and PaaS providers continuously maintain their systems and deliver IT
resources such as CPUs, memory, and operating systems as individual services. As
a result, this avoids the disposal of companies’ obsolete computers and continuous
installation of patches for operating systems.

Potential Risks in the Adoption of Cloud Computing

CC presents significant risks and challenges. According to a survey of nearly 1800
US businesses and IT professionals by the Information Systems Audit and Control
Association (2010), 45% consider the risks of CC as outweighing the benefits.
Brender and Markov (2013) establish the main topics of concern regarding the adop-
tion of CC from a management point of view as follows: information security, privi-
leged user access, regulatory compliance and data location, investigative support,
availability and disaster recovery, and provider lock-in and long-term viability.

* [Information security

Information security is one of the major concerns regarding the adoption of
cloud services; the technology’s presence on the Internet and the substantial con-
centration of data present an attractive target for hackers (ENISA, 2009). According
to Carroll et al. (2011), information security is rated as a top threat in interviews
with South African participants. In addition, Sultan (2011) cites a survey carried out
by the International Data Corporation (IDC) where around 75 % of respondents said
they were concerned about security.
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* Privileged user access

Another important risk is privileged user access; this denotes the existing risk of
a malicious insider who may cause brand damage and financial and productivity
losses to a cloud customer (Hubbard and Sutton, 2010). For a better understanding,
it is necessary to remember that the processing of sensitive data outside the prem-
ises of a company bypasses the security controls that an in-house IT department
employs. Hence a good practice for customers is to procure information on the hir-
ing and oversight of privileged cloud administrators (Heiser & Nicolett, 2008). A
solution established for this concern is the use of the least privilege principle, which
proposes granting to individuals or processes the minimum privileges and resources
for the minimum period of time required to complete a task (CSA, 2011).

* Regulatory compliance

Regulatory audit compliance is an important concern among cloud subcontractors.
According to Heiser and Nicolett (2008), traditional cloud providers have to submit to
security certifications and external audit and provide customers with information
about the security controls that have been evaluated. With regard to the privacy regula-
tions in different jurisdictions, data location is a big concern among companies sub-
contracting cloud services. One example is the data held in US-based data centers,
which may be accessed by the US government as provided by the Patriot Act.

e Data location

EU governments have privacy regulations that prohibit the release of certain data
outside of the EU. Consequently, companies like Amazon and Microsoft allow their
customers to choose the physical location of the data (e.g., EU or the USA).

* Availability and disaster recovery

Auvailability of cloud services is an important point of concern for businesses, espe-
cially for critical business processes. Heiser and Nicolett (2008) suggest that any
enterprise procuring outsourcing critical business processes to the cloud should estab-
lish, together with the provider, a service-level agreement (SLA) for the availability of
service for critical business processes. A similar issue is disaster recovery. According
to Carroll et al. (2011), it is considered as an area of critical importance and ranks
second after information security by 66.7 % of the votes. In addition Prakash (2011)
establishes the importance for a business to require information on what happens to
their data in case of disaster and how long the recovery process could last.

* Additional risks and challenges

After analyzing a study conducted by consulting firm Cambridge Technology
Partners about Swiss businesses’ engagement in CC, Brender and Markov (2013)
obtained several legal, technical, and operational risks or threats in migrating to a
cloud service. The original study submitted five reports analyzing the risks and chal-
lenges and proposing mitigation practices in the adoption of public cloud services by
five companies based in Switzerland. Two of these companies can be considered as
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small and medium enterprises (SMEs) and the other three as economically significant
enterprises.

The risks summarized by Brender and Markov (2013) are teething problems,
application performance on the cloud, loss of governance, determination of the
competent authorities in case of conflict, cost, economic denial of service, data seg-
regation, data destruction, data traceability, security during data transportation,
security of financial transactions, and physical security and natural disasters.

Mobile Cloud Computing

MCC employs both the storage services and application processing services of com-
putational clouds to enable off-device storage and compute-intensive applications on
mobile devices (Ahmed, Gani, Sookhak, Ab Hamid, & Xia, 2015). According to
Abolfazli et al. (2014), MCC focuses on alleviating resource limitations in mobile
devices by implementing a variety of augmentation strategies, such as storage aug-
mentation, screen augmentation, application processing augmentation, and energy
augmentation. Ahmed et al. (2015) establish MCC as a computing model which
reduces the development and execution cost of mobile applications while at the same
time extends the widespread services and resources of computational clouds for miti-
gating resource limitations in mobile devices, hence enabling the mobile user to
acquire new technology conveniently on demand basis.

* Infrastructure and management of mobile cloud computing

The augmentation of computing resources of mobile devices is possible thanks to
MCC. Several infrastructures need to work in the same environment in order to enable
MCC, namely, wireless infrastructure, backhaul, backbone, provider infrastructure,
and cloud infrastructure (Marotta et al., 2015). This infrastructure can be better appre-
ciated in Fig. 8.3.

Wireless Provider Cloud
Inlrasl{ucture Bacl;haul Backlbone Infrast;uclure Infrast;uclure
f V/ ' V \
@ |z/i /5 ===(IsP) Internet 3
End-user Mobile Base Station/
Pewce Access Point

T
QoS (Objective Perspective)

T
QoE (Subjective Perspective)

Fig. 8.3 Mobile cloud computing environment (Marotta et al., 2015)
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The end user establishes communication with a base station or access point though
a mobile device, requesting a resource augmentation from the cloud. After reaching
the base station, the request is forwarded through the backhaul to an Internet service
provider (ISP). The backbone routes the request along one or several ISPs. Once the
request reaches the destination ISP, it accesses the provider infrastructure, where the
target cloud receives the request and allocates resources inside the cloud infrastruc-
ture. Inside the cloud infrastructure, virtual nodes communicate with one another
through virtual links; such links are an abstraction of the real network links with spe-
cific features, such as routing protocol, capacity, and virtual node endpoints. Finally,
the cloud provides the requested resources, replying to the mobile device across the
five infrastructures (Marotta et al., 2015).

The Quality of Service (QoS) provides an objective view about the quality of
network, considering parameters like throughput, delay, and jitter; QoS encompasses
every element of the MCC infrastructure with the exception of the end user (Abolfazli
et al., 2014). On the other hand, the Quality of Experience (QoE) provides a subjec-
tive view about the quality of network, with parameters like satisfaction level with
application navigation, cloud ubiquity, and response time (Rengaraju, Lung, Yu, &
Srinivasan, 2012). Both QoS and QoE parameters are important for a MCC service.
Usually, administrators focus their attention on QoS parameters, whereas end users
pay more attention to QoE parameters.

In terms of management, Marotta et al. (2015) mapped five functional areas into key
requirements for any MCC management systems, namely, fault, configuration, perfor-
mance, accounting, and security. These requirements are better explained in Table 8.1.

Marotta et al. (2015) establish two management entities in the network manage-
ment research field, namely, agents and managers. The agent is a software module
placed inside an infrastructure component and is responsible for monitoring local

Table 8.1 MCC management requirements (Marotta et al., 2015)

Requirement MCC environment

Fault The management system must be aware of the five infrastructure faults to
avoid QoS and QoE degradation

Configuration | The management system must reconfigure the five infrastructures to achieve
correctness and autonomy based on QoS and QoE

Accounting The management system must monitor and measure the usage of the five
infrastructure through QoS and QoE for billing correctness and auditing
purposes

Performance The management system must support a large number of mobile services

performing asynchronous communications to avoid compromising the proper
operation of the MCC environment

Security The management system must authenticate, authorize, and account (AAA)
end users’ actions inside the MCC environment, avoiding impersonation
attacks as well as providing a stronger auditing
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parameters, such as maximum transmission unit and available memory. The man-
ager, on the other hand, is a role assumed by a network node, e.g., routers or com-
puters, and is responsible for retrieving information from agents and managing a
network slice or domain.

» Execution of cloud-based mobile applications

Cloud-based mobile applications run both on the cloud and mobile devices, con-
sisting of two types of components: transferable and nontransferable. Transferable
components are compute-intensive tasks and do not interact with the mobile hard-
ware. Instead, they are transferred to the cloud. Nontransferable components are
implemented in the mobile devices and are designed for especial functionalities,
such as user interface and hardware access (Cuervo et al., 2010).

In MCC Ahmed et al. (2015) define three states for cloud-based application, such
as running state, paused state, and terminated state. The execution of a mobile appli-
cation starts as soon as the user taps the application icon. After this, the application
enters into the running state where different tasks can be performed. When the migra-
tion into the cloud is required, the application enters into paused state, and all the
running states are saved and migrated to the cloud server where the application is
resumed and reconfigured using the saved states. Finally, after finishing the execu-
tion on the cloud server, the results are pushed back to the mobile device, where the
application resumes its execution, where on completion the application stops and
enters into the terminated state.

In context of optimal application execution, various metrics are defined by
Ahmed et al. (2015) for optimal application migration of mobile applications. These
metrics can be classified into five different areas, namely, network, application type,
mobile device, and cost and user preferences.

Network-related parameters are wireless link quality, latency, security, available
bandwidth, network latency, and network cost. In order to attain the optimal execu-
tion of mobile cloud applications, it is recommended to select a network with low
latency, available bandwidth, and better wireless link quality, thus reducing execu-
tion time.

The application type plays an important role in the adoption of a cloud integra-
tion. The characteristics of mobile applications vary from application to application.
According to Zhang and Figueiredo (2006), mobile applications can be classified as
CPU-intensive, memory-intensive, and input/output-intensive. In addition, Nazir,
Ma, and Seneviratne (2009), Cano and Domenech-Asensi (2011), and Ballagas
et al. (2007) classify mobile applications as delay sensitive, security intensive, and
network intensive, respectively. When considering off-loading the processing tasks
of an application to the cloud, the best candidates are memory and CPU-intensive
applications; whereas input, network, and security-intensive application will show
more constraints to run in a remote cloud.

Important metrics to consider related to mobile devices are CPU speed, memory,
storage, battery, wireless access technologies, and number of interfaces. These
parameters are used to build the processing load, which is used to determine if an
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application process may not have a sufficient number of CPU cycles for its execu-
tion. Subsequently, such application requires migration to a remote cloud server for
smooth execution Lenders, Wagner, and May (2006).

The parameters related to cost are mainly the monetary cost of wireless networks
and the cloud. Usually users can use WiFi for application off-loading; nevertheless
whenever WiFi is not available, a mobile user can switch to the Internet service
provided by the network.

In terms of user preferences, there are three parameters to consider for running
an application in dynamics wireless environment with a variety of access technolo-
gies, namely, Quality of Services, cost, and security.

Main Challenges in the Construction Industry

Proverbs et al. (2000) established the main challenges and problems facing the UK
construction industry at the time. These problems were also classified by relevance
according to interviews and surveys to construction company directors.

There are 18 challenges grouped in nine categories: (1) public perception, (2) ten-
dering problems, (3) procurement problems, (4) design challenges, (5) finance, (6)
human resources, (7) productivity, and (8) material and (9) technological challenges.

A posterior trending research in sustainability revealed a whole set of challenges
regarding sustainability in construction. Ayarkwa, Agyekum, and Adinyira (2011)
highlighted the following barriers for the successful implementation of lean construc-
tion in the Ghanaian construction industry: finance, politics, management, technical,
sociocultural, and knowledge. Hékkinen and Belloni (2011) studied the following
barriers for sustainable building on the basis of literature and interviews carried out in
Finland: steering and regulation, demand and the role of clients, procurement and
tendering processes, process phases and scheduling of tasks, cooperation and net-
working, knowledge and common language, availability of integrated methods, and
innovation.

The barriers found by Hékkinen and Belloni (2011), Ayarkwa et al. (2011), and
Proverbs et al. (2000) can all be embedded into a list of challenges in the construc-
tion industry which encompasses the latest trending research in sustainability; such
challenges are public perception, design, human resources, materials, tendering and
procurement, finance, management, knowledge, sociocultural barriers, and political
challenges.

There is a sustainability aspect inherent in each one of these challenges. In terms
of sustainability, all the challenges are intertwined, as a consequence by offering a
solution to one of the challenges others might be benefited. From simple inspection
and analysis, six challenges show potential for improvement by the implementation
of MCC technologies. Those challenges are (1) design problems, (2) materials, (3)
finance, (4) technology, (5) management, and (6) knowledge. The remaining barri-
ers will be indirectly affected by the enhancement of the selected group.
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Mobile Cloud Computing as a Solution for Challenges
in Sustainable Construction

MCC carries all the benefits and risks of cloud computing into a mobile device, thus
providing to the user with mobility. This section addresses how MCC can support the
construction industry in regards of the challenges of sustainable construction. The
challenges addressed are (1) design, (2) materials, (3) finance, (4) management, and
(5) knowledge. These challenges/barriers (selected from section “Main Challenges
in the Construction Industry”’) were obtained from analyzing prior literature and
combining the typical challenges in construction with new sustainability issues and
concepts.

» Solutions for design challenges

According to Proverbs et al. (2000), over-specification is one of the main issues
related to design; some buildings have been found to have an unnecessary number of
features and areas due to over-specification. Nevertheless, nowadays, there are more
technologies related to the design field of construction (e.g., BIM and CAD), which
provide designers with a much faster design cycle. With technologies like BIM and
CAD being implemented in the current industry, there is a lot of design iterations and
changes being made during a construction project, and this is one of the main causes
of design-related errors. BIM brings the idea of converging all the models into one
model where every party of the design team (electrical, architectural, etc.) can load
their designs and see how it affects the other party.

For successfully implementing BIM in a project, it is necessary to use CC for col-
laboration and communication between different design teams. This enables BIM
users to load and access the BIM model from the cloud. By adding MCC users are
also able to perform design queries and access real-time information regarding the
BIM model.

» Solutions for material-related challenges

The main material-related issues in the construction sector are a lack of environ-
mentally sustainable materials and waste management. These barriers have a direct
impact on the success of implementation of sustainable construction principles. The
main solution for these barriers is providing digital control of the entire material
lifecycle, from fabrication and shipment to inspection and disposal. Currently, mobile
devices like tablets can provide a ubiquitous solution which eliminates paper-based
material management processes (e.g., Jovix). MCC is a key element for making this
kind of solution ubiquitous and totally eliminating the use of paper, consequently
decreasing errors related to materials management.

» Solutions for financial challenges

Financial barriers have always been an issue in the construction industry, but lately
with new sustainability practices, there is a fear of higher investment costs and long
payback periods. According to Ayarkwa et al. (2011), the additional cost of providing
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measures to improve the sustainability of construction works is a major barrier to the
realization of sustainable construction concept. From a financial point of view, CC can
help to reduce costs in a construction project due to its flexibility to expand according
to the project’s requirements; however, these cost reductions contribute against the
classic financial barrier in a construction project and not against the sustainability-
related financial aspects.

* Solutions for management challenges

Project management encompasses many aspects of construction projects such as
productivity, scheduling of tasks, and process phases. Shehu and Akintoye (2010)
identified the major challenges to the successful practice of program management in
the UK construction industry; some of the top challenges are late delivery of projects,
lack of knowledge to evaluate risks, lack of cross-functional communication, etc.
MCC enables management tools to be used on site; consequently, managers can
embed these features into their project management strategy. By embedding mobility
and ubiquitous data access into their strategy, managers can enhance their productiv-
ity and cross-functional communication; thus, MCC should positively benefit a proj-
ect’s punctual delivery and scheduling of tasks.

e Solutions for knowledge challenges

The knowledge-related barriers found in the construction sector are mainly related
to a lack of the required skill set or technical knowledge for a specific task in a proj-
ect. Hikkinen and Belloni (2011) discuss the lack of knowledge and information in
a sustainable building project, highlighting the integration of sustainability into
building design. According to Ayarkwa et al. (2011), some of the barriers related to
knowledge and awareness in a sustainable construction environment are a lack of
professional knowledge, lack of awareness of clients, lack of awareness of benefits,
ignorance/misunderstanding about sustainability, lack of education, and lack of
knowledge in sustainable design.

CC can be a solution in terms of providing a common terminology between every
construction project party. By uploading all the technical information in the cloud
and giving access to the project’s management workforce, a common terminology
can be established, and cross-communication can be improved. MCC has the poten-
tial to enable mobile devices to access any kind of technical information, thus giving
access to the management workforce on a daily basis to obtain any relevant technical
data from any location. Nevertheless, this solution should be used as a consultation
bank and not as a replacement for staff training.

Conclusions

CC presents itself as a technology with mobility, flexibility, and ease of mainte-
nance. MCC alleviates resource limitations in mobile devices by augmenting stor-
age, energy, and application processing. In contrast, information security is one of
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the major challenges and concerns when adopting cloud services. According to
Carroll et al. (2011), information security is rated as a top threat. With major tech-
nology companies like Google, Amazon, and Apple acting as cloud service provid-
ers, we can expect an enormous and constant effort from these companies in
increasing information security.

By analyzing the benefits and risks of MCC, this paper offered solutions for some
of the main challenges in the construction industry, such as design, materials, finance,
management, and knowledge. The main proposition of value made by MCC is pro-
viding the users with mobility and the ability to perform queries and access real-time
information ubiquitously. Based on this premise, the industry can create and incorpo-
rate a new set of tools for optimizing different aspects of a construction projects’ life
cycle. Consequently, the information decentralization in the construction industry
highlighted by Box (2014) could be reduced if such tools are implemented.
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Chapter 9

Mapping Business-Aligned IT Perspective
Patterns: A Practice in Public Service
Organization

Dian Indrayani Jambari and Siti Suhaila Abdul Hamid

Abstract The articulation of business-IT strategic alignment includes its represen-
tation as strategic knowledge for organization to shape the best strategic plan.
Although the complexity affects generally any organization, special concern is para-
mount on the business-IT strategic alignment in public service organization as effi-
ciency of its business is fundamental to serve the best to the public. The efficiency is
achievable through a well-aligned IT to business strategy. Hence, this study investi-
gates the articulation of the alignment patterns through mapping the business-aligned
IT according to public service organization’s strategic domains. The motivation is to
identify and analyze the business-IT strategic alignment patterns as a significant fac-
tor to support strategic alignment evaluation. The alignment perspective patterns are
mapped on a matrix developed from concepts in strategic alignment model. The
established perspective patterns are valuable as an influential aspect in the re-strategy
effort to increase the effectiveness of the public service performance.

Keywords Business-aligned IT ¢ Alignment mapping ® Alignment pattern ¢ Public
service
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Introduction

Complexity in business and IT alignment in an organization is heavily influenced by
changes in business environment and rapid advancement of IT innovations as business
enabler (Chan & Reich, 2007). The importance to address the complexity is echoed in
business and IT strategic alignment studies from multiple perspectives (Baker &
Niederman, 2014; Belfo, 2013; Cuenca, Boza, & Ortiz, 2011; Luftman & Derksen,
2012; Schobel & Denford, 2013; Shanks, Bekmamedova, & Willcocks, 2013; Ullah
& Lai, 2011) and is relevant in different business domains and organizational sizes
(Gutierrez, Orozco, & Serrano, 2009). This indicates the holistic environment of the
business and IT alignment in an organization. However, the state of misalignment
between business and IT strategies still exists and continuously identified as hindering
factor to the organization’s effort toward efficiency and effectiveness (Kappelman,
McLean, Johnson, & Gerhart, 2014). Hence it motivates the ongoing effort on assess-
ing the state of alignment to reduce misalignment.

Misalignment imposes negative risks to organization’s profitability and perfor-
mance level. Specifically in nonprofit organization such as public service agencies,
strategic alignment is pertinent as evident in government initiative study focusing on
the impact of IT as its business service enabler and value creator (Gil-Garcia, Helbig,
& Ojo, 2014). The interest to gain IT value that maximizes benefit to the organization
demands the mechanism to analyze business and IT strategic alignment (Yetton,
Henningsson, & Bjgrn-Andersen, 2013). However, the analysis is complicated when
analyzing existing strategic alignment established after a period of time as it requires
the evaluation of its alignment current state. The evaluation is the initial step in the
entire business and IT strategic alignment analysis to enable organization to gauge
the fitness of its alignment in order to strategize potential IT value gains (Luftman,
2004). The alignment current state is the condition of the business and IT alignment
represented by the alignment patterns and strengths. Failure to diagnose the correct
current state will tamper the correctness of further analysis on the alignment and
resulted in unsuccessful strategy for gaining IT values to the business (Avison, Jones,
Powell, & Wilson, 2004). Although current studies on alignment evaluation acknowl-
edges the criticality of analyzing the current state of alignment, minimum focus has
been given on investigating the mechanism to analyze it.

The classic model widely applied and the main reference in business and IT align-
ment is strategic alignment model (SAM) (Avison et al., 2004; Gerow, Grover, Thatcher,
& Roth, 2014; Gutierrez & Serrano, 2007; Khan, Qureshi, & Zaheer, 2012). SAM
specification of the four quadrants representing business and IT aspect position in the
organization is the fundamental view for the multiple perspectives that exists in modern
organization (Henderson & Venkatraman, 1999). The practicality of SAM has been
critically challenged (Avison et al., 2004; Ward, 2011) and demanded in business and
IT management practices (Alaeddini & Salekfard, 2013). Practical approaches to ana-
lyze the state of the alignment have been proposed (Khaiata & Zualkernan, 2009;
Luftman, 2003). However, evidence on the success of the approaches is minimal
(Kaidalova & Seigerroth, 2012).
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The alignment framework described by Avison et al. (2004) motivates this study
in analyzing the state of business and IT alignment through the articulation of its pat-
terns. However, further work associated to the original work has been focusing on
developing alternative mechanisms or as supporting context for investigation on stra-
tegic alignment (Al-Debei & Avison, 2010; Bleistein, Cox, Verner, & Phalp, 2006).
No evidence was found of attempts to implement Avison et al.’s (2004) proposed
framework in public service organizations to address the call for more various imple-
mentations of the framework for comparative study. Therefore, we attempt to adapt
the framework for analyzing the business and IT strategic alignment patterns in a
public service organization.

A case study in a municipal council as representative of a public service organiza-
tion is applied in the investigation of this study. The council administers the entire
municipality in six districts. 56.16 % of its spending budget has been allocated for
services and resources related to the management of IT to support the business func-
tions toward ensuring effective and efficient services to its constituents. However,
preliminary investigation has discovered that assessment on the relationship of the IT
with the council business strategy has not been performed since 2009, and the coun-
cil lacks proper articulation of its business and IT linkages (Pelan Strategik, 2009).
Its IT position in the business is unclearly represented and defined due to the unsys-
tematic analysis of its alignment to the business.

Analysis to identify and articulate the strategic alignment patterns is important to
verify the alignment established and supports the assessment process of the align-
ment (Bergeron, Raymond, & Rivard, 2004). The knowledge of the alignment per-
spective patterns allows organization to be aware of inefficiencies in its alignment
(Silva, Figueroa, & Gonzalez-Reinhart, 2007). The finding from the pattern analysis
enables the public service organization to re-strategize its business effectiveness and
efficiency.

Mapping Business-Aligned IT Perspective Patterns

Mapping the business-aligned IT perspective patterns consist of three phases: (1)
first is input identification that extracts the information in the IT landscape of the
council. The information is analyzed and its linkages with the business strategies
are established for the pattern-mapping process. (2) Next is mapping process, car-
ried out by mapping the business-aligned IT in a matrix. (3) Last is pattern identifi-
cation, where the mapping process outcome is referred to the Perspective Pattern
Analysis Table to articulate the alignment patterns established. Figure 9.1 illustrates
the details of the mapping process.

Data is collected qualitatively from relevant information at different phases of the
research. Observation is performed and logged in the initial phase through the engage-
ment with the council. The data collection process also involves gathering and selecting
relevant official documentations. To corroborate the information articulated from the
documents, semi-structured interview sessions are carried out to collect supporting
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Input Identification Mapping process Pattern Identification
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matrix.

2.Plot the input to the

1.Identify the IT projects/ Information
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3. Classify according to its functional to its functional type and 3.Accumulate the alignment
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iii.Infrastructure Enhancement (IE) three domains;
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to the strength level of
business and IT strategic
alignment.

~

Outcome: The mapping
outcomes are arrows formation
that reflects a pattern.

Outcome: List of classified business
aligned IT

Fig. 9.1 Business-aligned IT perspective pattern-mapping process

information on the business and IT landscape in the council. A set of council personnel
including seven head departments, two business executives, and three IT officers have
been involved for the interviews to minimize bias and also to capture the holistic per-
spectives of the alignment. The observations also articulate the council’s existing
approach in managing its business and IT alignment.

Content analysis technique on the documentations has been carried out to extract
the required information for mapping the alignment. Similar method is performed to
the interview manuscripts to obtain information that enhances the articulation from
the documentations. The analysis then implements the alignment mapping to produce
a pattern map. The map is then validated through a round table session with key deci-
sion makers in the council. Structured round table discussion is used to gain consensus
agreement on the existing business direction of the IT landscape of the council.

Input identification is the initial process of extracting information on the IT com-
ponents from the IT landscape documentations. The IT components consist of the
existing active IT projects and information systems (IS) being used in the council.
Identified IT components are then analyzed to establish its alignment to the business
strategies through dual classifications that linked it to its corresponding business
strategies in the following sequence: (1) the IT functional type and (2) its develop-
ment impact to the business. HE is defined as the business strategy category for IT
components that promote efficiency to the organization’s administration and man-
agement. CR is the IT components that promote the fulfillment of the customer
request. IE is the IT components that promote improvements toward the quality of
the current infrastructure. In the second classification, CM is the business strategy
classification for IT components that requires constant maintenance for its business
functional importance. CA is for IT components that increase the advantages as a
competitive business within its market, and R is for IT components that lead restruc-
turing efforts to shift the business strategic direction.



9 Mapping Business-Aligned IT Perspective Patterns... 105

Concepts in SAM are adapted as the alignment mapping grounds by transform-
ing it into a 2x?2 matrix representation to cluster the business landscape, IT land-
scape, and the two organizational level, strategic and operational level. The matrix
consists of four domains as defined in Henderson and Venkatraman (1999). The
business-aligned IT components established as input are mapped into the domain
clusters of the matrix. The positioning of the input in the mapping is rationalized
and determined by the organization decision makers. The positioning is then repre-
sented into L-shaped arrow formations on the matrix as alignment patterns. The
mapping process produces an overall alignment pattern map of the organization
business-aligned IT landscape. The L-shaped arrow formations denote the anchor,
pivot, and effected domains as the three influential domains in the business-aligned
IT. The anchor domain leads the business and IT linkages. The pivot domain then
navigates the direction of the linkages, while the effected domain is the effect from
the anchor.

The final phase identifies the strength of alignment patterns of the business and
IT components in the council. The identification process is performed by referenc-
ing the L-shaped arrows in the alignment map against Perspective Pattern Analysis
Table by Coleman and Papp (2006) and consulted with the council decision makers.
The pattern type reflects the position of each IT components in the business land-
scape (Bergeron et al., 2004). The perspectives in the L-shaped arrows are differen-
tiated according to its different configurations. The number of similar perspectives
identified represents its strength in the council’s alignment. Pattern with the stron-
gest strength indicates the primary alignment pattern in the council as the influential
perspectives that impacts the business and IT alignment.

Results and Discussion

The council IT strategy has clustered its IT components into information systems
(IS), electronic services (eS), and IT infrastructures (ITinfra). Each component
comprises of subcomponents such as applications, systems, tools, and technical
skills that reflects the IT operations. The classification of the IT clusters with the
business strategies according to its functional type and development impact resulted
in a set of eight pairings of business-aligned IT. The classification performed in the
council shows that the IT components within the IS cluster are aligned to promote
efficiency in the business, impacting its maintenance plan (IS{HE/CM}), competi-
tiveness (IS{HE/CA}), and restructuring plan (IS{HE/R}). While, eS cluster is
aligned to support the customer needs and impacting the council’s competitiveness
(eS{CR/CA}) and maintenance plan (eS{CR/CM}). ITinfra cluster is aligned to
support the enhancement of the infrastructure, which impacts the maintenance
(ITinfra{IE/CM}), competitiveness (ITinfra{lE/CA}), and restructuring plan
(ITinfra{IE/R}). The eight business-aligned ITs are then formed into L-shaped
arrows mapped in the matrix and resulted in the emergence of four patterns visually
represented in Fig. 9.2.
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Fig. 9.2 Business-aligned IT perspective pattern map

In the council, service level pattern reigned as the primary pattern based on its
occurrence in the mapping. It shows that the IT components impact the council
main business offering, which is providing business services efficiently to its con-
stituents. The second strongest pattern emerged is the strategy implementation pat-
tern and technological potential pattern. The former indicates that the IT components
have influence toward the business strategy implementation. The latter pattern indi-
cates the potentials of its existing I'T components to gain more business values for
the council. The weakest pattern formed is the competitive potential pattern indicat-
ing that the business and IT components in the council are less focused on making
financial profits in its competing business market.

The primary pattern serves as the most prominent indicator to the state of the
strategic business and IT alignment in the council. However, the remaining three
patterns are not dismissed. They are influential factors to complement the primary
pattern and provide holistic indicators to the business and IT alignment. The infor-
mation can be referred to support decision making in re-strategizing the business
and IT strategic level.

Conclusion

The implementation of the pattern-mapping framework has successfully derived the
patterns for the business-aligned I'T components in the municipal council. The sys-
tematic mapping process enables the articulation of the prominent pattern that
reflects the current alignment state between the business and IT strategies in the
council. The research finding initiates the change in the practice of analyzing the
alignment state in public service organization, which can assist in strategizing
efforts of future strategic plans for performance improvements and innovations in
its service offerings.
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However, this study is limited as it is carried out in one instance of the public
service organization. The single instance posed a constraint in claims for general-
ization from the research findings. From the study, it has been observed that there is
a social and cultural aspects involved that influences the state of the alignment. This
is due to the involvement of highly intense cultural and social values derived from
stakeholders in the organization’s working environment (Elias, 2012). These values
can be an influential resource that impacts the business and IT alignment in an orga-
nization (Gregor, Hart, & Martin, 2007; Lee, Kim, Paulson, & Park, 2008; Reich &
Benbasat, 2000).

The significance of cultural values in relation to IT in public service organization
is acknowledged and gaining interest in research (Welch & Feeney, 2014). Therefore,
it is beneficial to explore the impact or influence of the social and cultural perspec-
tives toward the business-IT strategic alignment. Principles in organizational semi-
otics in describing organization as an information system have the potential as the
foundation for establishing and measuring business and IT strategic alignment in
public service organization (Liu, Sun, Jambari, Michell, & Chong, 2011; Sun, Liu,
Jambari, & Michell, 2016).
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Chapter 10

An Approach Towards Assessing Effective I'T
Governance Setting: Malaysia Public Sector
Case Study

Mohammed Alaa H. Altemimi and Mohamad Shanudin Zakaria

Abstract Great strides have been made in IT governance in the past decade. Today’s
organizations need a flexible, complementary, and collaborative IT governance set-
ting to prosper in a turbulent environment that would enable organizations to sustain
realizing value from IT instead of restraining its contribution by emphasizing con-
trol. The review of existing literature to identify and determine best practices had
been studied by previous researchers in order to construct the factors within each
category. The aim of this paper is to identify the domain of IT governance and pro-
vide insights practice with each domain that was detected through literature.

Keywords IT governance ® IT governance mechanism ¢ IT decision-making

Introduction

IT governance (ITG) has been raised in priority and contributes to higher returns on
assets at a time while business increasingly invests money on technology. Several
definitions have been consensus on the definition of IT governance and the need for
good IT governance with the underlying principle being to create framework to
direct, manage, and control the use of IT. IT governance is the integrated part of
corporate governance that is focused on IT-related investment decisions driven by
corporate and business unit needs (Brisebois, Boyd, & Shadid, 2007). Also, IT gov-
ernance is a shared decision-making process used by corporate executives and
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focused specifically on ensuring that investments into information systems generate
business value (Brisebois et al., 2007; Winniford, Conger, & Erickson-Harris, 2009).

Today’s IT business environment requires good IT governance mechanisms. Role
of IT governance mechanisms has been heightened since the corporate collapse of
Enron and WorldCom and the subsequent passing of governance legislation in the form
of the Sarbanes-Oxley Act in the USA in 2002 (Brown & Grant, 2005). Organizations
need to employ well-designed, well-understood, and transparent governance mecha-
nisms to deliver stakeholder value to intensify the role on boards and executives to
ensure effective oversight of IT, making IT governance integral to overall corporate
governance in order to achieve effective IT governance (Weill & Ross, 2004).

However, Information Technology Governance Institute (2009) stated, in spite of
the adoption of IT governance structures, processes, and mechanisms by large com-
panies, others have yet to even begin to start their I'T governance programs. And in
addition to this, many top-management executives have little understanding of the
structures and mechanisms needed to ensure adequate IT governance.

An Overview of Information Technology Governance (ITG)

ITG is a term that has been evolving rapidly over the last few years, especially in
practitioners’ communities. The IT Governance Institute is taking a leading role in
the debate. Today’s organizations need a flexible, complementary, and collaborative
IT governance to prosper in a turbulent environment. And that would enable organi-
zations to sustain realizing value from IT instead of restraining its contribution by
emphasizing control.

Peterson (2004) indicates that well-known academics (Weill and Ross; Van
Grembergen; Zmud and Sambamurthy; and Peterson) all started their IT framework
development by defining the term IT governance. According to them, good IT gover-
nance is a subset of good corporate governance, and at its core, a good IT governance
framework will cause the organization to use specific structures and mechanisms to
align its enterprise IT strategy with its business performance goals. In order that ITG
is recognized as an extension of corporate governance, the IT Governance Institute
(Information Technology Governance Institute, 2008) indicates that corporate gover-
nance is the “Methodology by which a corporation is directed, administered and con-
trolled, whereas IT governance supports achieving corporate objectives, strategy,
direction, administration and control, using appropriate IT investment and resource
management.” It consists of the leadership, organizational structures, and processes
that ensure that the enterprise’s IT sustains and extends the organization’s strategies
and objectives (Information Technology Governance Institute, 2008). In other words,
IT governance is the mechanism to ensure that organizational strategic processes in
place sustains and extends the organizations’ goals and objectives.

Weill and Ross (2004) emphasized the significance of IT governance when IT is
integrated within the organization. Weill and Ross (2004) define IT governance as
‘specifying the decisions, rights, and accountability framework to encourage desir-
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able behavior in the use of IT’. Zmud and Sambamurthy (1999) describe IT gover-
nance as a measure of organizational authority for IT activities. Peterson (2004)
adds that ‘IT governance describes the distribution of IT decision-making rights and
responsibilities among different stakeholders in the enterprise, and defines the pro-
cedures and mechanisms for making and monitoring strategic IT decisions’.
However, Patel (2002) declared that IT governance serves to address the design and
development of effective organizations through IT, structures, and processes. Chin,
Brown, and Hu (2004) concluded from their review of the literature that IT gover-
nance is affected by the corporate governance structure, stressing the integration of
IT with the organization. They noted that IT governance is affected by the organiza-
tion’s culture and IT competence. Moreover, they mention that how enterprise
embraces the usage of IT will determine the benefits received from that usage. In
same way, Schwartz (2007) defined IT governance as ‘an organizational body or
group focused on aligning the strategy of the IT department with organizational
goals and strategies’. And therefore, IT governance people implement mechanisms
to measure the performance of the IT department.

Weill and Ross (2004) conducted a survey of 256 IT organizations; they declared
that IT decision makings were led by management, business unit leaders, and IT
specialists in each of the respective areas:

e IT principles. IT and top management or business unit leaders.

e IT architecture. IT specialists and top management or business unit leaders.

e IT infrastructure. IT specialists and top management or business unit leaders.
* Business application need. Corporate and business units, with or without IT.
e IT investment. IT and top management or business unit leaders.

Weill and Ross (2004) outlined in their survey of best practitioner of effective IT
governance performance that 45 % or more managers in leadership positions could
accurately describe their IT governance, while in below-performing enterprises, only
few in leadership positions could describe their governance process. In addition, two
principles emerged from the best performing cases of IT governance including:

1. Business and IT professionals collaborate on business-oriented IT decisions
(investment, principles, and business application needs).

2. The best arrangement of decision rights for technical decisions (IT architecture
and IT infrastructure) depends on such factors as the synergies between business
units, the current IT portfolio, strategic goals, industry differences, and so on.

Organizations’ ability to develop important policies, such as privacy, security,
and business continuity; to implement important IT decisions; and to coordinate IT
personnel activities effectively have major effect to enhance IT performance.
Anyway, good IT governance is about how effectively IT used to grow and develop
the business. This meant the steering committees of decision making have to ensure
that organization uses IT resources effectively and efficiently. Similarly, IT gover-
nance is the process by which firms align IT actions with their performance goals
and assign accountability for those actions and their outcomes. They focused on
the implementation of structures and processes in an IT system.
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Create and
Deliver o
Value

Fig. 10.1 IT governance focus area

Many researchers deliberated in the contexts of ITG, IT performance, and invest-
ment. Peterson (2002) and Ribbers, Peterson, and Parker (2002) stated that effective
IT governance structure and process lead to high IT performance. Bowen, Cheung,
and Rohde (2007) suggest that IT governance effectiveness influences IT governance
and IT implementation success. Linking practice with strategy, the framework pro-
posed here adopts the balanced scorecard framework for monitoring corporate per-
formance as the impact of IT governance effectiveness. Although Ortiz (2003) points
out solid relationship between IT governance implementation and organizational
performance, there is no direct influence of IT governance on IT investment perfor-
mance in the USA and Canada (Gu, Xue, & Ray, 2008). However, IT governance
was found to moderate the relationship between IT capital and IT investments.

Recently, there have been attempts to think about IT governance holistically. As
the two main IT control and implementation frameworks, ITIL and COBIT have
begun to mature; there have been attempts to map frameworks to each other
(Information Technology Governance Institute, 2008). Robinson (2007) attempted to
look at IT governance holistically by crafting IT governance architecture by providing
robust model that encompasses all aspect of IT governance structure, processes, and
mechanisms, as shown in Fig. 10.1. This is a very new area of research in IT gover-
nance in which further refinement will benefit both academics and practitioners alike.

Robinson (2007) developed his IT governance architecture as a multilayered
model, with the business drivers of the organization at the top of the pyramid,
working down through layers that include the internal environment, “accountabil-
ity and authority” framework (entrustment framework), and models for policy and
procedure decisions. Moving further down his IT governance architectural pyra-
mid, he goes on to illustrate the importance of creating and delivering value and
performing risk and resource management. Finally, providing the foundation to all
IT governance activities are the functions of performance management and value
management.

However, this literature shows that proper IT governance provides significant value
to the organization in terms of strategic competitive advantage, increased value of IT
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investments to the firm, and ensuring strict compliance with corporate governance
regulations, such as SOX. Yet a large portion of the literature also showed that ensuring
a firm’s structures, processes, and mechanisms are optimized for good IT governance
remains a multifaceted and complex task.

IT Governance Mechanism

IT governance is complex and dynamic in nature; a typical IT governance frame-
work is used to describe the structures, processes, and mechanisms related to IT key
decisions in an enterprise (Information Technology Governance Institute, 2003;
Van Grembergen, De Haes, & Guldentops, 2004; Weill & Ross, 2004) as shown in
Fig. 10.2. Several researchers have depicted that at least 20 % higher returns on
assets result in those organizations that adopted proper IT governance mechanisms
than those with weaker governance (Weill & Ross, 2004).

IT governance consists of a set of interdependent subsystems using a mix of struc-
tures, processes, and relational mechanisms that work together as a whole in order to
assist the proper deployment of ITG using (Grant, Brown, Uruthirapathy, & McKnight,
2007; Patel, 2004; Peterson, 2004; Van Grembergen & de Haes, 2005, 2009; Van
Grembergen et al., 2004; Weill & Ross, 2004; Zmud & Sambamurthy, 1999).

However, Van Grembergen and De Haes (2009) have identified 33 practices for
IT governance and classified them in three categories of structure, processes, and
relational mechanism.

Examples of ITG dimensions: structures, processes, and relational mechanisms,
include:

e Structures. CIO on Board, executive management committees, IT strategy com-
mittee, I'T leadership committees, and IT steering committee(s).

* Processes. Strategic information systems planning, balanced (IT) scorecards, infor-
mation economics, service level agreements, control objectives for information and
related technologies and the ITIL, IT portfolio, and demand management.

* Relational mechanisms. Active participation and collaboration between princi-
pal stakeholders, partnership rewards and incentives, business/IT co-location,
cross-functional business/IT training, and rotation.

Fig. 10.2 Elements of an Structures < > Processes

ITG framework /

IT Governance

Relational Mechanisms
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IT Governance Constraints

There are many constraints that face organizations that are trying to implement an
effective IT governance structure and process when there are significant IT invest-
ments involved. Without effective governance to deal with these constraints, IT
projects will have a higher risk of failure. Each organization faces its own unique
challenges as their individual environmental, political, geographical, economic, and
social issues differ.

It would never be able to list all concern relating to IT governance, but following
are common to most organizations. The IT Governance Institute (ITGI) suggests that
the organizations’ challenges and concerns include the following five points:

— Aligning IT strategy with the business strategy;

— Cascading strategy and goals down into the enterprise;

— Providing organizational structures that facilitate the implementation of strategy
and goals;

— Insisting that an IT control framework be adopted and implemented;

— Measuring IT performance.

Anyway, any one of these issues can present obstacles to providing effective
governance.

— Senior Management not engaging IT.
— Poor Strategic Alignment

— Lack of Project Ownership

— Poor Risk Management

— Ineffective Resource Management

IT Governance Dimension

Structure - Oriented

Structure describes the way IT function is carried out and how the organizational
structure can organize the IT division in the organization (Rau, 2004). IT governance
structure scope covers a range of issues that would include most, if not all, of the
possible IT issues in a particular setting (i.e., procurement, standards, architecture,
policies, business-IT alignment).

The literature of term of structure refers for two aspects: (1) Authority and
Membership (2) Coordination of mechanism.

1. The authority indicates how power, rights, roles, and responsibilities are distrib-
uted between and among levels and/or even devices for making IT decisions
between management-business and IT committee cooperation (Van Grembergen,
2003; Weill & Ross, 2004) (e.g. steering committees).
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Weill and Ross (2004) mentioned that the most effective IT decision-making
structures include CIOs on various executive steering committees, executive man-
agement committees, IT leadership committees, and business/IT relationship man-
agers (e.g. steering committee, office of IT architecture, service level agreements),
the establishment of various technology and business councils, and ‘architecture,
engineering, and infrastructure’ boards that develop, implement, and enforce IT
policies, procedures, and standards throughout the organization. The minimal
effective IT decision-making structures were the capital approval committee and
the architectural committee. On the other hand, Grant et al. (2007) detail the gov-
ernance structure on how many committee levels or layers there are and outline
each of their primary roles; for example, through designating responsibility to an
IT executive and relevant IT committees (Van Grembergen & de Haes, 2005).
Also, Ward and Peppard (2002) presented IT governance structures as a hierarchy
of business and IT steering groups, starting at the top with the executive steering
groups and moving down the hierarchy through separate business strategy and IT
steering groups to lower-level groups that control decisions of application manage-
ment, service management, and technical management. In addition, the IT function
itself requires structure as well as deciding where the IT decision-making authority
is located within the organization (Van Grembergen et al., 2004).

However, an effective IT governance structure ensures that all stakeholder
concerns and interests are considered including measures of both project perfor-
mance and IT sustainment performance. In the same way, Schwartz (2007) stated
ITG structure should answer key performance questions, such as is the investment
in IT worth the return, does the IT department management measure their perfor-
mance, and is the IT department functioning well overall.

2. The coordination of mechanism refers to the actual distribution of authority
among level of decision-making. Weill and Ross (2004) viewed structure as ‘a
rational set of arrangements and mechanisms’.

Anderson (2004) mentioned the effective implementation of an IT governance
structure requires an understanding of how IT and the business should work
together. Also, Luftman (2002) pointed out the relational mechanisms between IT
governance structures, business functions, and IT processes and communications
are critical to preventing IT alignment failure. Chin et al. (2004) emphasized the
importance of integrating the IT governance structure into the overall organiza-
tional governance to provide strategic advantage, to achieve business objectives,
and to optimize the value received from information technology. Similarly, Patel
(2002) emphasized the importance of aligning IT strategy with business strategy,
suggesting that IT governance should be rooted in business logic. Luftman and
Brier (1999) examined the IT/business alignment and found that the most impor-
tant enablers of this alignment included senior executive support for IT, IT being
involved in business strategy development.

Ward and Peppard (2002) stated that IT governance decision is “strong links to
and from” through the executive steering groups and the lower-level groups, to
ensure that the decisions made at the various levels of the other steering groups
are coordinated and acted upon. As an example, the IT strategy committee reviews



118 M.A.H. Altemimi and M.S. Zakaria

and approves IT strategy which provides high-level direction and control over IT
to deliver value and manage risks, while the IT council committee considers dif-
ferent levels of policies and investments (Van Grembergen et al., 2004). In prac-
tice, different committees encompass different memberships and authority and
are subject to organizational culture. However, Weill and Ross (2004) suggest that
the number of governance mechanisms be limited.

Weill and Ross (2005) identify three IT governance structures for organizations as:

1. Centralized,
2. Decentralized or
3. Federal IT governance structures.

According to Luftman (2003), the IT governance structural choice impacts the
IT strategic alignment process. In a Centralized IT governance structure, the orga-
nization’s corporate IT unit has complete authority and decision-making power
for all IT decisions, while in a Decentralized IT governance structure, it distrib-
utes all authority and decision-making power to individual business and func-
tional unit within the organization for their IT architecture, standards, and
applications (Peterson, 2002). While in a Federal IT governance structure, author-
ity over decision making is distributed between a central body and individual
organizational units (or a state level CIO and state agency CIOs) over corporate
IT architecture. In other words, the Federal structure is a combination of the
Centralized and Decentralized structures.

In addition, by studying the nature of IT governance, Chin et al. (2004) com-
pared the impact of centralized versus decentralized controls and structures. They
found that centralized control of IT allowed for board oversight, consistent strate-
gic approach, and economies of scale. The authors also noted that though central-
ized control may result in sacrificing specific needs of individual subunits,
decentralized control of IT to enable the addressing of those specific needs also had
its disadvantages. They found that organizations that had decentralized control
experienced increased costs and reduced integration. A hybrid approach used by
some firms in their study enabled central control of IT infrastructure and specific
deployments at divisional levels. Weill and Ross (2004) also considered the issue
of centralized versus decentralized governance and found that organizations that
were top performers as measured by profit tended to have centralized IT gover-
nance, which resulted in standardized approaches, lower costs, and formalized
assessments of IT-related endeavors. Even with a degree of decentralization to
enable flexibility, Weill and Ross concluded that a hybrid approach would have
merit, rather than giving total control of IT governance to the divisional level.

Process - Oriented

Henderson, Venkatraman, and Oldach (1996) define process in terms of the IT
infrastructure such as systems development and operations infrastructure. More
recently, the emphasis of IT governance is to implement processes that ensure
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strategic alignment between IT and business. Strategic alignment ensures that IT
projects are aligned with strategic business objectives, and consequently are funded
and prioritized. Van Grembergen (2003) refers to the process of ‘formalization of
strategic IT decision making’ and that appropriate IT monitoring procedures are
required to achieve improvements and sustain positive outcomes including key per-
formance indicators through service level agreements, IT demand management, IT
portfolio management, and chargeback systems (Symons, 2005) (e.g. IT balanced
scorecard). Weill and Ross (2005) also identify that the most effective alignment
processes were tracking IT projects and resources consumed. The least effective
were charge back mechanisms and tracking the business value of IT investments.

Besides IT balanced scorecards, project tracking systems enable the IT strategy
committee to detect and correct any deviations and alter strategy when required
(Information Technology Governance Institute, 2003). Furthermore, Van Grembergen
and de Haes (2005) suggest organizations need to find a good balance of measures
between output and performance, comprising technical measures and business mea-
sures. Technical measures evaluate technical-related issues such as I'T downtime and
access failure (an internal perspective), while business measures evaluate business-
related issues such as customer satisfaction (an external perspective).

While the IT governance process can take on various forms within different com-
panies, depending upon whether IT management is a centralized organization,
decentralized, or a hybrid of both within the corporate entity, Selig (2008) presented
hierarchical model of ‘IT/business steering and governance boards, committees,
and roles’. The top management team consists of “executive and small business
unit,” while steering committees are responsible to review IT/business alignment
plans, IT investment portfolios, set portfolio priorities, and select, approve, and fund
major IT projects. In other words, the corporate boards are responsible for working
in “different areas of focus” like ‘program, technology, architecture, infrastructure,
and operations management’ to ensure the business and IT goals of the organization
are optimized.

Rational - Oriented

Relational mechanisms—this term describes how to manage the ITG framework for
attaining and sustaining business/IT alignment that cover advocates, channels, and
educational efforts that overspread IT governance principles, policies, and outcomes
of IT decision-making processes (Information Technology Governance Institute,
2003; Weill & Ross, 2004).

As stated by the IT Governance Institute, IT governance requires leadership to
ensure that IT activity is sustained and extended to achieve the organization’s goals.
The emphasis on leadership is confirmed by Weill (2004) who found that the factor
that most separates top-performing organizations from substandard-performing
organizations is the quality of senior leadership in making IT decisions. Leadership
should be proactive and strategic (Broadbent, 2003), which requires commitment
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from the top and supportive behavior that leads to effective resource allocation to I'T
(Weill & Ross, 2004).

Weill and Ross (2004) stated that leadership requires commitment from the top
and supportive behavior that leads to effective resource allocation to IT. Van
Grembergen (2000) adds that organization capacity is the key success factor for IT
governance exercised by the board, executive management, and IT management. As
defined by Henderson et al. (1996), organizational capacity refers to the human
skills and capabilities required to support and shape the business. Meanwhile, Weill
and Ross (2004) declared the need to educate the organization on how governance
decisions are made in order to reduce the mystery of IT and encourage lower level
managers to accept responsibility for effective IT use. Moreover, Weill and Ross
(2004) confirmed that implementation of IT governance requires organizations to
rethink their governance structure and individuals to re-learn their roles and rela-
tionships. An important emphasis of well-defined identification of all involved par-
ties from board of directors to low level managers will have big impact to clear IT
governance and unambiguous roles and responsibilities (Van Grembergen et al.,
2004). Information Technology Governance Institute (2009) indicates the board of
directors committees have to play an active role to ensure that IT goals and objec-
tives are aligned with the business’ goals and objectives.

Finally, are about ‘the active participation of and collaborative relationship
among corporate executives, IT management & business management’ (Van
Grembergen, 2003) (e.g. training) as shown in Table 10.1.

Setting of Effective ITG Elements

An understanding of the IT governance concept is essential for organizations to gain
a better perspective on the governance activity and provides focus for management
attention. The review of existing literature is to identify and determine best practices
that had been studied by previous researchers in order to construct the factors within
each category. In order to identify settings practices, those had been studied by pre-
vious researchers or were identified in professional publications or pioneer organi-
zations; an understanding of the IT governance concept is essential to achieve
higher efficiency and effectiveness within IT governance functions. However, the
role of IT in transforming government has grown due to the performance rankings,
budget crises, and technology changes.

Conceptualizing IT governance is not easy. Definitions, whether academic or
practical, commonly refer to IT governance as a set of decision-making structures,
roles, responsibilities, and practices geared toward achieving desired objectives
(Weill & Ross, 2004). In other words, IT governance implementation requires defin-
ing structure (roles and responsibilities), processes, and relational mechanisms at
each of the operational, management, and strategic levels within organizations.
Furthermore, where IT governance is concerned, the key issues are how strong and
well-articulated corporate governance is, how it translates into IT governance, how
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Table 10.1 IT governance dimensions

Authors
Grant et al. (2007), Van Grembergen

Category Driver

Structure-oriented | e Authority and

membership

(2003), Van Grembergen and de Haes
(2005), Van Grembergen et al. (2004),
and Weill and Ross (2004)

Coordination of

Anderson (2004), Chin et al. (2004),

mechanism Luftman (2002), Weill and Ross 2004,
and Weill and Ross (2005)
Process-oriented Key business/IT Henderson et al. (1996) and Van

alignment process

Grembergen (2003)

Regulatory and
environmental process

COBIT, ISACA (2015)

Resources utilization and
operation management
process

COBIT, ISACA (2015)

Risk, compliance, and
security process

ISACA (2015), COBIT, ITIL

Performance monitoring

Information Technology Governance
Institute (2003) and Symons (2005)

Rational
mechanisms-
oriented

Leadership and
management style

Information Technology Governance
Institute (2003) and Weill and Ross
(2004)

Commitment, supportive,
and awareness

Van Grembergen et al. (2004) and Weill
and Ross (2004)

Skills and knowledge
(organ capacity)

Van Grembergen (2000) and Weill and
Ross (2004)

e Collaborative and
communication

Van Grembergen (2003) and Van
Grembergen and De Haes (2009)

both are deployed over the whole organization, and whether it knows how to use IT
governance to support innovation.

The process of IT governance starts with setting clear objectives for the organiza-
tions IT in order to provide the initial directions. This is followed by strategic plan-
ning and execution of the IT objectives. The implementation of the IT governance
strategy, policy, and action plan will ensure that IT governance is managed more
effectively. A continuous loop is then established for measuring performance, com-
paring it to objectives, leading to redirection of activities and changed objectives
where appropriate. In other words, ITG adjustment is the business-IT objective as the
first process to provide direction through IT activities, measuring performance, com-
paring objectives, and getting outcome in the re-direction processes which require
changing in proper time to adjust and signify the objectives acceptably. Due to estab-
lishing direction, IT module must concern benefits by developing automation, cut-
ting costs, and controlling risks. According to our definition to IT governance in
section “Overview of Information Technology Governance (ITGov)”, we classify IT
governance elements to such domains, then we define practice with each category, as
shown in Table 10.2.
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Methodology of Effective IT Governance

This paper describes the case of an IT governance implementation in a Malaysia
Public Sector service. Case research is particularly appropriate for research within the
IT area because researchers in this field often lag behind practitioners in discovering
and explaining new methods and techniques (Benbasat, Goldstein, & Mead, 1987).
As already mentioned, IT governance is now on the agenda of many executives, and
consultants are dispersing the concept. Like Benbasat et al. (1987), we believe “that
the case research strategy is well-suited to capturing the knowledge of practitioners
and developing theories from it”. The role of the researchers was purely the role of
observers who were interested in investigating how the IT governance practices were
applied by practitioners and how the experience and knowledge of practitioners could
help to improve their proposed IT governance framework. In this case research, data
was gathered by conducting several face-to-face in-depth interviews with I'T and busi-
ness representatives: the CIO, project managers of the IT governance project, a mem-
ber of the Board of Directors who is also the member of the Executive Committee,
and the director of ‘organization’.

Assessing Effective IT Governance Setting at Case ‘X’

This section reports and interprets the results of the extreme case analysis. To create
effective IT governance benchmark, Malaysian public sector services organizations
were invited to participate in the research, leveraging the channels of existing CIO
networks. From this request, organization ‘X’ committed to participate under the con-
dition that anonymity was guaranteed. In this organization ‘X’, interviews took place
to assess the effective IT governance setting practices used (see “Appendix”), on a
scale from 1 to 3 (1—Low, 2—Medium, 3—High). During each face to face inter-
view, it was ensured that at least one senior representative from the business and one
senior representative from I'T were present who had a view on how IT governance was
addressed in their environment to get a full view of the IT governance practices.

When comparing the averages of IT governance practices maturity per domain of
structures, processes, and relational mechanisms, it again appears that in general the
highly aligned organizations have clearly more effective IT governance structures and
processes, as shown in Fig. 10.3. This figure also shows that practices,on average, were
bit less compared to structures, indicating that it is probably more difficult to imple-
ment achieved processes compared to structures. This finding is also supported by the
personal experiences of the researchers in running an I'T governance practices.

A possible explanation might be that the structures and processes applied in
organization X, which had already been working on IT governance for more than 6
years, were already thoroughly embedded in day-to-day practice and became part of
the organization’s culture. This could explain that there was less need to manage the
relational aspects of IT governance (Fig. 10.4).
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Conclusion

In summary, IT has been playing a more important role for organizations in achiev-
ing their goals. ITGov is an integral part of corporate governance. IT governance
ensures that IT goals are met and IT risks are mitigated such that IT delivers value to
sustain and grow the organization. Thus, it’s crucial for organization to establish
good governance in IT to obtain more effective use of IT. IT governance should be
highly practical and relevant to practical organizations. The aim of this paper is to
identify the domain of IT governance and provide insights practice with each domains
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which were detected through literature. This paper wants to contribute to that part of
the IT governance body of knowledge, by describing how an organization can imple-
ment IT governance, using a mixture of processes, structures, and relational mecha-
nisms, and by analyzing how these practices are used at a Malaysian public sector
agency. This paper will therefore be the start for a new area of research within the
rich field of ITG and may hopefully be a basis for new insights to come.

Appendix

Please fill the assessment in the Scale columns based on the format below.

1. Low importance
2. Medium Importance
3. High Importance

Table 10.3 Scale practices of effective IT governance

Effective IT governance subsystems

Category

Indicator

Measures

Scale

Structure-oriented

e Authority

How well an effective empower and
clear roles and responsibilities be
assigned for board of directors, an
executive and relevant IT committee

e Coordination of
mechanism

How well an effective excellent
coordination could be established and
maintained to improve organizational
performance

Process-oriented

e Key business/IT
alignment

How well an effective strategic
objective aligned to IT projects and
delivery to improve organizational
performance

e Regulatory and
environmental
process

How well an effective regulatory and
policy be developed, adjusted,
controlled or directed according to
particular rules, principles or
specifications

e Resources
utilization and
operation
management

How well an effective utilization of IT
resources (process, infrastructure,
information, and people) and
management of operation be done

e Compliance, risk,
and security

How well an effective complies with
standard defined, policies, and
procedures to ensure complete
compliance to legal and corporate
policies

e Performance
monitoring
process

How well an effective focus in
achieving critical business objective to
ensure IT deliver value to business

(continued)
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Table 10.3 (continued)
Effective IT governance subsystems
Category Indicator Measures Scale
Rational e Knowledge and How well effective skills and
mechanisms- skills capabilities to support and shape the
oriented business
e Leadership and How well the process of decision-
management making being managed to improve
style organizational performance
e Commitment, How well an effective commitment,
supportive, and supportive behavior and awareness lead
awareness to effective resource allocation of IT,
value, and beneficial
e Collaborative and | How well an effective teamwork and
communication communication within organization to
improve organizational performance
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Chapter 11
Implementing a Mass Customization Business
Model in the Health Industry

Marc Poulin

Abstract The healthcare industry is undergoing many challenges due to rising costs,
lower governmental support, and ineffectiveness of many treatments. One popular
approach to address these issues is the P4 vision where prevention and patient partici-
pation is paramount. To implement these newer approaches, there are business pro-
cess challenges in order to control costs and offer the new personalized approach. The
mass customization business model has been successful in offering various levels of
personalization with costs and delivery delays similar to mass production. Although it
has been researched and implemented for the manufacturing industry, research has
shown potential in the service industry.

This article presents a business model founded on mass customization to address
certain challenges in the health industry. The article discusses the issues and pres-
ents an approach to remedy the problems. The business model is demonstrated
through an actual global health company head quartered in Dubai.

Keywords Business model ® Healthcare industry ® Mass customization ® IT ¢« B2C

Introduction

In many parts of the world, it is no secret that the health systems are becoming more
costly and not effective. Their current medical system encourages doctors to increase
treatment through drugs and medical procedures rather than on healing patients.
Doctors are paid when patients are sick. There is a recent trend in the last decade
toward an integrated healthcare system focusing, predicting, and preventing disease
rather than treatment. According to renown Steven Trobianic, M.D., Yale Board
Certified Neurologist, we are standing at the brink of a consumer-driven healthcare
revolution that will forever change how we view the process of aging, the medical
care we receive, and the medications we use. A recent approach toward this change
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is the popular P4 medicine: personalized, predictive, preventive, and participatory.
This research will be illustrated through a new health organization that seeks to
address this problem in the health industry.

This holistic approach to health involves a new context for providing healthcare.
First, due to the personalization component, there are many more potential treat-
ments to address the variety of personal health problems among patients. There are
fewer “once one-solution-fits-all” policies but rather a multitude of factors that when
combined together can confuse a practitioner in providing the best service. Secondly,
in many parts of the world, healthcare budgets are being compressed especially in the
public sector. Consequently, it makes it challenging for doctors to demand higher
prices for personalized services, especially when not guaranteeing results. Lastly,
patients are becoming more educated through accessible online information and
health technologies that can provide vital measurements such as heart beat and blood
pressure at a very low cost.

This challenge in the health industry is similar to firms following a mass produc-
tion model, which mainly focuses on high volume for each product it offers, a limited
variety of products to offer, and low prices. Since the 1990s, many such firms have
turned to the mass customization business model to offer variety at low prices. The
hypothesis of this article claims that the mass customization model can be transferred
in the health industry, which would help support the new health trends.

The article presents an innovative business model to support a new offer in the
health industry. The proposed business model incorporates key success factors from
mass customization. The research is exploratory in nature while the model is being
implemented in an actual global health company. The article will present the model,
the challenges, and learnings thus far.

Literature Review

Current business models in the healthcare industry are struggling with issues such as
rising costs through inefficient use of resources and being reactive to patient health-
care problems. Many services are offered by both the public and private sector, which
present further challenges in providing a seamless service to patients, instead of the
current situation of spreading services and patient data in separated systems. Chawla
and Davis (2013) demonstrate the potential of using the available healthcare-related
data through data mining to personalize the assessment of your health.

Mass customization (MC) was first coined by Davis (1987) where he defined MC
as a paradoxical concept that refers to a firm offering a relatively wide range of prod-
uct variety but with price and delivery delay closely resembling those of mass produc-
ers. Among the various definitions, it is not exactly clear where MC begins or ends
with regard to product variety and price. He states that with MC, price premiums
associated to customization of a product should still make the final product accessible
to the mass market. In terms of delivery delay, Franke and Piller (2004) suggest that
customers are willing to wait about 10 % longer for personalized products, but this can
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vary by industry. In previous research, “personalization offers” via an eight-level per-
sonalization offer model, Poulin, Montreuil, and Martel (2006) expand the standard
MC definition. The model claims that firms can mass produce personalized products
with a much wider range of price and delivery delay. Complexity of offers depends on
the customer penetration point in the supply chain and in the number of offers existing
simultaneously.

MC and personalization has frequently been identified as an important business
strategy to compete in today’s global economy (Lampel & Mintzberg, 1996; Pine,
2008). The literature indicates that key success factors that arose were modulariza-
tion, standardization, postponement, configurators, and customer interaction
(Duray, 2004; Hvam, Mortensen, & Riis, 2008; Piller & Tseng, 2003).

Many models were developed to represent ways to mass customize. In an attempt
to provide managers with a framework to develop the type of mass customization
they should pursue, Gilmore and Pine (1997) identified four distinct approaches:
collaborative, adaptive, cosmetic, and transparent. Collaborative customizers con-
duct a dialogue with individual customers to help the customers define their needs,
to identify what product/service mix would precisely meet those needs, and hence
to design individualized products/services accordingly. On the other hand, adaptive
customizers offer one standard, but customizable, product that is designed in such a
way that users may alter it themselves. Cosmetic customizers present a standard
product differently to different customers by packaging it differently for each cus-
tomer (e.g., communicating the product benefits differently or engraving the cus-
tomer’s name on the product). Finally, transparent customizers provide individualized
customers with unique product offerings but without letting them know explicitly
that the product offering has been customized for them. Gilmore and Pine (1997)
state that companies may combine two or more of the approaches so as to meet the
precise needs of their customer.

In the service industry, such as with healthcare, the concept of mass customiza-
tion is different since there is an inherent customization process during the creation
and delivery of the service. The customer involvement at various stages of the ser-
vice can create challenges but also opportunities to satisfy their customer, which is
highly impacted on the decisional freedom given to employees (Kaplan & Haenlein,
2006). As with products customization, the customer involvement is a key issue that
needs to be controlled. With products, product platforms are created where a set of
rules will control the personalization outcome, but for services, these “platforms”
are less rigid and difficult to implement especially when there is a high level of
personalization. Gwinner, Bitner, Brown, and Kumar (2005) claim that the ability
for employees to adapt and live up to customer needs is a strength that enables cus-
tomization after the service has begun and cannot be preconfigured. A negative
impact would be to have costly customized services with poor quality since the
employee was given too much latitude. Furthermore, relative to product mass cus-
tomization, Heim and Sinha (2001) claim that service customization could be much
more complex in variety, and it is difficult to predetermine all the possibilities. An
important element is to carefully assess the customer needs during the configuration
process. The concept of personas is sometimes used to represent a customer seg-
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ment that require a number of service components, or “customer operating seg-
ments” (Frei, 2008), similar to modules in a product platform.

Research Methodology

Problem Description

The firm from the research study wanted to find a way to make a serious change, but
they knew traditional business models in the health industry would not work. The
follow requirements needed to be met:

1. The healthcare services should not only be reactive and focus only on sick
patients but should also be preventive or proactive to reduce the number of
patients becoming sick.

2. The approach needed to be personalized, not a “one-size-fits-all” approach such
as when prescribing medicine, in order to have the most effectiveness.

3. Services needed to be affordable, not necessarily dependent on insurance or gov-
ernment support.

4. Mobile technology, health devices, and software should be adopted and linked
together for monitoring quickly and effectively.

5. The service should use a holistic view of the client’s health and not only on tra-
ditional westernized view of healthcare treatment.

Problem Statement

What business model can enable a firm to offer personalized and effective health
services and controllable cost and quick delivery time?
Subproblems that result from the main problem are:

— How is the personalization done effectively and quickly?
— How are the services provided quickly and at reasonable cost?
— How can the model incorporate new technologies easily?

Research Approach

Since the problem addressed is new and primary data is available, an exploratory
and descriptive research approach was adopted. The approach was to take notice of
all key issues and note how industry and research solutions could address the prin-
cipal challenges. Key variables and parameters were identified for future research.
Information was collected by participatory approaches of the author and by inter-
views with upper management in the firm. Open-ended questions were used to iden-
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tify the constraints, objectives, and possible solutions. With this analysis, business
model was created by referring to literature and industry experts. The research is
currently ongoing but many findings can be shared.

To assure the validity and reliability of the information, interviews were con-
ducted with all upper management and at various points in time. Although there
were some changes in answers due to fluctuations within the environment, the
answers were consistent.

Proposed Model

The Service Offer

The proposed model is founded on the key success factors of mass customization:
product platforms, postponement of differentiation, configuration tool kits, cus-
tomer involvement, and use of technology.

The first step for mass customization models is to identify the potential solution
space and the product platforms that will need to be created to address the solution
space. The solution space is limited by costs, time, accessibility, and technology
available. The firm’s vision is laid on the founding physician’s view on healthcare
as being holistic and preventative. The approach was to consider any biomarker or
key information of the client to monitor his current state and risk of developing
health issues. Their MMM model was based on the process of measuring, mentor-
ing, and monitoring a patient. Hence, the business model needed to include tech-
nologies and processes that would support these three steps and being able to scale
at low cost. The solution space is currently vague as it will be limited by price,
technologies, and regulations in each market.

One of the most important steps was to create the product platform. In mass
customization, this consists of a certain number of modules and components that
can be joined together by following a set of rules, in order to produce a product for
the end client. For instance, in the car industry, VW has created a product platform
that is used to produce various cars (VW golf, WV Tiguan, Audi A3, Audi A4, etc.)
by sharing the same car frame, and components like the 2 L turbo motor, but some
luxury components are only reserved to some products (Audi). The increase in stan-
dard parts and modules allows for savings while offering variety. In the service
industry such as healthcare, there are supplementary challenges in creating a plat-
form since there are many sources of variability, and it is difficult to create compre-
hensive rules that can address any condition.

In healthcare, the “product” is actually a combination of physical products and
services to produce the end service for a customer. The first building blocks of the
platform are processes and resources required to measure the patient’s condition.
The first elements in the platform can be shown by part A in Fig. 11.1, which shows
the overview of the service offer. Various equipment and processes are used to
obtain data and information, and a particular attention was made to adopt standards
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A) Equipment C) Algorithms E) Algorithms
& Processes & Rules = | D)Measure & Rules

B) Data/ Info. =

Data mining G) Monitor é= | F)Mentor

Fig. 11.1 Service model for customized preventive healthcare

and flexible equipment, that can be mixed and matched to do a wide variety of tests.
Equipment and processes (such as taking blood) could provide pure data that needs
to be processed, or some equipment will process the data and provide value-added
information (B in Fig. 11.1). The algorithms and rules will use the data and informa-
tion to provide a report (D in Fig. 11.1) that includes some of the raw data and some
risk factors calculated from functions in C. The report in D is meant to observe the
condition of the patient or client but not to prescribe any products, actions, or men-
toring. It is actually in step E where other algorithms analyze the data from the
measurement step and then proposes actions for the physician. Some actions are
straightforward, but for many categories, the algorithm will narrow down the poten-
tially good propositions for the patients. It is up to the physician to make the final
decision in the mentoring (F) step. Once the client has been recommended products
and actions, he will be monitored at a distance by the physician and other health
professionals in the network. This is accomplished with an app provided by the firm
and medical devices/accessories that captures key measurements and transmits to
the app. A popular device is the Fitbit watch or band that can measure heart rate or
steps in real time. The physician will have another version of this app that enables
him to have visibility on all his patients and thus monitor in real time. The physician
is now in a mode to monitor key biomarkers and make adjustments before the
patients have serious health issues. An example of this could be prediabetic patients
with high blood pressure. Depending on the feedback from the monitoring step, the
physician might again go to step D and redo measurements that can only be done at
the clinic or a hospital. Several studies such as by Acheampong and Vimarlund
(2016) have shown how this type of collaboration between the health professionals
and patients can help detect many potential health risks.

Another key component to this model is the constant improvement in the algo-
rithms. During the complete process, patient data is kept in a central data base (B)
where analysis and data mining will be done to see the effectiveness of the algo-
rithms. Over time, algorithms will be modified in functions of learnings made over
the large volume of data. Since the company is deploying on a global scale, data
volume will grow rather quickly.
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Implementing Mass Customization Principles

In order to provide this personalized health model, it is clear there will be a wide
range of final “products,” almost an infinite amount of “solutions.” It is clearly not
a one-size-fits-all approach or even putting patients in predetermined “profiles” that
correspond to preset recipes for healthcare. When the company combines the poten-
tial tests, devices, food, and lifestyle recommendations, the solutions space is almost
unlimited. In order to provide this service at an affordable cost, the following mass
customization principles were adopted.

Product Platform

The company carefully selected components of their solution that could be easily
mixed and matched to create variety. For instance, a blood test for blood sugar was
chosen so it can be used for all types of patients. Similarly, to the creation of a prod-
uct platform form products, the firm designed a platform for all services rather than
the traditional approach of designing for one or few services at a time.

In order to make the components of the platform function properly, a set of rules
and algorithms were developed to indicate how they all work together. These will
include constraints and setting of parameters when components are matched
together for a service.

Postponement

An important concept to adopt for cost reduction is the postponement of differentia-
tion between services. The firm tried to make the early processes such as measuring,
as similar as possible, between services in order to minimize the variety of resources
and thus reduction of setups.

Configurators

Configurators are vital in mass-customized offers as they enable the match between
customer needs and the endless combination of services that the firm could provide.
Customers do not want to be confused by all the variety but want their needs met.
The firm has not presently finished the customer interface of its configurator, but
they have created a first version of the algorithms to match customer needs with a
service. Although it’s left to the end, the customer interface is very important in the
buy-in of the customer and understanding the service.
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Product Mass Customization Mixed Mass Customization
Product platform Components, modules, rules, Service: tests, mentoring (profiles)
identified solution space Product: nutraceuticals, compound pharmacy

Modules: groups of tests for multiple offers
Expert rules to narrow solution space

Postponement Standardized components and Standardized services during
fixtures measurement
Customer involvement  Customerinput at various Customer involved at all stages

production phase

Configurator Matches offering to customer needs Questionnaire and interview supported by
Use of online configuration tools software with algorithms

Data mining improves personalization of service

Fig. 11.2 Mass customization vs. mixed customization
Customer Involvement

Customer involvement is quite natural in the customization of services in comparison
to the products. From the initial stage of measuring, the customer is involved in the
customization of his solution. The firm was careful in minimizing the number of
processes during this interaction and in making the process simple throughout all the
complexity. For instance, in a basic program, there are about 225 biomarkers recorded
as data to generate reports and recommendations. Most of this data is not initially
seen by the customers since they are captured by medical instruments.

Conclusion

The article attempted to present an innovative business model inspired by mass
customization models in order to address new challenges in the health industry. The
firm in the case study is in its early stages of business but has seen the benefits of the
suggested model. The author will be closely involved in the ongoing business
development in order to conduct more studies on several components of the model,
the success and failures, and hopefully generalize approaches for other similar
industries. Personalization of services is constantly increasing and is still a chal-
lenge for companies wanting to fill that need.
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Chapter 12
Genetic Algorithm Systems for Wind Turbine
Management

Sarah Odofin and Ayodeji Sowale

Abstract In this paper, the importance of wind turbine renewable energy
management is important. Wind turbine is sophisticated, expensive and complicated
in nature. Fault diagnosis is vital for wind turbine healthy operational state for reli-
ability that is of high priority prognostic for effective management system. A novel
algorithm is proposed to optimise the observer monitoring system performance to
support practical operation. Reducing unplanned maintenance costs for uninter-
rupted healthy reliable operations will aid the online monitoring of the turbine
behaviour.

Keywords Wind turbine ¢ Genetic algorithm ¢ Optimisation ¢ Observation

Introduction

Wind turbine as a kind of clean renewable energy resource has contributed greatly
to the world’s power production which has several benefits amongst other sources
of energy supply and is still rapidly expanding in terms of market, installation and
deployment (Bertling & Ribrant, 2006). Operations, maintenance and reliability of
wind turbines have received much attention over the years due to the rapid expan-
sion of wind farms (Odofin, Gao & Sun, 2015). The trends of how to reduce opera-
tional and maintenance (O&M) cost are researchers’ concerns to guarantee low
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repairs, higher availability period, more reliability, safety and minimise the costs of
maintenance as well as repair. To keep power production cost minimal, the modern
strategy supports large-scale form to be placed offshore where wind speeds are
much higher. Though, availability may fall below 60 % of offshore wind turbine
systems, leading to a substantial interruption due to the high occurrence of compo-
nents failure (Nelson, 2009).

These are costly tasks as, for example, the cost of replacing the gearbox
accounts for about ten percent of the wind turbine construction and installation
cost, which eventually results in an increase of the energy production cost. There
is a continuing increase of growth in the yearly wind turbine installed in a global
size, thereby making it to have a prospect in the nearest future as seen in Fig. 12.1
(Tchakoua et al., 2014). The cumulative demand of energy is of acute significance
for the world economic growth and environmental protection. Plant operator’s key
importance is close observation for unexpected faults normally during practical
operation which could eventually sense some form of false alarms which are criti-
cal for reliable operation. The assured action is taken with regard to warning
power downtime or preventing the turbine from shutting down in order to escape
severe or risky failure happening.

Condition monitoring (CM) and fault diagnosis are of high priority to wind tur-
bine due to complexity, expenses and prone to faults which sustains the system
performance. This motivates monitoring the behaviour of the system to give timely
response to the human operator or controller.

The prospective unexpected changes in component could affect the repair cost,
unplanned maintenance, hazards and less tolerance system performance of the com-
ponent failure that could lead to key economic problem. Availability is focused on
Kusiak and Li (2011) that revealed about 75 % of the yearly interruption is triggered
by about 15 % of the failures, the average failure rate and average downtime per
component in WTs.

MW GLOBAL SUMMATIVE INSTALLED WIND TURBINE CAPACITY 1997-2014
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Fig. 12.1 The annual global chain installed wind power capacity from 1997 to 2014 (Tchakoua
etal., 2014)
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Fault Diagnosis for Wind Turbine Management

There have been various types of conventional monitoring turbine system like
supervisory control and data acquisition (SCADA) which can only predict some
specific faults with a reasonable amount of 60 min precision before they happen;
according to Engelbrecht (2007), this could lead to some missed signals. Other
monitoring devices like observer (filter) approach have been employed for monitor-
ing and diagnosing wind turbine system for consistent reliability check.

In practical wind farm operations, uncertainties like disturbances and modelling
errors are really inevitable. This has motivated the need for a profound effective real
monitoring system such that the fault diagnosis tool will be more robust against any
uncertainties during normal operations. Many approaches have been proposed to chal-
lenge this uncertainty concern, like the unknown input observer and the optimisation
approach like evolutionary, eigenstructure assignment. Though, the study has been
progressing to achieve a reliable method. Environment degradation could often have
direct or indirect effects on practical systems; this has driven the need to improve the
solution reliability. A healthy real monitoring system can be used to detect and diag-
nose the exact situation and the extent of unexpected changes in the system. There is
a need for innovative intelligent approach to advance a reliable operation and reduce
the maintenance cost for continuous sustainable approach towards renewable energy
production that would be beneficial to industries and end-user consumers.

GA Optimisation-Based Approach

Genetic algorithm (GA) is a stochastic optimisation method for solving constrained
and unconstrained problems based on natural selection process to perform a bio-
logical evolution. Algorithm is known as a precise procedure of guidelines on how
to execute an uncertainty task/a highly effective method for problem-solving. GA is
a developed soft computing approach for searching natural selection and genetics
and evolutionary stochastic optimisation motivated by the evolutionary biological
methods of survival of the fittest mainly for optimising models. This universal phi-
losophy is employed to solve the robustness concern in model-based FD. GA is an
artificial intelligence (Al) for solving extensive collection of everyday problems
naturally based on searching rule to exhibit robust quality anticipated search set
which guides the design process (Odofin, Ghassemlooy, Kai, & Gao, 2014). Al is a
useful tool that is capable of solving large engineering complex problems which are
apparently difficult to be solved using other traditional techniques. This problem-
solving tool is better at diagnosis state and enhancing wind turbine system perfor-
mance. GA has proven to be able to handle rapidly most complex uncertainty
challenges than just other artificial intelligence algorithms that are slower and will
not cope when applied to other situations (Fig. 12.2).
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Monitoring design goal is to propose an improved observer real-time monitoring
and fault diagnosis system. The better observer is a combination of GA, eigenstruc-
ture assignment and augmented system concepts presenting an improved optimised
monitoring system performance according to Kai, Gao and Odofin (2015) and Zhu
and Gao (2014) (Fig. 12.3).

The observer gain matrix (K ) is proposed to reduce the effect of uncertainties in
the estimation error. This permits an operative monitoring system to tolerate a sus-
tainable performance adaptations providing enough time to planned turnaround
maintenance process for effective turbine management.

The parameter designed matrix whose elements can be chosen freely is as
follows:

= DY cen cen pXﬁ
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Therefore, the parametric representation of the observer gain K is given by

The evolutional final optimal process can be displayed below (Fig. 12.4).
The optimal GA-based observer gain matrix fault is calculated and verified as
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Fig. 12.4 The final optimal evolutional process for wind turbine
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The trajectory monitoring path is excellent, and tracing the actual wind turbine
speed fault signal signifies as the “red line”, and the “blue line” shows observer
system tracking the real signal. The system performance and robustness properties
are as desired for wind turbine dynamic system (Figs. 12.5 and 12.6).

The global optimised observer solution would improve the system performance
and has proven to reduce the concerns of the practical applicability with the aid of
the hybridised GA technique.

Conclusion and Future Work

The proposed monitoring and fault diagnosis system sustained the main concern of
wind turbine. The main contribution is the momentary innovative hybrid monitoring
system that will enhance an effective management system in wind energy industry.
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GA has proven the competency employed to find the optimal solution to the observer
that aids adequate management tool. The robustness and performance key property
of the control system have been greatly optimised. The computation cost has been
reduced in the system performance. The proposed designed techniques will reliably
sustain the improved monitoring system strategy. Other additional investigations
would be developed considering other artificial intelligence systems.
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Chapter 13

Qualitative and Quantitative Study

on Videotaped Data for Fire Emergency
Response

Vimala Nunavath, Andreas Prinz, and Tina Comes

Abstract During search and rescue (SAR) operations, information plays a signifi-
cant role in empowering the emergency response personnel at various levels. But,
understanding the information which is being shared between/among emergency
personnel is necessary to improve current coordination systems. However, such sys-
tems can help the first responders to gain/increase their situational awareness and
coordination. Moreover, there is still the lack of automatic and intelligent tools that
can contribute to structure, categorize, and visualize the communicated content that
occur during SAR operations. Therefore, in this paper, we present the concept of
such analysis by using the qualitative methodology and current findings from an
indoor fire game. The result shows first responders’ communicated content and their
corresponding content categories. This approach, therefore, provides a better way to
learn about exchanged information and relevant information categories from video-
taped data.

Keywords Indoor fire emergency management e Qualitative data analysis
* Videotaped data ¢ Serious game ¢ Information sharing

Introduction

A complex network of different Emergency Response Organizations (EROs) such
as fire, police, and health care personnel get involved in responding to any emer-
gencies. During the response, these responders need to coordinate and share the
quality information with each other to ensure that they have a shared understanding
of the situation to align their actions. By interviewing different EROs who are
involved in the emergency management, they all also agree that to accomplish the
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goals and tasks, all first responders are mostly scattered geographically at the
emergency scene and share a lot of information between or among these first
response teams. Furthermore, these EROs also said that just sharing data does not
help them in gaining situational awareness and coordination. They should have
access to accurate, quality, and needed information (Nunavath, Radianti, Comes, &
Prinz, 2015).

On the other hand, having access to the quality information in a chaotic situation,
however, is also a challenging task as it involves uncertainties and highly volatile
information sharing. So, the goal of the information sharing is to provide the right
information to the right person at the right time. Whereas, Situational Awareness
refers to the dynamic understanding of an emergency situation that a responder has,
i.e., “what is going on” (Endsley, 1995; Nunavath et al., 2015). Therefore, the
research questions which we try to get answers in this paper are “What kind of infor-
mation is being shared, how much quality present in the shared information and
how this information will lead first responders in gaining situational awareness,
coordination.” The answers to these questions will help the EROs to change their
future response behavior as well as to learn about their failures.

However, there has been a lot of research done on applying qualitative methodol-
ogy for analyzing data in many domains, e.g., psychology (Smith, 2015), sociology
(Marvasti, 2003), education (Jacobs, Kawanaka, & Stigler, 1999), political science
(Van Evera, 1997), and public health (Baum, 1995). But, as per our knowledge, in
emergency management, not many looked into generating information content cat-
egories from the collected videotaped data (consists: shared information) by using
qualitative methodology. So, the method used for analyzing the content categories
from communicated data thus in fact considered as the main contributions of this
paper.

Augmented reality serious games are excellent instruments to use in disaster
management exercises (Meesters & van de Walle, 2013). These experiments can
help to understand the communicated content and find out the corresponding infor-
mation content category. Especially for emergencies, only very mature systems
can be tested in reality because if errors occur, it can result in harmful conse-
quences. Furthermore, experiments are vital to helping researchers and practitio-
ners to understand better the exchanged information and related information
content categories which emerge within and across emergency response teams
(Kurapati, Kolfschoten, Verbraeck, Corsi, & Brazier, 2013; Nunavath et al., 2015).
In this paper, a game was designed to allow the research team to report qualitative
and quantitative analysis made on the collected communicated data from a search
and rescue game experiment.

We present our results for analyzing exchanged information with their corre-
sponding information content. The analysis was done only after the game play. The
purpose of this kind of analysis is to make the researchers, as well as the EROs,
learn by highlighting the particular aspects of the response behavior such as coor-
dination, situational awareness, information sharing, and information quality. We
anticipate that EROs can be benefited by this kind of analysis for training and
exercise purposes to improve their response behavior as well as shorten the
response time.
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This paper begins by describing the description of the developed emergency sce-
nario, which was used to collect the data. The paper then explains the research
method that we used for analyzing the collected videotaped data. The result part
shows the analyzed content and corresponding information content categories. The
conclusion section summarizes the lessons learned from this research and discusses
directions for future work.

Developing a Serious Game and Scenarios

For collecting data, a serious indoor fire game was designed and played with a total
duration of 30 min at the University of Agder (UiA) with 23 voluntary participants
and 11 observers (i.e., four firefighters and rest UiA staff) to test a developed
smartphone application called SmartRescue. This app is an Android-based appli-
cation which allows both first responders as well as victims to send and receive
emergency-related data such as the location of the fire and the victims with the help
of embedded sensors of the smartphone such as accelerometer, gyroscope, GPS,
humidity, thermometer, and so on.

In this game, two scenarios were designed. In the first scenario, only first
responders were given the smartphones with installed Zello application (Zellowalkie-
talkieapp) that used as information sharing tool. In the second scenario, both the
players and victims were given with SmartRescue application and walkie-talkies
(WT). These WTs were used as information sharing tool. The detailed description
of the tools and the first responder groups division for both scenarios can be seen in
the previous research (Nunavath, Radianti, Comes, & Prinz, 2016).

No, we actually divided the 23 members into 3 teams (each team includes 3 other
members (total 9 members)) and one CM (1) and one MCU (1). The total will be 11
(acted as emergency responders). Each team consists of three members: one as
smoke diver leader (SDL) and other two as smoke diver members (SDs) and the rest
as victims. The participants were briefed about their goals and tasks before the game
start. The design of the game and division of the teams were done according to the
obtained knowledge from the interviews with the real firefighters and also from the
provided documents (beredskap, 2003a, 2003b).

From the interviews and guidelines from the documents, we got to know that
only SDs enter into the burning building in pairs to start search and rescue process
to evacuate the victims from the affected area. However, SDL does not enter into the
affected building. He stays near the entrance to the building to obtain the big picture
of the situation. He is also responsible for guiding his team members (SDs) by pro-
viding the needed information. SDL reports to the CM and receives orders and
information from him. If any of the SDs is injured, SDL will inform to the CM and
replaces his role with SD role. Crew Manager is in charge of his crew safety. He
orders and shares/provides the needed information with SDLs. However, Medical
Care Unit is responsible for noting down the brought victims (either injured or
found or dead or conscious or unconscious) and informing to the CM (Sarshar,
Radianti, & Gonzalez, 2015).
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Research Methodology

Videotaped Data Collection

During the game, we have used four video recorders to record the entire game.
These video recorders placed in all corners of one of the floors in a building where
the fire game was conducted. Moreover, we gave smart glasses and GoPros to the
participants to record entire SAR operation of both scenarios. The reason for using
video recorders for data collection was that it can provide the researchers a unique
opportunity to revise the tapes again and again.

Moreover, videos can be played, replayed, speedup, allowed or paused, discussed,
analyzed, and reanalyzed. Thus, provides the videos provide the insight of the com-
munication content with the action (Morse & Pooler, 2008). Furthermore, after the
game, the research team had a chance to discuss the key points with the players and
with the observers. And then the players were given the opportunity to make any fur-
ther comments on their experience and difficulties during game experiment if they felt
to discuss. The discussion lasted approximately 30 min for both scenarios.

Videotaped Data Analysis

The verbal content of the emergency communication messages was analyzed
through the thematic analysis which is a basic method for qualitative analysis
method. Thematic analysis is a method for identifying, analyzing, and reporting
patterns (themes or categories) of the data (Braun & Clarke, 2006). The analysis
was inductive with themes driven from the data collected. So, after the game, the
research team extracted the recorded videos and uploaded to our personal computer
to analyze them. After uploading, we have played the videos, again and again, to
extract and transcribe the communicated messages in excel sheets for both scenarios
and the obtained data was separated into two columns and now ready for coding.
The first column is with the timeline of the communication and the second column
is with the communicated content.

Coding is one of the several methods of working with and building knowledge
about data. A Code is an abstract representation of an object or phenomenon or a
way of identifying themes in a text. Coding the text for qualitative analysis is a way
of tagging or indexing it to facilitate later retrieval and allows you to recontextualize
the data (Pat Bazeley, 2013). Before coding, transcripts were first read, and the con-
tent familiarized. Coding was done in NVivo 10.0 (QSR International) and codes
that summarized the meaning of text segments were used. Coded sections of the
transcripts were then organized into preliminary categories.

As we code, Nvivo tool indexes (adding or tagging flags to) the text or videos by
storing the references to the document at the node. In this tagging process, Nvivo is
not making a copy of the text at the node, but connecting the concepts or categories
with the data. The data that have been coded will be accessible from the nodes. In
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Extract the recorded
videos

Link to the text and
Video

Code each data on

Go-through the
videos

Verbatism
transcription

Organize the

defined content themes
or categories

Upload in Nvivo
Read and
familiarize

coding process, transcripts were reread and double coded and discussed with other
researchers to maximize the reliability. If the communicated messages double coded,
i.e., fall into different categories, it can be tagged more than once at any node. So, this
text at the node is not doubled (Pat Bazeley, 2013). From Fig. 13.1, the process of
coding style that we have used can be seen.

tracript in
spreadsheet

Fig. 13.1 Coding style

Results

In this section, the result of the qualitative analysis of the videotaped data is pre-
sented for both scenarios. As the game was designed for 30 min, for the first sce-
nario, the total messages that were communicated during the game were 75 and for
the second scenario, it was 68.

Qualitative and Quantitative Analysis

After the final coding, four information content categories (also called as nodes)
emerged from the data: Situational Awareness, Information Sharing, Coordination,
and Information Quality. These categories were similar for both scenarios. Primary
information categories and subcategories are described later.
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Situational Awareness

As described earlier, the category which was emerged from the communicated data
was “Situational Awareness.” This information category was further divided into
subcategories, i.e., Reporting, Rescuing, and Assessment. During search and rescue
operation, first responders need to get awareness of the situation to accomplish their
missions and goals. The awareness of the situation can be achieved only when they
have proper access to the quality information. From the communicated data, for
reporting, first responders had followed both top-down and bottom-up approach.
That means SDs and SDLs report information to their respective leaders. The
reported information helped the first responders to assess the situation and to per-
form tasks and achieve their goals such as rescuing. The excerpt of the communi-
cated content for situational awareness can be seen in Table 13.1.

As you can see from Fig. 13.2, in scenario one, the communication content about
Situational Awareness (SA) was shared 50 out of 75 messages. Whereas, in the sec-
ond scenario, the communicated content about SA was 83 times out of 68. The
reason for this result must be because of several messages can be coded several
times at different nodes. Moreover, in the second scenario, the players, both first
responders and victims were given with SmartRescue application which helped
them to get access to the information such as the location of the fire and the victims
through embedded sensors. This available information must have been shared and
made the first responders gain the Situational Awareness.

Information Sharing

Another node (category) which was derived from the analysis was Information
Sharing. This category was further subdivided into Irrelevant Information Shared
and Delay. While responding to emergency, information sharing plays a vital role in
which first responders collectively utilize their available informational resources.
But, the information which is being shared might consist of irrelevant information
and with delays. From the game and communicated content, we extracted commu-
nicated data with irrelevant information and with delay. Table 13.1 presents the
excerpt of such information.

From Fig. 13.2, for the first scenario, Irrelevant and Delay Information have been
shared 29 times out of 75 messages. But, in the second scenario, only 5 times out of
68, Irrelevant and Delay Information have been shared. The reason might be because
of not having supporting tools in the first scenario and having access to relevant
information in the second scenario.

Coordination
The third category which was emerged from the qualitative analysis was Coordination.

This category also further parted into two subcategories, i.e., coordination success
and coordination failure. Coordination is done based on the available information.
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Table 13.1 Extracted categories and subcategories and examples by using qualitative analysis

Example of communicated

Categories Sub-categories | Description content
Information Irrelevant Irrelevant information Requested: “we need
sharing (exchange | information occurred when needed wheel-chair”
of information (shared) Responded: “At the east,
within or among fire starting in the middle”
teams) Delay ‘When information is Required: “at 00:10:01, any
requested, it was replied | fire in the north”
with time delay Replied: “at 00:20:05, yes,
north corridor is on fire”
Situational Reporting Reporting to “Room clear”
awareness (to corresponding leaders
know what is and fellow emergency
happening in the personnel
vicinity) Rescuing Actions/messages that “A victim hiding in the
lead or involve saving the | media room. Can you
victims please help them to get him
out” (From MCU to CM
and from CM to SDL and
from SDL to SDs)
Assessment Process of achieving, “Go to other directions to

acquiring or maintaining
situational awareness

see if you can find any
victims going nearest fire”

Coordination

Coordination

Messages that were

“Can you check room 23?”

(aligning one’s success performed results in “Yes checked”

actions with other coordination success

members to Coordination Messages that were not “Please see rooms 60, 61,
achieve a shared failure performed results in 62”

goal) coordination failure

Information Timeliness Messages that shared and | “In the east, 67 room, the
quality received in time and fire is started”
(information that up-to-date

meets the needs of | Completeness | Messages that shared and | “Please come back and see

teams)

received were with
complete information

room 55 an 56”

When SDs perform and confirm the actions based on the orders that have been got
from their respective leaders, then that message confirms the coordination Success.
Whereas, when SDs fail to perform the actions of the given orders of their leaders,
that kind of messages proves coordination failure. The excerpt of such kind of mes-
sages is given in Table 13.1.

For both scenarios the communication content that shared for Coordination (C)
was almost same. Even though having and not having SmartRescue application did
not make much difference in sharing coordination-related messages. The difference
can be seen in Fig. 13.2.
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20 - M Scenariol

0- M Scenario2

Fig. 13.2 Quantitative analysis for scenario comparison based on the information categories

Information Quality

The last category that was obtained from the qualitative analysis was information
quality (IQ). During SAR operation, information has to meet the needs of first
responders to accomplish their goals. However, information quality, unfortunately,
is difficult to observe, capture, or measure. So, to measure the IQ, quality dimen-
sions are the way. Based on the literature (Singh, Singh, Park, Lee, & Rao, 2009)
and qualitative analysis, we have subdivided this category into two subcategories,
i.e., Timeliness and Completeness.

From the communicated data, Timeliness and Completeness related communicated
content shared 32 times out of 75 messages in scenario 1. While in second scenario 55
shared messages were with timeliness and completeness. The reason for sharing more
quality information in second scenario was about having access to accurate and quality
information. It was possible because of the SmartRescue supporting tool.

Discussion

Throughout this paper, we have analyzed the videotaped data which was collected
from an emergency indoor fire game both qualitative and quantitatively to understand
the first responders’ situational awareness, coordination, and information quality
through shared information in both scenarios. However, it is seen from the communi-
cated information that in both scenarios, the first responders shared similar kind of
information but with different volume. As a result, the situational awareness, informa-
tion sharing, coordination, and information quality for both scenarios are distinct.
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However, the methodology that we have used is extremely well suited to analyz-
ing the complicated and functional data. An advantage of this method is that large
volumes of textual data and different textual sources can be dealt with and used with
proven evidence. Especially, in emergency management, qualitative analysis can be
used as an important way of analyzing the communicated data to understand the
response behavior and to learn the categories of the exchanged information.

The visualized data in Fig. 13.2 confirms that there is a significant difference
between scenario 1 to scenario 2 on situational awareness, information sharing, and
information quality. Exchanged information has an effect on this significant differ-
ence. Whereas, communication content for coordination category was almost same.
Hence, visualization is a good way of communicating the data in an efficient way to
create a mental picture by looking at the figures (Nunavath et al., 2015).

When communicated content gets analyzed, we envision that EROs get an idea of a
lot of things, i.e., what and how much information was being used to get situational
awareness and coordination, how much quality information was shared, and so on. The
results presented in this paper are based on the small dataset. But in real emergency situ-
ations, large datasets are observed and communicated. To analyze such large sets of
emergency data after any emergency, this kind of approach is a suitable way.

Conclusion and Future Work

Improving situational awareness, coordination, information quality, and informa-
tion sharing in any emergency situations through automatic methods requires an
understanding of the information communicated by those who are responding to the
event. Our analysis of videotaped data during an indoor fire drill with two scenarios
identifies categories of situational awareness, information sharing, and coordination
and information quality of information through exchanged information during
search and rescue operation. Furthermore, based on the results of our study, our
potential future research directions will be to run the same experiment with a large
number of real firefighters analyze the generated communicated content with the
same methodology. The results which we get from the future study will be com-
pared with the present study to check the validity of the results.

Moreover, another future direction will be to develop a working framework to
inform the design and implementation of software systems that employ information
sharing strategies. The expectation is that such systems to be used by first respond-
ers to help them for improving situational awareness, coordination, and information
sharing and information quality during fire emergency events.
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Chapter 14
Albot: Do Virtual Worlds Strengthen
the Credibility of Artificially Intelligent Bots?

Sharefa Murad, Ignazio Passero, Rita Francese, and Genoveffa Tortora

Abstract This paper presents Albot, an assistant system for helping the explora-
tion and fruition of distance didactic activities in Virtual Worlds. The proposed
automatic assistant aims at reaching a natural appearance and a usual interaction
style: it concretizes in an avatar, the typical character that habitually represents
users during their Virtual World experiences. The utilization of an AIML engine lets
Albot to interact with users in a quasi natural manner and using the ordinary text
chat channels. Aiming at evaluating how the Virtual World environment influences
user perceptions of artificial intelligence, a controlled experiment has been per-
formed as a modified Turing test: the users randomly interact with a human con-
trolled avatar and with Albot aiming at understanding the nature of the interlocutor
intelligence between human or programmed. Results are really positive and provide
interesting suggestions on the adoption of automatic user assistant systems in
Virtual Worlds.

Keywords Virtual worlds ¢ e-Learning ¢ Artificial intelligence ® Bot ® Automatic
aiding systems ® Turing test

Introduction

In this paper, we present Albot (Fig. 14.1), an automatic system adopted as a perma-
nent e-learning assistant for Virtual World remote students in their didactic and
exploring actions. The system integrates several technologies for conversation and
virtual character control. The Research also introduces an Artificial Intelligence
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Fig. 14.1 The Albot system organization

Test specific for evaluating the Albot system aiming at complementing the users’
impressions collected with a questionnaire.

Chabots (chatterbots, or chat bots) are computer programs designed to simulate an
intelligent conversation with one or more human users via auditory or textual meth-
ods. Traditionally, the aim of such simulations is to fool the user into thinking that the
programs output has been produced by a human (The Turing Test) (Chatterbot).

Chatbots come in form of auto answering machines or even in 2D or 3D web
interfaces with an interpreter program that interacts with users. Pandorabots (Pandora
Bots), Alice Artificial intelligence Foundation (Alice Bot), Elizabeth (Elizabeth Bot)
and program-O (Program-O) are examples of chat bot interpreter programs based on
AIML. Chatbots took several roles varying between: Entertainment, Commerce and
industry service, Gaming (Blue Mars) and Education (Ramachandran, Movva, Li,
Anantharam, & Graves, 2007). When hosted in 3D Virtual Worlds, these programs
are often in the form of automatically controlled objects or characters (the avatars).
Second Life (SL) is an interactive virtual world in which players create their own
avatar that represents themselves in the interaction with the simulated world and with
the alter egos of other people (Second Life). Exploring SL drives users in a mixture
of worlds ranging from extreme realism to very fantastic, sometimes bizarre, places.

Many academic institutions adopt Virtual Worlds for didactic settings (Bifrost &
University of Southern Denmark; De Lucia, Francese, Passero, & Tortora, 2009a;
EDTEC Virtual Campus & San Diego State University) or for fostering distance col-
laboration (De Lucia, Francese, Passero, & Tortora, 2008, 2009b; Erra & Scanniello,
2010). Also commercial enterprises (AMD Developer Central; IBM Italia Region)
are involving themselves in SL activities with a broad band of interests ranging from
the simple need to occupy new spaces and experiment new forms of communication,
to the interest towards a very big user community. Distance learning (De Lucia et al.,
2009a), scientific (Cochrane, 2006) or commercial simulations are some examples of
the power of SL technology in satisfying user interests. SL also has the possibility of
developing and controlling your own characters using the OpenMetaverse library
(LibOpenMetaverse); more details of its use will be explained in the later sections of
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this paper focused on the system implementation. 3D interface bots come in SL in
two forms: Prim-bots connected by LSL script (AA (Artificial Avatars); Linden
Scripting Language; XD Fusion) and Avatar bots connected in variety of ways (J&M
Creations-Scripts; SLBot; Toys Bot) with their intelligence engines. The Turing Test
(TT) was first introduced by Turing (1950) and it is a test on machine’s ability to
demonstrate intelligence. It is also presented as an imitation game in which the
machine mimics human behaviour. A human judge engages in a natural language
conversation with one human and one machine, each of which tries to appear human
and whose real nature is unknown to him. If the judge cannot reliably distinguish the
machine from the human, the machine is said to have passed the test.

Numerous versions of the TT have been mooted through the years (The Turing
Test Page), using it to test the intelligence of their programs or modifying it accord-
ing to the context in which the intelligence has to be verified. The Ultimate TT
introduced by Barberi (1992) is a virtual TT with a comprehensive environment of
sight, sound and body, allowing the judge to base his decision not only on written
words, but on spoken speech, non-verbal cues and body movement. The test still
holds to the spirit of the original TT. There is still a human judge that uses his intel-
ligence and savvy to test the subject. Like the original test, the judge has no way of
knowing if the subject is human or not before interacting with it. Like the original
test, the goal is to create a simulation of human actions so realistic that not even
other humans can tell the difference. Neumann, Reichenberger, and Ziegler (2009)
suggested variations of the (standard interpretation of) the TT for the challenges
arising from new technologies such as internet and virtual reality systems. Hingston
(2009) described a new design for a TT for game bots. He tries to reach a more natu-
ral evaluation method, where the judges are simply game players and judging is an
inherent part of the game.

The rest of paper is organized as follows: section “The Proposed System”
describes the proposed system. The evaluation of the experience is discussed in sec-
tion “Evaluation”, while section “Results” gives more details on the results. Finally,
section “Conclusion” concludes.

The Proposed System

The proposed system is an automatic assistant and is adopted for providing informa-
tion on SL e-learning activities and settings. Albot welcomes distance learners on
Unisa Computer Science Island in SL and aims at reaching a natural interaction
style: it appears as an avatar and adopts the usual communication channels and
behaviours. Because of its representation and conduct, when in the virtual setting,
users perceive it just as another user, naturally ask information to it and seem more
available to interact with Albot respect to other forms of assistant (scripted objects
or panels).

Figure 14.1 shows the main components of the system and their interactions. In
particular, the central node depicts the Albot core component that adopts the
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OpenMetaverse library (LibOpenMetaverse) for communicating with the SL server
(represented by the top leftmost component of the diagram). Two separate nodes
host the data broker (the rightmost part of the image in Fig. 14.1) and the AIML
(Wallace, 2003) engine adopted for the Al

The AIML Engine

Albot is capable of autonomously answer to user phrases listened on the text chat
channel. At this aim, an artificial intelligence engine has been embedded and con-
trols the conversation. The Artificial Intelligent Markup Language (AIML) is a
XML dialect for creating natural language software agents (AIML) and is used for
interpreting user phrases and generating the Albot natural human answers. AIML
specifies pairs composed by a pattern and a template. When an utterance from a user
matches a pattern in the pairs, the agent returns the associated template phrase.

AIML was originally adapted from a non-XML grammar also called AIML and
formed the basis for the first Alicebot, A.L.I.C.E., the Artificial Linguistic Internet
Computer Entity (Alice Bot). In particular, to obtain the most natural and human-like
conversation, we adopt the open source cross platform Rebecca AIML (Rebecca
AIML), also known for being embedded in the ALICE software (Alice Bot), the
famous original chat robot, three-time winner of the Loebner prize for the “most
human computer” (Loebner Prize). Rebecca AIML also comes with a set of admin-
istrative tools and supports C# (Microsoft C#) language which we adopted to develop
Albot. Table 14.1 reports some extracts from automatic chat conversation between
our Albot and a human controlled avatar. How is it possible to see, the credibility of
Albot conversation varies according to the spoken subject.

The AlIbot Blind Controller

The Albot controller is a C# program that uses Second Life OpenMetaverse library
to connect to SL, controlling its avatar and, in particular, the conversations with other
users. The program listens to the chat channel, invokes the AIML engine service to
generate the answer and sends it back to SL, following the usual chatting interaction
metaphors. In particular, when the engine is parsing the chat and producing the
answer, the automatically controlled avatar appears digitizing the chat messages on
an imaginary keyboard, following the expected behaviour of SL characters, which
users are accustomed to see. As Fig. 14.2 depicts, the program interface is organized
in three main areas aggregating similar commands: The Simulation Controls, The
Avatar Movement and The Chat Area.

The Albot controller interface exposes only the main control commands pro-
vided by the OpenMetaverse library. In addition, we designed the Albot application
without providing users with a complete view on the SL environment, so that we
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Table 14.1 Samples of chatbot conversations

The human The program
Do you like art Yes I enjoy art very much, especially painting
‘What kind of paintings I can’t decide. You choose

How about abstracts

‘What is it to you

I prefer using Google

Have you tried a web search? Does it find
what you are looking for?

Usually, doesn’t it find what you are looking
for?

I think there might be a few exceptions

Interesting comparison, like what exceptions.

what does that have to do with exceptions

“Interesting comparison”? What does it have
to do with exceptions?

Not sure

You’re not sure of what?

I don’t know

I am as good as it gets

Your as good as it gets in what?

Is that a fact

Do you like logic I use it as often as possible

That’s nice Me either

Just a bit actually Not much, eh?

Do you like television Yes I love TV

What is your favourite show My favourite show is STAR TREK
VOYAGER

Nice Are you getting bored?

I like your style You like my style

Yes Alright then

developed a blind SL client: Albot is fundamentally an Al manager and needs just
a reduced interface for controlling the actions.
The Simulation Controls area, as shown in Fig. 14.3, groups commands for con-

necting and disconnecting from the SL environment and changing the SL avatar
used. Acting on this interface, it is possible to retrieve the avatar position and to
display its status with respect to the logging operations. Other simple avatar behav-
iours, like following an avatar, sitting or flying and changing the character status
(i.e. present or away) are controlled in the Movement area shown in Fig. 14.3. Also
basic avatar movements may be requested acting on the four buttons towards N, E,
S and W directions and walking the distance selected in a numeric text box.

As an answer to what listened on the common chat channel, the Chat Area is
updated with the text generated by the AIML engine. This area has a twofold utility:
it allows the human Albot controller to access the text and send it to SL with a ran-
dom delay as a normal conversation answer. The first benefit is in the correct control
of answers (Albot human controller can change or modify the answer), but the user
intervention is useful also to simulate a thinking time delay in the Albot—users
interaction.
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Fig. 14.2 The Albot controller interface

Fig. 14.3 The fake chess-playing machine
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Evaluation

The proposed work aims at evaluating if Virtual Worlds influence users’ perceptions
and let them feel stronger reality sensations with respect to a traditional chat setting
(mainly due to involvement, realism, etc.) when interacting with an automatic
answer machine, because of the surrounding environment and of the adopted com-
munication metaphors. Our idea is experimenting if the Al behind a SL automatic
character and immersed in a Virtual World may appear more effective and more
human-like. In order to accomplish this, we designed a controlled experiment as an
empirical evaluation inspired by the classic TT.

The Modified Turing Test

For the evaluation of the Albot system, and in particular of the support provided by
Virtual Worlds to the credibility of automatic answering avatars, we adopted a mod-
ified version of the TT. In general, the purpose of the TT is not specifically to deter-
mine whether a computer is able to fool an interrogator to exchange a machine for
a human, but rather whether a programmed intelligence could imitate a human.

The main difference between the classic TT and the variation we propose is that
we exploit the Turing idea for organizing a comparison between in-world and out-
world observers. In our design, with respect to the classical TT, we added the judge
actors that passively and from outside SL observe the conversation aiming at guess-
ing the nature of participants.

This change in the test mechanism adds a new challenge to the experience, in view
of the fact that the environment ability to strengthen the naturalness of the bot is tested
by a direct performance comparison. If it is possible to observe any statistical differ-
ence between in-world and out-world Al recognizing performances, we can argue that
SL, and Virtual Worlds in general, impact on user credibility of AIML chat bots.

Where Is the Hidden Dwarf?

One of the prerequisites of the proposed modified TT is in the possibility of hiding a
human interlocutor and an automatic one behind a SL avatar. The Chat Area controls
have this specific goal. According to the proposed TT, the Albot human controller
schedules the response times and intervenes in the discussion only when needed.
This mechanism enables to recreate the fake chess-playing machine (The Fake
Chess-Playing Machine) of the end of last century. The system was playing chess
with human users simulating a robot automatic behaviour, but its intelligence was
due to a person hidden inside the machine. According to this metaphor, the interven-
ing Albot human controller, is the hidden dwarf who is not obliged to be closed in a
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dark and narrow box, as depicted in Fig. 14.3. However, our metaphor slightly dif-
fers: users know that both human and automatic intelligence are involved, but their
goal is to understand which the SL avatar that hides the AIML controller is.

The Experiment

The tasks to accomplish were easy, just requiring the SL text chat; however, all
subjects were trained on basic SL commands and communication channels in a col-
lective session performed before the experiment start. Overall, 24 students of the
first level degree in Computer Science of the University of Salerno offered them-
selves as subjects and voluntarily took part in the experiment. In particular, the
experiment was organized in 12 comparison sessions and each one lasted less than
half hour involving the following actors:

e The Albot avatar, that automatically answers to the chat messages using the
AIML engine, leaded by a human controller, whose goal is simply avoiding
answers that can clearly reveal the speaker as a program (i.e. answers such as, “I
am a (ro)bot”, “I am an automatic answering machine”, “I have no human feel-
ings”, etc.).

e The SL avatar connected and controlled in SL by a human.

* The Subject avatar that performs a conversation chatting with both Albot and the
SL avatars inside the SL environment.

* The external judges that evaluate, from outside the SL environment, the two chat
conversations generated by the Subject avatar with the SL and with the Albot
avatars.

The subject sample was equally partitioned in the SL avatar and Judge sets and
the experiment has been singularly performed by each couple of subjects (SL avatar
and Judge) in the SE4eL (Software Engineering for e-Learning) laboratory of our
University.

Figure 14.4 depicts the experiment organization with the actors involved in the
empirical evaluation. As shown, the chat is at the core of the communication
accessed from inside SL by SL subjects and observed from outside by the Judges.
In particular, the experiment proposes two subtasks to the subjects in a random
order:

1. Conversation with Albot avatar

A human speaker controls the Albot and limits to filtering out direct self-nature
answers that can suggest the nature of interlocutor to subjects

2. Conversation with the SL avatar

A human speaker controls a regular SL avatar acting on the standard SL client
and chats with the subject.
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Fig. 14.4 The experiment organization

Both conversations continue also when the subject is sure about the nature of his
interlocutor but the SL avatar signals to the experiment conductor he is ready to take
a decision: the number of exchanged messages is then adopted as a performance
metric on which basing the comparison test. The judges simply observe, from out-
side SL, the track of conversations message by message and evaluate the nature of
the interlocutors without being influenced by the environment. Also their Al recog-
nizing performances are evaluated in terms of number of read messages (remember
that the SL conversation does not interrupt as the SL avatar has a sure answer about
the nature of his interlocutor).

After the experiment, both subjects, the participating human and the external
judge, answer to the question:

1. What of the two conversations you had was with a human?

This question has only a control nature, since until now, AIML bots have always
been recognized and we do not hope to alter users’ perception so much to change
this. The subjects are also asked to answer to the following questions aiming at
understanding the degree of credibility, perceived:

2. How sure was your judgement?
This question aims at quantifying how the subject is sure of his decision.
3. How quick was your judgement?

This question aims at quantifying the perceived quickness in taking the final
decision.

The last two questions of the proposed questionnaire are reserved to participants
in the SL avatar role:

4. How SL Avatars represent human being?
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5. Even if synthetic, do you think SL makes the bot more credible?

All the questions are evaluated on the five-point Likert scale (Oppenheim, 1992)
ranging from 1 (for nothing) to 5 (very much).

At the end, we obtained a subjective evaluation by analysing the questionnaire
answers and an objective assessment was performed on the performance metric
values establishing the statistical plausibility of the following hypotheses:

H,: A 3D virtual environment does not affect Al credibility when perceived via the
textual chat and from a speaking avatar.

Against the alternate one:

H,: A 3D virtual environment improves Al credibility when perceived via the tex-
tual chat and from a speaking avatar.

Results

The experiment provided both subjective (questionnaire) and objective (perfor-
mance metric) evaluations. Figure 14.5 reports the box plots describing the scores
obtained by each question of the questionnaire. The boxes are aggregated with
respect to the subjects the related question is directed to: on each box, the central
mark is the median, the edges of the box are the 25th and 75th percentiles, the whis-
kers extend to the most extreme not outliers data points while the outliers are plotted
individually as crosses.

The left-hand side of Fig. 14.5 reports results for the questions 2 and 3, the right-
hand side of the picture aggregates questions 4 and 5. As it is possible to see in
Fig. 14.5, with respect to questions 2 and 3, the SL environment gives user a higher

5 1 5 +
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1 1
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Fig. 14.5 The questionnaire results
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sureness in recognizing the interlocutor nature (Subject avatar) and a relative quick-
ness perception with respect to outside SL (Judge). Indeed, by deeply analysing the
experiment chat records, we noticed as defect of the Albot prototype the absence of
knowledge on the surrounding environment and events. However, this issue affected
only two sessions and, even if it reduces the perception of realism, it will be par-
tially overcome by the fully working Albot. Indeed, the working system will be
devoted to automatic assisting users and the AIML patterns will be strongly local-
ization customized for explicitly matching questions about the Unisa Computer
Science Island (Unisa Computer Science) and hosted activities.

The score obtained by questions 4 and 5 states that SL avatar are perceived to be
well representing humans (p=3.92) and that, once found the Albot program, it
appears to be well integrated (or hidden) in the environment and similar, in terms of
behaviour, to the other users (p=4.25).

Figure 14.6 reports the objective performance metric defined as the number of
exchanged messages the user needs before being able to understand if he is interact-
ing with a human or an automatic entity. The boxes are organized with respect to
the target of recognition process: Albot and Albot J. ones refer to the recognition of
AIML speaker, respectively, from inside and outside SL, while SL avatar and SL
avatar J. are the plots depicting human intelligence recognition performances. As it
is possible to see, also for objective metric the SL environment seems to improve the
performances. The Albot and Albot J. boxes of Fig. 14.6 (i.e. respectively, the per-
formances for recognizing Al by Subject avatar and by the Judges as external
observers) reveal a little difference and the second appears to require less messages
to take a decision on the interlocutor nature.

Basing on Albot and Albot J. values, it is possible to confute, via a Mann—
Whitney test (Gibbons, 1976), the null hypothesis reported in the previous section.
This test has been chosen as non-parametric hypothesis verification because of the
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Fig. 14.6 The performance metric: number of messages required for understanding the interlocu-
tor nature
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low cardinality of compared samples that does not support the normality require-
ment of other parametric tests. With W=179.5 and p=0.047, at a significance level
a=0.05 there is not enough statistical evidence to conclude that Albot does not
improve Al credibility (i.e. Albot requires more messages with respect to Albot
judged). Indeed, it is also possible to quantify at 90 % confidence that the true dif-
ference between Albot and Albot J. is between 0.036 and 1.963.

The opposite trend is shown by the performance metric measuring the number of
messages in the case of a human interlocutor. Figure 14.6 shows, on the rightmost
side, the box plots depicting the recognition performances of a human in SL (SL
avatar) and from outside the environment (SL avatar J.). The first observation on
these data is that the recognition happens quickly than in the case of AIML conver-
sation. In addition, the 3D environment seems to negatively influence the perfor-
mances: an average value of 8.58 messages is required for recognizing human
intelligence in SL while an external observer needs, on average, 9.17 messages. As
a post-experiment discussion with subjects revealed, this phenomenon has been due
to the movements of human-controlled avatars that appear different from Albot
ones. Indeed, during the experiment, the human movements were providing impor-
tant clues to the subjects. Resuming, SL enhances Albot performances providing a
setting that requires more messages to let users discover the programmatic nature of
AIML conversations while for human interlocutors the contrary happens.

Conclusion

This paper presents end evaluates Albot, an AIML chatting assistant system for
helping the e-learning community that meets on Unisa Computer Science Island, in
Second Life. Albot appears as an avatar, the typical character that usually represents
users during their Virtual World experiences. The utilization of an AIML engine lets
Albot to be able to interact with other users in a natural manner and on the ordinary
text chat channels.

An evaluation of the system has been organized as a controlled experiment to
establish if the Virtual World environment influences user perceptions of artificial
intelligence. In particular, we performed a modified Turing test: the users randomly
interact with a human-controlled avatar and with Albot aiming at understanding if
the nature of the interlocutor intelligence is human or programmed. With the same
aim, a second set of subjects, the judges observes, message by message, the chat
record. Results obtained analysing subjective opinions and objective performances
are good and suggest improving the Albot intelligence by adding more knowledge
about localization and activities.
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Chapter 15
Implementation of Hybrid Artificial
Intelligence Technique to Detect Covert

Channels Attack in New Generation Internet
Protocol IPv6

Abdulrahman Salih, Xiaoqi Ma, and Evtim Peytchev

Abstract Intrusion detection systems offer monolithic way to detect attacks
through monitoring, searching for abnormal characteristics, and malicious behavior
in network communications. Cyber-attack is performed through using covert chan-
nel which currently is one of the most sophisticated challenges facing network secu-
rity systems. Covert channel is used to ex/infiltrate classified information from
legitimate targets; consequently, this manipulation violates network security policy
and privacy. The New Generation Internet Protocol version 6 (IPv6) has certain
security vulnerabilities and need to be addressed using further advanced techniques.
Fuzzy rule is implemented to classify different network attacks as an advanced
machine learning technique, meanwhile, Genetic algorithm is considered as an opti-
mization technique to obtain the ideal fuzzy rule. This paper suggests a novel hybrid
covert channel detection system implementing two Artificial Intelligence (AI) tech-
niques, Fuzzy Logic and Genetic Algorithm (FLGA), to gain sufficient and optimal
detection rule against covert channel. Our approach counters sophisticated network
unknown attacks through an advanced analysis of deep packet inspection. Results
of our suggested system offer high detection rate of 97.7 % and a better performance
in comparison to previous tested techniques.
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Introduction

The growth of dependability on the Internet in every day services made people sus-
ceptible to all kinds of cyber-attacks such as fraud, spam, phishing, and all types of
unauthorized access through ID theft. Despite the fact that the security issues in
IPv6 were addressed and improved, other issues are still need to be investigated due
to the inherited design vulnerability and the incomplete implementation process of
this protocol in all operating systems (Zander, Armitage, & Branch, 2006). The
protocol itself is already over a decade old; however, its approvals in early stages
reaching 12.25 % according to latest statistics performed (Salih, Ma, & Peytcheyv,
2015a, 2015b).

The low and inevitable acceptance of IPv6 results in an insufficient understand-
ing of its security properties (Martin & Dunn, 2007; Supriyanto, Hasbullah,
Murugesan, & Ramadass, 2013). IPv6 had no cryptographic protection when
deployed and even the successful deployment of Internet Protocol Security (IPsec)
within IPv6 cannot give any guarantee or additional security against hidden channel
attacks (Supriyanto et al., 2013; Zander et al., 2006).

The protocol dimension representing the removed, changed, and new values in
the header fields according to its suggested new design by the Interned Assigned
Numbers Authority (IANA) and Request For Comments (RFC 2460) (Martin &
Dunn, 2007; Zander et al., 2006). IPv6 header fields as given in Table 15.1 have
potential to carry anomaly attacks depending on the modified value of each field in
the packet transmission over the net (Choudhary, 2009; Supriyanto et al., 2013;
Wendzel, Zander, Fechner, & Herdin, 2015).

There are two main types of Intrusion Detection System (IDS) techniques that
can perform security analysis: the anomaly detection method and the misuse detec-
tion (signature-based) method. Anomaly detection depends on the conventional pro-
file in order to identify any abnormality in the traffic, whereas signature-based
detection uses signature identification technique to detect attacks (Gomez &
Dasgupta, 2002; Liu & Lai, 2009). Interestingly, three important techniques are
used by misused detection approach:

1. Signature-based approaches.
2. Rule-based approaches or also called expert systems.
3. Genetic Algorithms (GA).

Table 15.1 Extracted IPv6 header fields and their correspoud format values

ID Field Covert channel Bandwidth

1 Traffic class False traffic class 8 bits/packet

2 Flow label False flow label 20 bits/packet
3 Payload length | Increase value to insert extra data Various

4 Next header Set a valid value to add an extra extension header Various

5 Hop limit Increase/decrease value ~1 bit/packet

6 Source address | False source address 16 bytes/packet
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Internet Control Message Protocol version 6 (ICMPvVO0) is a vital component and
an integral part of IPv6 and should be fully implemented by every IPv6 node accord-
ing to RFC (4443); however, this particular aspect obviously means hidden channels
(Martin & Dunn, 2007). ICMPv6 reports errors encountered in processing packets
(Choudhary, 2009) and it does other Internet-layer functions such as diagnostics. It
produces two types of messages: Information Notification and Error Notification. It
uses Type and Code fields to differentiate services, in which both are vulnerable to
be misused by bad guys to perform different attacks, i.e., denial of Service (DoS),
Man-in-the-Middle (MITM), and spoofing attacks (Choudhary, 2009; Martin &
Dunn, 2007; Supriyanto et al., 2013).

In this paper, we suggest a new hybrid approach using fuzzy logic and genetic
algorithm to detect network storage covert channels in IPv6. The process analyses
the IPv6 and ICMPv6 header fields values and explains the viability of holding
strange values which consequently indicating an abnormal behavior and possible
covert channel existence.

The rest of the paper is organized as follow: section “Related Work™ describes
briefly some related works; section “Proposed Framework™ discusses the proposed
research methodology, the theory, and techniques implemented; section “Experiment
and Result Discussion” discusses the experiments and initial results obtained from
the testing phases, and finally section “Conclusion and Future Work™ discusses
Conclusions and Future work.

Our proposed security system offers a better performance in high accuracy and
prediction of the future unknown attacks against legitimate targets.

Related Work

Previous researchers in network anomaly detection focused on IPv4 (Sohn, Seo, &
Moon, 2003; Vivek & Kalimuthu, 2014; Zander et al., 2006); however, fewer
researchers were concerned about security vulnerabilities of the new generation
protocol IPv6 due to its incomplete implementation. Hidden information could be
transferred very easy in the data section of the packet due to the large size and it is
relatively unstructured in comparison to headers.

Salih et al. (2015a, 2015b) argue that covert channels could be encoded in the
unused or reserved bits in the packet header frame, these unused header fields are
designed for future protocol improvements, as they will be dismissed by IDS and
Firewalls (Liu & Lai, 2009; Supriyanto et al., 2013; Zander et al., 2006); further-
more, this exception caused by the presence of specific values in protocol standards
(Martin & Dunn, 2007; Zander et al., 2006). Different machine learning techniques
have been used in IDS in a revolutionary status since 1990s. Genetic algorithm
started to be used in IDS since 1995 when Crosbie and Spafford (Jongsuebsuk,
Wattanapongsakorn, & Charnsripinyo, 2013) applied a hybrid approach of a multi-
ple agent and Genetic Programming (GP) to detect network anomalies. GA is used
in many proposed approaches in intrusion detection techniques due to its intensive
capabilities.
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Sohn et al. (2003) mentioned the Support Vector Machine in passive warden to
detect TCP anomaly within the IP ID and TCP ISN. This method was not preferable
for well understood and explicit features in his proposed IP IDs and ISNs steganog-
raphy hidden communication channels; furthermore, SVM can only identify simple
aspects as it could unlikely detect complex structure deployed in TCP/IPv6 fields
and their interdependencies.

Gomez and Dasgupta (2002) suggested fuzzy and genetic algorithm to detect
and classify behavioral intrusion suing a benchmark data KDD99 dataset. They
used evolutionary techniques and genetic algorithm which managed to classify four
attack classes and one normal class.

Salih et al. (2015a, 2015b) proposed new Intelligent Heuristic Algorithm (IHA)
with an enhanced machine learning technique; Nave Bayes classifier to detect covert
channels in IPv6. The authors used enhanced decision trees C4.5 and Information
Gain to improve the detection rate. Accuracy in this approach was 94 % with very
low false negative rate.

Proposed Framework

Different approaches exist for anomaly detection, i.e., signature, behavior, and
protocol-based detection. Infrequent researchers use machine learning technique to
tackle anomaly attacks in IPv6 and ICMPv6 due to its incomplete implementation
and design complexity (Zander et al., 2006). Our approach uses pattern behavior of
the header value to determine the identified data that has been transferred stealthily
by the attacker using covert channels without affecting the normal communication.

Fuzzy Genetic Algorithm (FGA)

Genetic Algorithm is an evolutionary Artificial Intelligence (AI) optimization tech-
nique based on some synthetic keys such as natural selection and genetics (Chen,
Jakeman, & Norton, 2008). Fries (2008) verified that John Holland with his aca-
demic colleagues at the University of Michigan has invented GA in the 1960s and
the 1970s and explained the mechanism behind it. GA is based on Darwinians bio-
logical principle of evolution: The survival of the fittest. It uses three dominant
functions: selection, crossover, and mutation when optimizing a population of can-
didate solution and to predefine fitness. This algorithm has been successfully imple-
mented (Hoque, Mukit, Bikas, & Naser, 2012; Jongsuebsuk et al., 2013) to solve
significant collection of complex optimization problems when search area is too
broad. We propose an enhanced version of (Fries, 2008) rule-based algorithm with
new and different attacks, i.e., covert channels in the new generation network proto-
cols IPv6/ICMPv6. The framework uses new simulated primary data and NSL-
KDD99 benchmark data to verify the results. The suggested Fuzzy Genetic
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Algorithm (FGA) as shown in Fig. 15.1 can perform classification process of two
classes: normal and anomaly with an improved high detection rate.

The following steps are the main modules in the framework. An overview of the
algorithms example is given in Algorithm 1, Algorithm 2, and Algorithm 3.

1. Data Capture: Jpcap library packet sniffer is a Java API used to capture simulated
packets for 2 min and dissection process is done to extract the targeted IPv6 and
ICMPv6 header fields as given in Table 15.2.

2. Packet Analysis: In this stage the input pcap data after field selection process will
go through the following subprocesses:

(a)

(b)

()

Transform and normalize every attribute of the header to some sort of a real
number giving the range of 0.0-7.0, which means the minimum and the
maximum subset values of the attribute from the training data will set in a
range of 0.0 and 7.0.

After transformation and normalization processes of the attributes and convert
them to numerical formats, detection rules will be suggested as given in
Tables 15.3 and 15.4 for all records. The output of the detection rule will be
the probability of each packet and will count for true positive and true nega-
tive. The algorithm randomly will create a rule in the initial stage. Then an
evolutionary concept is used from GA to improve the rule in the training state.
We need to extract the records according to the rules, processing the fitness
function in equation 1 to calculate the fitness value of each detection rule.
Occasionally save the highest fitness value which indicates the best rule.

3. Process the evolutionary GA approaches: crossover, mutation, and alien to
extract the next rules.
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Table 15.2 Covert channels data format and values

ID Header format Value type Class

1 Traffic_Class Numeric Normal or covert
2 Flow_Label Numeric Normal or covert
3 Hop_Limit High, low, moderate Normal or covert
4 Payload_Length Increased, decreased, low Normal or covert
5 Source_Address Numeric Normal or covert
6 Next_Header Numeric Normal or covert
7 ICMPv6_Type Numeric Normal or covert
8 ICMPv6_Code Numeric Normal or covert
9 Reserve_Bit Numeric Normal or covert
10 ICMPv6_Payload Numeric Normal or covert

Table 15.3 Fuzzy logic detailed for each data record

Data type Value
Fuzzy logic 0 1 0 0 1 1 1 0 0 1 0 1
Symbol a b c d
Numeric 2 3 4 5

Fuzzy Algorithm (FA)

In this stage, we encode a fuzzy logic for each attribute and then normalize the sub-
set value in a range of 0.0-7.0 as mentioned earlier. The encoded fuzzy logic rule is
explained in Algorithm 1. So every single rule will involve ten blocks of feature
values as given in Table 15.2 including the class type at the end of the string and
then each rule will be mapped to its corresponding record as shown in Fig. 15.2.

Once we run the rule over a record trying to match each attribute with one block
of the rule. The probability measurement whether it is an attack or not will be per-
formed by the parameter of each block using the Fuzzy rules as shown in Algorithm 1.
An assessment of the probability for each block will be done to predict the likeli-
hood if the record is an attack class or a normal class, and this is done through taking
into account the average of the probability against the threshold mean value.

Then we compare the predicted output against the actual result as in Fries (2008);
furthermore, we will calculate the rule measurement performance through maximi-
zation of the fitness function using equation (1) as its embedded in Algorithm 2.

fitness function =%—% )
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Fig. 15.2 Explained string Attribute 1~ Attribute 2 Attribute n

encoding I:I

abcd|a|b|c|d| HHH

Block 1 Block 2 Block 3

Genetic Algorithm

Principally, not all attacks against legitimate targets have static patterns; however,
fuzzy logic will detect both types: normal and abnormal. The suggested fuzzy logic
as given in Table 15.3 is encoded into four parameters; a, b, ¢, and d where

a<b<c<d

According to a trapezoidal shape (Fries, 2008) it is very likely to be capable
using the parameters to measure the likelihood of the attack through each attribute
as described in Algorithm 3.

Algorithm 1

Fuzzy logic based on Jongsuebsuk et al. (2013) with some modifications and
corrections

If (value >a) && (value <b) {
specificity = (value - a) / (b-a)

}

else if ( value 2 b and value < c) |
specificity = 1.0;

}

else if (value > c¢ and value < d) {
specificity = (d - value) / (d-c)

}

else {

specificity =0.0

1
J
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Table 15.5 Sample of simulated attacks using covert channels in IPv6

Attack test case Performed commands
Payload fields -send (IPv6 (dst=
covert channels “FFe2::3”) /IPv6DestOpt (options=

[PadN (optdata=("22222222")
) 1+ [PadN (optdata=
("3333333333333333"))1) /
ICMPv6EchoRequest (id=1))

Covert channel -IPv6DestOpt (type=02data= ”YYYYY”) /icmpechorequest
using PadN option

Preprocessing Simulation Data

We performed two experiment tests on our suggested model; first, we used our
simulated attack tool built and written in Python programming language (Scapy) to
simulate attacks in a controlled LAN network lab environment. A sample of the
covert channel’s attack is given in Table 15.5 and then we captured packets in pcap
format using Wireshark. The attribute instances from the header values have prepro-
cessed into transformation, discretization (Wendzel et al., 2015), and normalization
as mentioned in packet analysis section. According to previous research performed
by Salih et al. (2015a, 2015b) a new limited generation of covert channels primary
data will be created including instances of different possible attacks in IPv6 and
ICMPv6. The primary data consists of 600,000 records which contain more than ten
attack instances. The objective tested attacks are Covert channels, Denial of Service
(DoS), Probing, and R2L.

Evaluation Criteria Parameters

To evaluate the performance of the algorithm, we used the following three metrics:

* False positive rate (FPR): ratio of normal packets will be classified as attacks out
of the total normal packets accounts.

* False negative rate (FNR): ratio of attacks that misclassified as normal from total
numbers, but it is attack.

e True Positive & True Negative (Detection rate): is the total normal and attacks
that have been correctly classified out of the whole testing data (Fig. 15.3).

Algorithm 2
Fuzzy Genetic Algorithm is based on algorithm in Fries (2008) with few
corrections.
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I
L
a=1 b=3 c=5 d=7

Attribute Values

Fig. 15.3 A fuzzy logic
trapezoidal represented
four parameters based on
Fries (2008); A<XB<C<D

Degree of Specificity

Initial rules () ;
while {
For each packet {
for each rule {
for each attribute {
specificity = fuzzy (), // Algorithm 1
total= total +specificity;
}
If (totalprob > threshold)
class is attack;
else
class is normal;
}
compare the predicted result with actual result

find A, B, a, and f,
}
calculate fitness // create next generation
preserve best ()
crossover ()
mutation ()
alien ()
}
// A is total number of attack records. B is total number of normal
records. a 1is total number of attack records correctly identified
as attack fp is total number of normal records incorrectly classi-
fied as attack (false positive).

Experiments and Results Discussion

In the first step of the proposed framework, we designed and configured a separate
IPv6 LAN topology network as shown in Fig. 15.4 according to the network system
environment requirements. A Security tool was created along with THC in Hauser
(2013) to simulate different attacks in both protocols: IPv6 and ICMPv6 (Martin &
Dunn, 2007; Supriyanto et al., 2013).
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Fig. 15.4 Configured IPv6 LAN network topology to perform attack simulation

We implemented the system using Weka 3.7 database system built with java
programming Language and performed on personal computer with 3.1 GHz Inter
core i5 CPU 3450 and 8 GB RAM. With regards to the GA implementation, we
focused on ten sizes of the population for each generation; however, each individual
will present a possible detection rule, and we chose two best individuals or rules, in
which should have the highest fitness value from the present generation. We used
uniform random as a selection method to select the parent in crossover process, this
is to identify the members of the new generation, finally applying the single-point
crossover in which will give the implemented rate of 20 % for alien and 30 % for
mutation.

The training dataset contained 11 attributes or features including the one target
value or labeled class either normal or attack (covert) as given in Table 15.6. We
performed two experiments: first test was for the known attacks simulated from
rules using Fuzzy Genetic Algorithm depicting two main attacks DoS and Probe
using the primary dataset as a test data. In the second test, we evaluated our approach
on a benchmark data such as Network Simulation Language Knowledge Data
Discovery (NSL-KDD’99) choosing 20 % of the dataset for testing phase in order to
detect known and unknown attacks (Tavallace, Bagheri, Lu, & Ghorbani, 2009).

Algorithm 3
The Fuzzy logic to identify three known attacks.
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Table 15.6 Analysis output format of covert channel characteristics

R# |TC |FL |HL PL NH |SA |Type |Code |RB |PYL |Class
1 0 0 High Increased 0 0 0 1 0 1 Covert
2 1 1 Low Unchanged |1 1 1 0 1 1 Covert
3 1 1 Moderate | Decreased |1 1 0 0 0 0 Normal
4 1 1 Moderate |Decreased |1 1 0 1 0 0 Normal
5 1 1 Low Unchanged |1 1 1 0 1 1 Covert
6 1 1 Moderate | Decreased |1 1 0 0 0 0 Normal
7 0 1 Moderate | Unchanged |1 1 1 0 1 1 Covert
8 1 1 Low Unchanged |1 1 0 0 1 1 Covert
9 0 1 Low Unchanged |1 1 1 1 0 0 Covert
10 |1 1 Low Unchanged |1 1 1 0 1 1 Covert

If (dos rule =1 || probe rule=1 || R2L=1)

It is attack;

else if

If (dos rule = 0 || probe rule= 0 || R2L= 0)

i1t 1s normal;

end if

}

Experiment 1: The size of the primary dataset was not suitable to be used as
testing data, so we chose 10 % for a training dataset in the first attempt consisted
of 60,000 instances, although the process focused on detecting the following
attacks instances:

— Probe
— Denial of Service (DoS)
— Root to Local (R2L).

The first experiment results given in Table 15.7 and the graph in Fig. 15.4, we

observe significant accuracy rates of the suggested approach detecting DoS training
dataset by 95.3 %, the Probe attack detection by 96.8 %, and R2L accuracy detection

by

97.7 % with a false positive rate by 3.7 %. However when we performed the test-

ing phase overall of the attack types the results have increased to 97.7 % and the
false positive decreased to 1.7 % which shows a better performance and high accu-
racy improved by using the suggested FG Algorithm.

Experiment 2: In order to extend the proficiency of the proposed model and to
validate it, we used the NSL-KDD99 dataset (Tavallaee et al., 2009). This dataset
was collected at the Massachusetts Institute of Technology (MIT) in Lincoln Lab
to evaluate intrusion detection systems; however, it lacks instances of IPv6 attack
types except the ICMPv4, and IP ID covert channels (Zander et al., 2006) which
have similar principle techniques manipulating such attacks. McHugh and
Mahoney in Mahoney and Chan (2003) criticized the DARPA dataset for not
containing some background noise, i.e., packet storms, strange packets, etc.
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Table 15.7 Results of primary data using FGA to detect different attacks

TPR FPR

Attack name Attack type Total packets Test data % % DR %
Smurf DoS 27,500 10,000 94.8 5.2 95.3
Pod DoS 95.8 4.2

Teardrop DoS 97.8 2.2

Covert channels DoS 94.6 54

Ipsweep Prob 17,800 8000 96.8 32 96.8
Portsweep Prob 94.8 5.2

Spy R2L 14,700 5000 97.8 2.2 97.7
Stan R2L 95.9 4.1

Multihop R2L 97.7 2.3

Normal Normal 30,000 30,000 99.6 0.4 99.6
Total testing rate 97.7 1.7

We trained the fuzzy genetic algorithm on testing dataset in which 20 % of the
NSL-KDD data was taken for this purpose. Each connection record consists of 41
features and labeled in order sequences such as 1, 2, 3,4, 5,6, 7, ... 41 in addition
to the 42nd attribute which is the assigned class: normal or anomaly. These attri-
butes fall into four main categories as in Mahoney and Chan (2003) and Tavallaee
et al. (2009). We chose six types of DoS instances, four attack types of Probe
instances, and four types of R2L attack instances from the training dataset perform-
ing five test Cases C1, C2, C3, .., C5 for each category as given in Table 15.8. We
have tested 14 attack types as well as the normal connections. Considerably, we
chose 4 types of the attacks as unknown attacks in the testing dataset in order to test
our Fuzzy Genetic Algorithm (FGA). The attack types are Neptune, Xmas Tree,
Multihop, and Spy. Finally, we tested each type of attacks separately to examine and
investigate the accuracy and to observe the performance of the detection method.
See Table 15.8 for details of the testing cases results.

Discussion

The results of both experiments confirm the initial hypothesis of our suggested
Fuzzy Genetic Algorithm (FGA). The performance of the process was impressive
with regards to the significant accuracy to each test experiments phases so far. In
Table 15.7 and Fig. 15.5, we observe the distinguished correctness and low false
positive of the suggested mechanism.

The test was carried out using our primary data which were generated from two
security tools: our security tool written in Python and (THC) tool which was written
in C (Hauser, 2013). The testing dataset was taken from the overall training dataset
to perform the detection; moreover, the accuracy is competitive with an average of
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Table 15.8 Suggested five test cases to detect attacks using hidden channels

# Data type Category Cl1 C2 C3 C4 C5
1 Smurf DoS X X
2 Pod DoS X X
3 Teardrop DoS X
4 Jping DoS X
5 UDP flood DoS X
6 neptune DoS X X
7 Ipsweep Prob X
8 Portsweep Prob X X
9 Hostscan Prob
10 Xmas tree Prob X
11 Spy R2L
12 Satan R2L
13 ftp_write R2L X X
14 Multihop R2L
15 Normal status Normal X X X X X
100%
50%

0%
Total Packets Test Data TPR FPR DR
—o— Smurf DoS —o—Pod DoS Teardrop DoS
—e—Covert Channels DoS —e—Ipsweep Prob —e— Ipsweep Prob
—eo—Portsweep Prob —e—Spy R2L —e— Stan R2L
—eo—Multihop R2L —e—Normal Normal —o-—Tolal Testing Rate

Fig. 15.5 Results of suggested FGA framework to detect covert channels

97.7 % of the total testing data and with 96.6 % for the training dataset. To validate
the efficiency of the suggested technique, we performed the second experiment with
another classification algorithm: Naive Bayes classifier. Obviously, this step gave us
an indication of potential improvement of our suggested approach.

To analyze the results given in Table 15.9 and the Graph in Fig. 15.6, we com-
pared the outcome (DR) of the Test Cases observing that only one test case (TC4),
which we used Naive Bayes classifier was better than FGA. However, in test cases
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Table 15.9 Results of suggested fuzzy genetic algorithm (FGA) results using five test cases

Av FGA
TC Data type Naive Bayes DR (%) (%) DR(%) Av (%)
1 Neptune 924 91.15 97.8 96.37
Xmas tree 91.7 96.1
Multihop 90.7 93.1
Spy 89.8 98.5
2 Jping 88.6 61.9 98.4 95.6
UDP flood 28.6 94.8
Pod 68.5 93.6
3 Ipsweep 55.3 64.46 94.6 94.03
Portsweep 93.6 924
Hostscan 44.5 95.1
4 Smurf 95.6 91.75 90.5 90.3
Satan 87.9 90.1
5 Teardrop 67.3 72.3 89.9 91.65
ftp_write 77.3 93.4
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Fig. 15.6 Results of unknown attack detection testing NSL-KDD dataset using suggested FGA
framework

TC1,TC2,TC3, and TC5, FGA was improved exclusively and depicted the unknown
attacks with the highest accuracy detection rate (DR) by 96.37 %, meanwhile Naive
Bayes algorithm obtained an average of detection rate of 91.15 % in test case 1 with
differences of 5.22 %, then in test case 2 Naive Bayes obtained 61.9 % accuracy in
detection rate, while the FGA accuracy detection rate was 95.6 % with over 33.7 %
differences in DR.
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Significantly, Naive Bayesian Algorithm gave a low detection rate in test case 3
with the difference of 29.84 % obtaining 64.46 % accuracy, but FGA obtained in the
same test case over 94.03 %. Fuzzy Genetic Algorithm has an overall detection rate
with 93.59 % running on NSL-KDD’99 dataset in the second experiment, while get-
ting 97.7 % in the first experiment using our primary generated attack data types.

Conclusion and Future Work

Similar to what Fries (2008) and Jongsuebsuk et al. (2013) suggested for TCP/IPv4
attacks, new attempts required to detect storage covert channels and anomaly attacks
in TCP/IPv6 using Artificial Intelligence Techniques in respond to the novel vulner-
abilities in this protocol. Potentially, this approach should act as a countermeasure
restrain to sophisticated attack tools used by hackers. Using Fuzzy Genetic
Algorithm to tackle such network threats in IPv6 and ICMPv6 protocols will add a
new route of cutting-edge solutions for security systems in the real world. We have
answered the project question about the possibility to detect and mitigate unknown
and new attacks through covert channels manipulation using Artificial Intelligence
techniques. However, approaches in Supriyanto et al. (2013); Salih et al. (2015a,
2015b); Liu and Lai (2009); Saad, Manickam, and Ramadass (2013); and Bahaman,
Anton Satria, and Mas’ud (2011) dealing with IPv6 security sophisticated threats
have some concerned issues as mentioned in Salih et al. (2015a, 2015b).

In this paper, we applied an enhanced Fuzzy Genetic Algorithm (FGA) approach
to suggest a novel IDS for IPv6/ICMPv6. We implemented a hybrid Genetic and
Fuzzy rules due to the fast, flexible, and high performance given to detect unknown
attacks (Hoque et al., 2012) and covert channels in IPv6. Furthermore, we proposed
ten characteristics of different attack instances against this New Generation Internet
Protocol. This proposed approach in FGA heterogeneously reduces the probabilistic
stimulation, which leads to higher accuracy in detection and classification process,
because the Fuzzy Genetic Algorithm is a rule based, consequently leads to less
computation time, lower false negative rate (FNR), and higher true positive rate
(TPR) in comparison to other tested MLA techniques.

Future work will focus on the MITM attack detection to examine the certainty
and specificity of the features selected in the primary dataset. Aiming to use an
enhanced Support Vector Machine (SVM) in a supervised learning approach and
compare it against our current approach to see the efficiency and the performance of
both methodologies. However, an SVM can only identify simple features (Sohn
et al., 2003), it is unlikely to detect complex values in IPv6 header fields and the
embedded (Wendzel et al., 2015) interdependencies without other advanced tech-
niques. This will reduce and eliminate partially the unauthorized access and its side
effects on classified data communication using IPv6.
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Chapter 16
What Is and How to Develop Sustainable
Innovation?
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Abstract Today the terms sustainable development and sustainable innovation are
often used. But what is meant by these terms, other than that they in some ways are
connected to the terms ‘green’ and ‘ecological’ seen in a long-term perspective?
How, in turn, are sustainable innovations developed? Studying the literature on the
topic leads to the conclusion that there is no precise or established definition of
sustainable innovation, sustainability and sustainable development.

A conclusion in the paper is that we now need to focus on how to develop new
sustainable innovations, and for these, product development is the most important
element. It has been found that Dynamic Product Development (DPD™) is a
model that satisfies the different definitions on sustainability that have been
proposed.

The result of a product development project is based on the product developer’s
knowledge, experience and ability. The leadership of an entrepreneur (or intrapre-
neur) is also important for the level of sustainability of an innovation that is achieved.
Therefore, the product developers and entrepreneurs need to be educated in a
broader perspective than is common in the technical field today. The product devel-
opers must also be monitored in the actual work situation to ensure that new prod-
ucts that are not sustainable are not being marketed. This, in turn, calls for a similar,
broader perspective in management education.

To describe what a sustainable innovation is and how it is developed, the follow-
ing definitions are proposed: a sustainable solution is a solution that has been
developed to be a long-lasting, environmentally responsible solution for the pro-
vider (the business), the society and also the users; an innovation is a new solution
that has been ‘sold” and is used by more than one user or that is used in at least
one-use situation; the innovation process, done as an innovation project, contains
all of the stages from idea generation, development (R&D) and commercialization
to an implemented solution on the market.
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Introduction

The terms ‘sustainability’, ‘sustainable development’, ‘sustainable solutions’ and
‘sustainable innovations’ are frequently used, for example, in marketing and sales
situations. These terms usually represent positive characteristics.

This paper discusses the background of the terms ‘sustainable’ and ‘innovation’.
The focus is mainly on how to develop new products and services from the point of
view of their environmental impact ‘from the cradle to the grave’.

Theory

Today, ‘sustainable innovation’ includes two terms that are popular, but rather
unclear. Here, they will be discussed individually, leading to solutions for carrying
out sustainable product development.

History of ‘Sustainability’

The popularity of the term ‘sustainable’ started with the report, ‘Our Common
Future’, which was released in 1987 by the World Commission on Environment
and Development (WCED). The commission was chaired by Mrs. Gro Harlem
Brundtland, who served previously as the prime minister of Norway for three peri-
ods. The Brundtland Report stated that development only is sustainable if it ‘meets
the needs of the present without compromising the ability of future generations to
meet their own needs’ (World Commission on Environment Development, 1987).
A popular simplifying picture, based on the Brundtland Report, is shown in
Fig. 16.1. Note that there is no focus on how to develop sustainable solutions, but
only depicts what is wanted from the solutions.

In the years following the release of the Brundtland Report, many discussions
arose on what sustainable development is and how it can be applied in practice. For
example, between 1995 and 2000, sustainable development was actively debated,
and attempts were made to change the definition from the initial report. The key
issue was that the term ‘sustainable development’ is not merely ambiguous, but
essentially contested (Jacobs, 1995). In other words, the term was not regarded to be
clearly defined in a sense that it did not include several internal concepts and was
also not interpreted in the same way by different individuals. Further, in 1999,
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Fig. 16.1 The three pillars
of sustainability (Figure
from ‘The Three Pillars of
Sustainability”)

Sustainability

Social
Environmental
Economic

according to a definition proposed by Elliott (1999), ‘sustainable development’ was
stated as being ‘fundamentally about reconciling the development and the environ-
mental resources on which society depends’.

In 1989, the non-profit organization, The Natural Step, was launched (http://
www.thenaturalstep.org). It proposed four sustainability principles, based on the
principles that in a sustainable society, nature shall not be subject to the systematic
increase of:

1. Concentrations of substances from the earth’s crust (such as fossil CO2 and
heavy metals)

2. Concentrations of substances produced by society (such as antibiotics and endo-
crine disruptors)

3. Degradation by physical means (such as deforestation and draining of ground-
water tables)

4. Structural obstacles to people’s health, influence, competence, impartiality and
meaning

The Natural Step also proposed a four-step procedure (A, B, C and D) to accom-
plish sustainable development (see Fig. 16.2). Note that the model presents a strict
business viewpoint and that there is no guidance on how to develop sustainable
products and solutions.

Since 1995, the concept of Dynamic Product Development (DPD™) has been
and is being developed (Ottosson, 1996). The ™ mark is only used to prevent the
term to be misused and its principles distorted. The term ‘sustainable’ was not used
in the early work in the development of DPD™, but the focus was on how to develop
new products in a responsible and efficient way, which can be seen as satisfying the
value ‘D’ in Fig. 16.2. The core was a user-centred design taking society’s demands
as well as business’ demands into account in an integrated way —which was a bit
controversial because the focus at that time was on ‘design for the manufacture and
assembly’ of products. In DPD™ | the three outer demands for the product develop-
ers were (are) established as satisfy ‘performance’, ‘cost’ and ‘development time’
set for each development project (see Fig. 16.3).


http://www.thenaturalstep.org/
http://www.thenaturalstep.org/
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In 1999, the concept of ‘sustainable development’ was articulated in other scientific
papers as ‘a discourse of ethics, which specifies human conduct with regard to good
and evil’ (Acselrad, 1999). Haughton (1999) summarized the ideas of sustainable
development in ‘five principles based on equity: futurity —inter-generational equity;
social justice—intra-generational equity; transfrontier responsibility — geographical
equity; procedural equity—people treated openly and fairly; and interspecies
equity—importance of biodiversity’ (Haughton, 1999; Hopwood, Mellor, &
O’Brien, 2005). These discussions led to the conclusion that ‘the conceptual basis
of sustainable development has been weak from the start’ (Fischer & Hajer, 1999).

In 2000, the state of the art of the sustainable development process was summed
up as ‘three elements to be sustained (Nature, Life Support, and Community) and
three elements to be developed (People, Economy and Society)’ (Valentin &
Spangenberg, 2000).
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In 2001, ‘one of the few agreements within the sustainable development debate
was that there is no clear agreement on what the term means’ (Chatterton & Style,
2001). Research continued as the sustainability question became more and more
important because of global warming and calculations of fossil fuel reserves.
Workshops were organized, but it was concluded that sustainability is ‘laden with so
many definitions that it risks plunging into meaninglessness, at best, and becoming
a catchphrase for demagogy, at worst’ (Workshop on Urban Sustainability ds a
Comprehensive Geographical Perspective on Urban Sustainability. NJ: Rutgers
University, 2001).

In 2002, the issue was to find a definition, not for the whole countries or compa-
nies but for each citizen of the earth individually: ‘after all, its [sustainable develop-
ment’s] main message is that in thinking about environment and development
issues, just as in thinking about one’s own life, one must figure out how to live off
interest and not capital’ (Holliday, Schmidheiny, & Watts, 2002). Even though this
attempted to clarify the message, it did not explain how to apply it to everyday life
and which new laws to follow. As a result Luke (2005) claimed that ‘the sustainable
development project is neither ‘sustainable’ nor ‘developmental”. Such a position is
easy to understand, because if a concept cannot be clearly defined, how can it bring
any kind of sustainability or development to the world?

As a result, thoughts about the pluralism of the term started to appear. The UK
Government, for example, in its sustainable development strategy, defines sustain-
able development as ‘the simple idea of ensuring a better quality of life for every-
one, now and for generations to come’ (Defra, 2005). At the same time, attempts to
make the concept universal continued: ‘sustainable development is a human-centred
view of the inter-relations between environmental and socio-economic issues’
(Hopwood et al., 2005). Figure 16.4 shows how social, environmental and eco-
nomic dimensions in 2005 were seen to be related to each other.

In 2007, one view was that ‘rather than focus on searching for a definitive
meaning of “sustainable development” ... it is necessary to recognize the multi-
plicity of sustainabilities’ (Rocha, Searcy, & Karapetrovic, 2007). To some extent,
this was happening because the majority of definitions were far from being the same.

Fig. 16.4 Key dimensions
of measuring sustainable
development based on
Stevens (2005) (The
illustration is from ‘The
Three Pillars of
Sustainability’)

Equitable
ainable
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For example, Harding (2006) had stated that ‘the triple bottom line refers to satis-
faction of not just the long recognized bottom line of meeting economic goals
(profits) but also the need to meet environmental and social goals (or bottom lines)
simultaneously in carrying out business’. At the same time, Gibson (2006) had
summarized general requirements of sustainable development as ‘social and eco-
logical integrity; opportunity; equity; efficiency and throughput reduction; democ-
racy and civility; precaution and adaptation; and immediate and long-term
integration’ (Gibson, 2006; Rocha et al., 2007). As is seen from the last definition,
some of the attempts to explain the term brought even more confusion than clarity
to the concept of ‘sustainable development’.

In addition, some scientists, instead of simplifying the problem and dividing it
into manageable parts, were adding new questions.

‘Analytically, the debates over the meaning of the term can be seen as revolving around
three general questions: is sustainable development about integrating environmental
considerations into the economic development process or is it about a development pro-
cess of a different quality; is sustainable development fundamentally a political, legal,
economic or an environmental/ecological concept; is the concept inherently conflicting
and what is the nature of the contradiction?’ (Jensen, 2007).

Others were solving the problem with a rather simple answer— ‘sustainable
development does not consume resources. It uses and re-uses them, endlessly’
(Orecchini, 2007). From such a point of view, it is possible to conclude that the
(only) aim of sustainable development is to increase the use of renewable energy
sources and to have a strong recycling and reusing policy.

In 2008, Skowronski (2008) wrote that ‘what the sustainable development con-
cept has to offer is a qualitatively new form of aware and responsible life at the
level of the individual and of society’. Jabareen (2008) commented on that ‘On one
hand, ‘sustainability’ is seen as a characteristic of a process or state that can be
maintained indefinitely. On the other hand, however, development is environmental
modification, which requires deep intervention in nature and exhausts natural
resources’.

In 2008, Mark (2008) proposed that ‘Sustainable development includes all busi-
ness and community planning and operating decisions with due consideration for:
(1) people—employees, customers, shareholders, community residents, or anyone
that is involved or affected; (2) planet—material and energy resource management
that does not hurt the environment; and (3) profits—or economics or prosperity.
Sustainable development takes a different, more caring look at how people interact
with themselves and how their activities affect the planet and the general well-being
of life for sustained economic growth’.

In 2010, modern technology, as a major factor for making the world more sus-
tainable, was highlighted as ‘Preserving resources by minimizing their environmen-
tal impact, improving energy efficiency, reducing waste, and adopting new
environmentally friendly technology will be the trends in the future for robot manu-
facturers’ (Heinberg, 2012).
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However, at the end of 2010, many questions about sustainable development
remained. ‘Does it [sustainable development] refer to climate change and the envi-
ronment; or is it [sustainable development] more than that?’ (Walters, 2010).

In 2011, Baumgartner (2011) stated that sustainable development ‘is about
enhancing the possibilities for improvement in the quality of life for all people on
the planet and it is about respecting and living within the limits of ecosystems’.
Such a definition describes the core of the concept well, but does not answer the
hardest question—how can this be achieved? At the same time, formulations of
clear goals of the term were appearing: ‘the fundamental objective of sustainable
development is to meet human needs...economic growth is required in areas where
the basic needs are not met...development should not endanger natural systems that
sustain life on the earth: the atmosphere, water, soil and living beings’ (Koho,
Torvinen, & Romiguer, 2011). Further confirmation of such ideas was once again
described through the old paradigm of the triple bottom line: ‘sustainable develop-
ment generally refers to achieving a balance among the environmental, economic,
and social pillars of sustainability’ (Murphy, 2012) (c.f. Fig. 16.1).

Later, a change to the triple bottom line idea was proposed, using other catego-
ries that are more applicable to different countries or societies. “The three pillars of
sustainability are replaced by four categories, comprising the environment, state,
capital and labour’ (Deutz, 2014). The extension, however, did not cover all of the
pillars of sustainability, and furthermore, it still did not explain means of achieving
the above-mentioned sustainable development goals.

In Germany, the government wanted to promote the computerization of manu-
facturing, as a contribution to ‘green manufacturing’. The term ‘Industry 4.0,
meaning the fourth industrial revolution, was/is used, which is a collective term
embracing a number of contemporary automation, data exchange and manufactur-
ing technologies. Industry 4.0 also facilitates the vision and execution of a ‘smart
factory’. On 8 April 2013, at the Hanover Fair, the final report of the Working Group
Industry 4.0 was presented.

Nowadays, it is becoming more and more accepted that sustainable development
cannot be defined once and forever. It is a term that can be perceived differently,
depending on the area of its application and goals of those applying it. ‘Sustainable
development has always been a “flexible” concept interpreted in many different
ways’ (Kambites, 2014). Another useful ‘assumption is that sustainable develop-
ment is based not on economic, social, ecological, or institutional dimensions, but
rather on their system seen as an integrated whole’ (Ciegis, Ramanauskiene, &
Martinkus, 2015).

There is still no agreement on a definition of the term ‘sustainable development’.
There are two main views—one of them is to specify the term and make it universal,
while the second claims that this cannot be done because of the flexibility and plu-
ralism of the question. More important than a discussion of the meaning of the term
is to discuss how to develop sustainable products and services and how to get man-
agers and product developers to acquire appropriate knowledge and experience to
prevent the development, production and marketing of non-sustainable products.
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Sustainable Product Development

There are many factors affecting the development of new products. Figure 16.5
shows some background issues and considerations to explore when starting the
development of a new product.

Many new product development (NPD) models exist, but so far only one—
Dynamic Product Development (DPD™)—seems to include more than one or two
of the outer demands (USB) in Fig. 16.2 in the development process.

The entrepreneur/project leader and the product development team (c.f. Fig. 16.3)
will strongly influence the environmental impact during the whole product life cycle
of the product and the supplementary products that the primary product may need
to function as intended. Figure 16.6 shows the recommended actions to develop a
sustainable product solution. The numbers in the figure refer to:

1. Based on the intended user and the use of the product, seek to enhance safety and
quality of life from the use of the product

2. Decrease the resource utilization and the costs throughout the whole PLC
depending on the initial quality and price of the product and its variants

3. Minimize the negative impact on the environment throughout the PLC
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Fig. 16.5 Some background issues and considerations to explore when starting the development

of a new product (Ottosson, 2009)
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The decision-making tasks in the product development process in Fig. 16.6
(e.g. the choice of solution principles or the specification of materials and geom-
etry) are often difficult to determine because the basic objectives (such as cost,
function and quality) are interdependent. This is the reason why the approach/
concept of ‘Design for X (DfX)’ was proposed in the early 1990s (Hubka, 1995).
At that time, DfX was defined as ‘all endeavors towards making the right decisions
in the product development process on basis of a sufficient and universally appli-
cable knowledge basis’ (Huang, 1996). Because there are both objectives that sup-
port each other and others that compete against each other in the development
process, DfX provided ‘a systematic guidance for making decisions in product
development related to products, processes and plants’ (Bauer & Meerkamm,
2007). Step by step, the family of DfX has grown so that, today, there is a large
number of Xs mentioned and used in engineering design, which can be pictured as
a family tree (Bauer, 2003).

With many Xs to take into consideration in the development process, product
developers have to select and weight different DfX criteria (Bauer & Meerkamm,
2007). However, the order in which the different DfXs should be carried out in order
to achieve an optimal result, when it comes to satisfying demands of the project
triangle (cost, time and properties), has not been adequately discussed. Probably
this is mainly because each development process is unique and complex and thereby
difficult to handle in a scientific way. However, coming back to the discussions on
sustainability, it seems to be reasonable to pursue a user-centred design.

Initially, the focus of product development was on satisfying the needs of busi-
ness/profit. Thus, Design for Manufacturing and Assembly (DfMA or DFMA) was
primarily interested in these goals in the development process. Generally, the prac-
tice of applying DfMA is to identify, quantify and eliminate waste or inefficiency in
a product design. Therefore DEMA can be seen as a component of lean manufactur-
ing, for example (Holweg, 2007). DfMA is also used as a benchmarking tool to
study competitors’ products and as a cost tool to assist in supplier negotiations
(Boothroyd, Dewhurst, & Knight, 2010).

In the middle of the 1990s, user-centred design (UCD) and Design for Usability
(DfU), as well as Design for Ergonomics (DfEr), began to be broadly used, for
example (Jordan, 1998). From about 2005, Design for the Environment (DfE) and
sustainable design also gained increased interest in product development.

Step by step new DfX has been added to the DfX family, while the order in which
to satisfy them has become an issue in itself although not much discussed. Logically,
the priority order when developing a new product should be to satisfy the users/use,
the society and the business. The simple reason is that without pleased users, there
will be no (economically) sustainable business. Without satisfying society demands
on sustainable (green) products, there will also be no sustainable businesses. Thus,
satisfying user demands in the development process is of prime interest, followed
by satisfying the sustainable demands on the product life cycle (PLC) chain from
‘the cradle to the grave’ of the product.


https://en.wikipedia.org/wiki/Lean_Manufacturing#Lean Manufacturing
https://en.wikipedia.org/wiki/Lean_Manufacturing#Lean Manufacturing
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Seen from a user’s point of view, a product can have at least six important product

values, which can overlap each other (Ottosson, 2009):

Functional values are dependent on the technical solutions, mostly hidden inside
the product. The function can be as simple as just filling out the space (e.g. the
gas in a balloon or the concrete in walls). It can also be advanced, encompassing
all degrees between simple and advanced (e.g. an engine in a car has simple as
well as advanced parts and systems).

Perception/sensorial values are based on what we experience with our five basic
senses (see/hear/taste/touch/smell) from outside and/or in contact with a product.
The product semantics are important parts of these values.

Image values are based on the image we get of the product and what we think of
it, for example, when we close our eyes. Brand names, patents, the image given
on web pages, stories and the expressed experiences of the product by other users
will influence and develop the image we have of the product. The product seman-
tics can influence these values.

Emotional values are the passion/feelings we have for a product. The product
semantics can influence these values.

Sustainability values are long-lasting, environmentally responsible values for the
users, the society and the providers (the businesses).

The different values of a product solution can be satisfied by using the different

‘Design for X’ possibilities, as shown in Table 16.1.

Good functional values and usability are interrelated. According to ISO (1998),

usability is ‘the effectiveness, efficiency and satisfaction with which specific users
can achieve specified/particular goals in particular environments’. On a deeper
level, these three terms have the following meanings:

Effectiveness—1Is the proposed product effective for reaching the goal? Is it pos-
sible to implement the findings in real user environments? What is required to

Table 16.1 Some design methods to use to achieve different values in product solutions

Product values DfX etc. Abbreviations for
Functional values DfU Design for usability
Emotional values DfEr Design for ergonomics
DfSe Design for service
Sensorial values DfAe Aesthetical design (industrial design)
Image value
Emotional values
Sustainability values DfEn Design for environment
DIMA Design for manufacturing and assembly
DfQ Design for quality
DfL Design for logistics
LCA Life cycle analyses

FTA Failure tree analyses
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make that happen (e.g. educational needs, training needs, expert needs, acquisition
of tools, organizational change)?

* Efficiency—Is the proposed product efficient to use? Is it tricky to use? Is it time/
resource intensive?

» Satisfaction— Will the users find the use of the product more pleasant to use than
what they experienced before the implementation? Will the users feel that the
outcome is more efficient? Will the use of the new product contribute to a better
economical result for the individual, or will it reduce failure risks in any aspect?

Still another aspect of the usability of a product is that it should contribute to a
barrier-free world for any user. This is called universal design, for which seven
principles have been proposed (Story, Mueller, & Mace, 1998):

. Equitable use

. Flexible in use

. Simple and intuitive

. Perceptible information

. Tolerance for error

. Low physical effort

. Size and space for approach and use

~N NN R W=

To find a functional design that takes into consideration the different usability
aspects, the systematics of BAD, PAD, MAD and CAD has been shown to produce
good results. Brain Aided Design (BAD) means thinking of a different abstract
solution. Pencil Aided Design (PAD) means sketching. MAD means making a
model in as simple a way as possible. PAD, MAD and CAD were terms that were
used in the early 1990s in the architecture department of Chalmers University of
Technology in Sweden (Branzell, 1995). At that time, creative methods, such as
brainstorming, were much discussed to solve problems. In order to include indi-
vidual creativity, BAD was proposed as an addition to the PAD-MAD-CAD chain
(Ottosson, 1995).

Figure 16.7 explains the abbreviations, as well as the recommendation to start
the work at an abstract and wholeness level and then to proceed to the detailed and
concrete level. The order in which the different activities are carried out is dependent
on the products to be developed, the newness desired, time limits and other issues.
The end result is a model, and with additional information, it can be called a product
concept.

If the optimal order of the priorities when developing a new product is to satisfy
the users/use, the society and the business, DfU must be addressed first, after which
the other DfXs can be integrated step by step. Figure 16.8 shows an illustration of
the steps to be taken for the development of a mechanical product. As shown in the
figure, new development must always be checked against DfU so that the usability
is not hampered.

In contrast to what is generally taught—that all demands must be set before
commencing with the creation of a concept—we have found in industrial and stu-
dent projects that a faster and less risky way is to start only with one primary and
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Fig. 16.7 To find a functional solution from a wish, different steps are needed (Ottosson, 2009)
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Fig. 16.8 An example of the order in which a new mechanical product can be developed to obtain
an optimal result that satisfies many different demands (Ottosson, 2009)

two or three secondary demands and then proceed with creating concepts and
solutions to satisfy them (Ottosson, 2004). When one or more of the concepts and
solutions have been found, more demands can then be added for each of them.
These demands can result in the necessity to find new solutions. If a solution does
not hold in the test and evaluation phase, it is stopped from further development,
and documentation is made of the findings and experiences. We have found that
using this principle in practical work, which is shown in Fig. 16.9, the work can
go ahead at a high speed, resulting in a final concept and a solution that are both
well documented.
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Fig. 16.9 The concept development is an iterative process in DPD™ (Ottosson, 2009)

Innovation Theory

The term ‘innovation’ is apparently derived from the Latin ‘novus’, which means
new or young or novel. Unfortunately, there is no single, accepted definition of the
term ‘innovation’. Historically, innovation was defined as the introduction of new
elements or a new combination of old elements in industrial organizations
(Schumpeter, 1934). Thus, his focus was on the actual new ideas or inventions but
not on the realization of them. Later Kanter (1983) defined innovation as the process
of bringing any new, problem-solving idea into use.

In our times, the terms ‘innovation’ and ‘sustainability’ have both become buzz-
words, with no single definition. In general, ‘innovation’ is a positively loaded term
that brings hope in difficult times for actors in the private sector, the public sector
and the idealistic (non-profit) sector, as well as for the whole economies. However,
it is seldom explained in terms of how to create successful innovation. Even more
unclear is how to develop ‘sustainable innovations’ although we might have an intu-
itive feeling that the expression refers to the development of something good.

According to conventional understanding, ‘innovations’ (independent of a defini-
tion of the term) are only done in the private sector (Mulgan, 2007). However, in
reality, they have often been and are being developed in the public sector or in the
idealistic (non-commercial) sector. For example, from the public sector, we have
gained the Internet (CERN), the World Wide Web (DARPA) and the new teeth and
prostheses made with titanium (Gothenburg University). In the idealistic sector, dif-
ferent open-source solutions have been and are being developed frequently. When
the new solutions in these sectors mature, they often ‘migrate’ into the private sector
to become commercial products. This might be why we perceive innovations as
something emerging from the private sector.

Thus, innovations are and must be created and developed in all three sectors,
although the aims of the work differ. For the private sector, the main aim is to create
a sustainable profit. For the public sector, the main aim is to give better service to the
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Fig. 16.10 Innovative Aim:
work in different sectors a better world
has different aims
(Ottosson, 2009)
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Fig. 16.11 Innovation development takes place in a complex adaptive social system (Ottosson,
2009)

people in the society. For the non-commercial sector, the goal is often a better world.
All of these activities may encompass a local or global scale. Figure 16.10 shows
these aims for the three sectors, which are strongly connected to USB in Fig. 16.3.

If we think of ‘innovation’ as a substantive —the end result of a long development
project—the mission of an ‘innovation project’ is to carry out all its activities on a
micro level in an organization in order to develop, market and sell a new product
and/or service with the aim that it will be used or consumed. Today, the selling price
is often zero, especially in the non-profit sector. An ‘innovation process’ includes
the work done following this system, led by the innovation project team of an
entrepreneur.

Simply stated, the entrepreneur is like the spider in the innovation process web,
in which the sales personnel and market developers must be closely related to the
potential customers, while the product developers—and supply chain developers—
must be closely related to the users and consumers of the products being developed
(see Fig. 16.11). Thus, an innovation project is an example of a complex, adaptive
social system, encompassing a number of interrelations.
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In general, projects are set up to make something unique. Performance demands,
cost limits and completion dates are normally set before the project begins.
Innovation projects differ from other projects in that they often determine the
demands from trial and error, they have no clear finishing dates or rolling cost lim-
its, and they can receive income from the sales of the new products.

A short definition of an innovation covering all sectors of the society might be
(Ottosson, 2013):

Innovations are new products and/or services that have been “sold” and taken
in use in a local geographical market.

A more comprehensive definition of an innovation, based on the short definition,
is that it is a new product (i.e. goods, services and/or information) that has been
bought or adopted and has been taken in use. Thus, a new product that has not been
bought or adopted is not a new innovation. A new product that has only been
acquired but has not been used is also not a product innovation. Note, however, that
‘acquiring’ should be understood here in a wider perspective than just an immediate
payment of money. For products/services that are given away free of charge, these
products/services are often meant to generate other benefits sooner or later, such as
revenue, contacts, membership, publicity or information.

‘Adoption’, in the definition, means that the product is stored, used or used up/
consumed (see Fig. 16.12). Although it may sound strange, end users can be (human)
users or consumers, animals or machines, among others. To make sure the products
under development become ‘good enough’ in terms of hard and soft values, the
product developers need to collect relevant information about their use, both before
and during the entire development process.

A buyer’s/customer’s decision to acquire a product is dependent on many
things, such as which buyer category the customer belongs to, the customer’s pres-
ent and/or future need of the product, the solution(s) offered by the product, the
customer’s emotional value of the product, the total price of the product during the
time it is in the customer’s possession and use, the financial situation of the customer,

An innovation is a -
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Fig. 16.12 A wider definition of demands on an innovation (Ottosson, 2009)
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the estimated further sales price or the positive or negative value of it at the time of
its disposal. The marketers, as well as the sales people, can ‘educate’ the customers
and users to buy/use sustainable products.

Reflections

The Brundtland Report and all the various papers and articles that have been written
on the subject of sustainability seem to have had the goal of defining the term. The
Natural Step has carried the focus forward to ‘down to action’. Therefore, a ques-
tion is if Dynamic Product Development (DPD™) can satisfy the different views of
sustainable product development.

As each innovation is unique, each innovation project needs a unique business
idea or a unique set of ideas to be sustainable at different levels. Figure 16.13 shows
how different views on sustainability can be used as inputs in DPD™ | in order to
guide product developers to develop sustainable products. The time component is
then integrated into the term performance-cost-time (PCT), setting the boundaries
of most development projects. Thus, DPD™ seems to be a useful match between
different views on what sustainable innovation is and how to develop them.

Neither ‘sustainable development’ nor ‘innovation’ is a well-defined term. To
describe what ‘sustainable innovation’ is and how it is developed, the following
definitions are proposed. A sustainable solution is a solution that has been devel-
oped to be a long-lasting, environmentally responsible solution for the provider (the
business), the society and the users. An innovation is a new solution that has been
‘sold’ and is used by more than one user or that is used in at least one-use situation.
The innovation process, carried out as an innovation project, contains all stages
from idea generation, development (R&D) and commercialization to an imple-
mented solution on the market.

Time
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Fig. 16.13 The DPD™ principles are well positioned for the actual development of sustainable
new products, forming the base of new innovations
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Conclusions

We now need to focus on how to develop new sustainable innovations, for which the
product development is the most important aspect. It has been found that Dynamic
Product Development (DPD™) is a model that satisfies the various definitions of
sustainability that have been proposed.

The result of a product development project is based on the product developer’s
knowledge, experience and ability. The leadership of an entrepreneur (or intrapre-
neur) is vitally important to the level of sustainability of an innovation. Therefore,
product developers and entrepreneurs need to be educated in a broader perspective
than that which is common in the technical field today. Product developers must
also be monitored in their actual work situation in order to prevent the marketing of
new products that are not sustainable. This, in turn, calls for a similar broader per-
spective in management education.
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Chapter 17

A Conceptual Model of the Relationship
Between Aligned Innovations and Sustainable
Development for Project-Based Organizations

Rasha Abou Samra and Khaled Shaalan

Abstract This paper is a critical review of the conceptual models that are developed
in the area of finding motivators behind different parties’ alignment to implement
innovation and to develop more sustainable projects. Different parties always have
diversified interests. The alignment of those parties has to have drivers, but at the
same time it has also challenges. Investigations of drivers and challenges will facili-
tate better achievement of sustainable development goals. Alignment of organiza-
tional projects creates new opportunities in the market for those projects. The second
part of this research paper presents a conceptual model architecture. This model is
explaining inhibitors and reinforcements for having innovative projects. The model
shows that innovative projects have certain characteristics. The purpose of innova-
tive projects in this research is alignment and resources optimization for better sus-
tainability. The main goal of the research is providing an approach for best practice
of achieving sustainability among innovative projects.

Keywords Innovation ¢ Sustainable * Development * Alignment

Introduction

Innovations are the short-term monopoly providers. The best exit the company can
take to escape the sever competition is the innovation exit gate. The organization is
dominating its channels of distribution, new segments of customers, and patents for
a certain period of time that is enough to make a good profit. The market share is the
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goat of the fox in the market. Monopoly is having all the market profits for a certain
period of time. Repeating this monopoly is made by repeated successful commer-
cialized innovations. This study attempts to investigate the challenges and drivers
behind aligned innovations and how these innovations can serve the sustainable
development targets of the society. Many factors are interacting with each other to
achieve a successful aligned innovation. The manager, team, culture, level of trust,
and commitment to the new alignment are all important factors. The failure of the
innovation is commonly not because of the scarcity in ideas. It is usually because of
the mismanagement of those ideas. The environmental influences may represent a
barrier in front of the successful achievement. The more sub-ideas are involved in
the innovation, the more successful it will become. Capabilities are dynamic not
static. More dependency is on organic organizational structures rather than on
mechanistic structures for better innovations. High connectivity and knowledge
sharing are key factors for sustainable development innovations.

Innovation from a Project Management Perspective

Innovation is taking something new (Tidd, 2001) and living and breathing outside
the box (Nicholls & Branson, 1998). Innovation is the sign of competitiveness
(Bessant & Tidd, 2011), continuous improvement (Dulaimi & Kumaraswamy,
2000), and seeking differentiation (Harrison, Rouse, and Amabile 2014). In the
Romanian context, Tomescu, Bucurean, Abrudan, and Rosca (2004) found that the
organizational capacity to innovate depends on the quality of its human resources,
having a proactive management style, openness toward innovation by the manage-
ment team, a reward and recognition system, research infrastructure availability,
and the financial resources allocated for innovation. The customer is always of
greater value (Cardwell, 2013). The innovation’s ability to provide a higher value to
its customer is its price (Mayer, 2006). The goal of the innovation may suffer from
incompatibility (Dulaimi et al., 2005) which may cause a failure during the innova-
tion project management (Mayle, 2006). New projects in the market are made to
gain profits (Smith & Yousuf, 2012). The idea is that those projects’ originality of
innovations may lead to short-term monopoly in the marketplace. The expected
profit that may come to the organization before other competitors are able to imitate
its innovations is a case of market short-term monopoly. There is a link between the
innovation’s monopoly on one side and the need to the project, the problem this
project can solve, and the opportunities available in the market for this project on
the other side. Furthermore, the innovative organization is learning and searching
for new ideas (Dulaimi & Ang, 2009); the customer also is learning, searching, and
comparing among competitors (Jamali & Sidani, 2008). The organizational internal
role in tracking comparisons from the customer’s point of view is a rich source of
innovative ideas (Armstrong & Foley, 2003). Having customers play a role in
launching new innovations is important especially if those customers are represent-
ing different market segments. This enables the innovative organization to have its
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honest market ambassadors (Dulaimi et al., 2010). Having the highest quality, being
very fast, and being very cheap is a mixture that has inputs from internal customers
and external customers as well (Besterfields et al., 2011). Even if the mixture is
radically changing, assuring that it is the customer who is willing to buy motivates
the multifunctional team to maintain competitiveness. Even if this innovation
requires a radical change such that significant parts of the organization have to
change, the decision will be taken for better marketing positioning and for better
marketing differentiation (McCaffer & Edum-Fotwe, 2000). Scientists of innova-
tion are tracking the types of changes that happen in the market (Freeman & Capper,
2000). One example on those radical changes due to innovation is the innovation
made by Nokia. The company is changed dramatically in order to stay competitive.
It started in forest-cutting business and moved to paper, then to a “paperless office”
of IT, and finally to mobile phones (Dulaimi et al., 2010). New knowledge, new
technology, and competitors’ strategies are reasons for innovation discontinuity.
The speed of innovation is an important factor for facing those challenges (Mayle,
2006). Innovations always grow from something else that exists (Cardwell, 2013).
This is related to the available knowledge assets (Weir, Huggins, Schiuma, & Lerro,
2003). Originality of innovation is mainly the problem to be solved. It is where we
have to create new knowledge. In many cases the innovative solution of a certain
problem is only a change in the way of using something that already exists in the
market. Many innovations need supplementary sub-innovations to succeed. A new
idea will not grow unless new supplementary modifications are innovated to support
its success. Supplementary modifications come from stakeholders of the innovation
project, or they may come from thinkers who belong to different analogies (Freeman
& Capper, 2000). This interprets the fact that 60 % of R&D innovations are market
failures (Dulaimi et al., 2010). Innovations are shifting the multifunctional team
from the comfort zone to a new discomfort zone but not necessarily to more com-
plexity. New knowledge may lead to higher levels of simplicity (Smith & Yousuf,
2012). The innovation may take the form of replacing complexity by simplicity if it
is desired by the customer (Handy, 1999). The manager of the project has to move
the innovation through a quick gradual process of reducing the uncertainty and
increasing the commerciality by supporting the innovation with more sub-
innovations (Hargadon & Sutton, 2000), facilitations, feedback loops, and knowl-
edge sharing (Arumugam, Antony, & Kumar, 2013). This way of thinking will
balance the relationship between progressing with the risk of failure and stopping
with the risk of missing the opportunity (Dulaimi et al., 2010). The multifunctional
team’s job at gradual stages will be represented in providing different rephrasing of
the problems (Hofseted & Hofstede, 2004), solutions (Kotler & Schlesinger, 1979),
and the “know how” (Smith & Yousuf, 2012). This represents a process of new
knowledge creation. The alignment between the multifunctional team and the smart
customers will increase the commerciality of the product innovation (Andreeva &
Kianto, 2011). This is opposing the findings of Goldenberg in 1999 that showed that
newness to the firm is correlated with failure rather than success. Knowledge shar-
ing with customers plays a great role in avoiding failure sharing (Grey, 2014).
Project managers play the role of project champions when they take the decision to
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actively promote the progress of the innovation through its critical stages (Lane &
Lubatkin, 1998). Nam and Tatum in 1992 found that the ideas are available, but the
decision and the environmental influences are the controlling variables. The influ-
ence of the project manager on the important players in his/her project is a strategic
goal that enables the PM to succeed (McKenna, 2012). Innovations provide the
organization with the reputation of pioneers and the early learning curve benefits
(Brix & Lauridsen, 2012). The innovators can create barriers to the entry of new
competitors like design, patents, and standards (Cardwell, 2013). The innovators
can dominate the new supply and distribution networks (Dulaimi et al., 2010). The
conclusion is that there is a need to study the challenges and driving forces for hav-
ing innovative projects. It is also important that those projects work on innovations
continuously without harming environmental resources. The resources optimization
as well as better market opportunities can be better achieved by projects’ alignment.
The drivers and the challenges of alligned innovative projects are discussed in the
following lines.

Drivers and Challenges of Projects Alignment

This study assumes that one of the important drivers behind project alignment is the
buyer-seller relationship. Boeck and Fosso Wamba (2008) found that cooperation in
the supply chain is defined by the desire to make shared supply chain projects. The
relationship between the organization and its supplier must not be a win-lose rela-
tionship (Ergano et al., 2001). Both must work together cooperatively in a win-win
relationship style to fulfill the needs of the end user (Patterson et al., 2009). Even if
they want to innovate and introduce a new product to the end user, they must cooper-
ate to teach the end user the new need and to make sure that the needed supplies for
introducing this new innovation are available and under control (Schein, 2010). A
win-lose alignment will minimize the level of trust that represents one of the align-
ment drivers (Stelling et al., 2006). Even the length of the relationship among aligned
projects will be negatively affected by having a win-lose type of relationships. If
parties of alignment believe that the competitive position they have before alignment
will be improved after alignment, this will lead to synergy among them and will
enhance the success of this alignment. The researchers assume that the creation of
technological bridges among organizational projects will reinforce the optimization
of the benefits of organizational flows. This assumption matches with the findings of
Boeck and Fosso Wamba (2008). They mentioned that the digital economy links
will lead to a more competitive performance. As a conclusion researchers think that
performance competitiveness may represent one of the main criteria for measuring
the efficiency of project alignment. Each partner in the relationship wants to make
sure that the other partner will uphold obligations and will act in the best interest of
the other partner(s). This kind of relationship is known as the level of trust among
partners as found by Palmatier, Dant, Grewal, and Evans (2006). The level of trust is
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a driver if it is high enough among partners to go for the alignment choice.
Researchers assume that the organizational culture plays a great role in creating
higher levels of trust among partners. Another factor is the interaction between the
level of trust and the expectations of partners of the aligned projects. Projects are
built to fulfill a need, to solve a problem, or to make use of an opportunity. The
cooperation variable was defined by Palmatier et al. (2006) by the willingness to
undertake complementary actions to achieve mutual goals. Fulfillment of needs is an
example of projects’ goals. If the alignment took place among projects that have
homogeneous segments of customers’ needs, it will facilitate creating mutual trust
among aligned parties. In order to be able to reach that point, the aligned parties will
need an effective flow of information among parties. Loops of information sending
and receiving are one of the basic needs in achieving a mutual understanding of the
alignment. Building the aligned project structure will last as long as all parties are
cooperating to fulfill the customer’s needs. We always perform the marketing job in
order to build long strong relationships with customers; hence, we expect that the
alignment will not be able to build a long relationship with customers unless the
alignment itself is built for a long-term commitment among parties. However, there
are some projects that have short-term goals in certain markets as a marketing strat-
egy. We would say that the length of the relationship will largely depend on the type
of strategy used by the aligned projects. The mutual trust and benefits are positives
of the alignment. On the contrary Walter, Helfert, and Miiller (2000) found that there
are mutual sacrifices regarding all aspects of the relationship. Each party will com-
pare between the trade-off benefits and sacrifices of the alignment. If benefits are
expected to be larger than the expected alignment sacrifices, then the party will take
the alignment choice for a better competitive position. The researcher expects that
this will greatly depend on the power structure among parties. The interdependence
and the power imbalance play an important role in one party’s ability to influence the
other party to do or accept something it normally would not accept or do (Anderson
& Weitz, 1989). As such the criteria of the alignment success will depend on the
expectations of the dominant party in the first place (Gratton, 2007). Another factor
here is that the dominant culture of the new aligned projects will be more affected
by the party that has the higher level of power in the relationship. It is expected that
the party with less power will have more behavioral and organizational modifica-
tions to meet the needs of the other party (Brennan, Turnbull, & Wilson, 2003). If
the difference in the level of power between aligned parties is too big or too small,
then it will be expected to have dysfunctional conflicts in the aligned projects.
Keeping moderate levels of power difference will increase the functional conflict
rather than the dysfunctional one (Abousamra, 2002; Palmatier et al., 2006). Another
driver for alignment is that having new ideas from other specializations may lead to
a higher degree of novelty in the innovation which leads to better monopoly domi-
nance in the market at the beginning of launching the innovation. Remember the
case of thinking of producing artificial arms and legs for people who had lost their
arms or legs. The idea of having a new specialization that mixes between medicine
and engineering in what we call medical engineering specialization is a good



216 R.A. Samra and K. Shaalan

example on novelty of the innovation. The idea is that we have to get out of the
“specialization” box and merge our box with other “specializations” boxes in order
to find an innovation with a high degree of novelty. Co-creation of ideas will lead to
economies of scope (Mgller, 2008) by using similar processes to deliver a set of
innovations. The critical factor in the co-creation strategy is the matching relation-
ships between customers and suppliers. An important challenge is finding the align-
ment partner that has the acceptable level of trust between top managers, relatedness
of partner businesses, complementary resources, access to links with major common
buyers, reputation, sharing of financial risk, and access to a distribution channel. If
those aspects are available, then they may be transformed into drivers. The past
experience with the partner and the access to labor common culture are also chal-
lenges. A good, strong driver is knowledge sharing through technological tools. The
firm size of the partner also is a challenge. Hot spots also are drivers behind success-
ful alignment (they mean cooperative mindsetx boundary spanning xigniting pur-
pose x productive capacity) (Dulaimi et al., 2010; Hammuda & Dulaimi, 1996;
1997). An intellectual capital, emotional capital, and social capital are engaged in a
reinforcing cycle for alignments. Alignments between organizations and their proj-
ects are affected by both the clarity of roles and responsibilities of the participating
organizations and the governmental cross-boundary information sharing. The first
factor is affected by three variables: exercise of authority, diversity of participating
organizations and their goals, and past experiences. Scope management, cost man-
agement, and human resources management are challenges that hinder the success
of the project alignment.

Market Opportunities Created by Aligned Innovations

The marketing department is one of the drivers behind launching new innovations.
The literature revealed that the marketing department has soft tactics and hard tac-
tics for influencing the development of new products (Gima & Li, 2000). Soft tac-
tics may be represented in the information exchange with decision makers,
providing recommendations, requests, or taking the support from other departments
by forming coalitions. Hard tactics may include a legalistic plea, upward appeal,
and persistent pressure on the decision maker to start developing the innovation.
The influence of the marketing department was found to be moderately high (Tidd
& Bessant, 2013), and the use of soft tactics is more effective than the use of hard
tactics. It is obvious that the marketing department itself may need to make an
alignment with other departments to get the needed support (Ulrich & Eppinger,
2011). A previous research in the Chinese context found that there is interdepen-
dence between the marketing department and the R&D department in new product
development projects (Gima & Li, 2000). Innovations are related to higher market
shares and better profitability. It is also linked to retaining talented staff. Innovation
is leaving the comfort zones to other new uncertain zones (Microsoft and Apple on
TVs). To motivate the project staff to leave their comfort zones and to shift to the
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uncertain ones, there has to be some dynamic capabilities (Giittel & Konlechner,
2007). Guttel and Konlechner from Vienna found that dynamics are needed to gov-
ern the ratio between exploration (e.g., R&D and product development) and exploi-
tation (reengineering and replication). They found that there must be some cultural
and structural mechanisms to enable simultaneous exploration and exploitation. All
these aspects lead the researchers to consider the internal innovators as internal
customers for each other in a certain structure. This structure includes customers of
ideas and semi-finalized innovations. The customer-supplier internal relationships
enhance the feeling of self-worth and reinforce the innovation climate.

Contribution of Innovation in Achieving Sustainable
Development Goals

Sustainable development (“SD”) is about “making individual well-being rise over
time” (Dulaimi et al., 2010). The innovative ideas may be affected by the social
categorization within the innovation team. This categorization affects the use of
knowledge diversity within the team (Paletz & Schunn, 2010). In the Tehran Oil
Refinery Company, it was found that organizational trust affects the organizational
product innovativeness, process innovativeness, behavioral innovativeness, and
strategic innovativeness (Golipour, Jandaghi, Mirzaei, & Arbatan, 2011). Sustainable
development values are the same, but the conditions needed to achieve it are not the
same. Sustainable development is related to the ability to compete globally (Abu
Dhabi Executive Council Policy 2007-2008). Transparency, accountability, more
efficiency, more excellence, and competition for talents are all drivers for engage-
ment in sustainability innovations. Meeting the present needs without negatively
affecting the future needs is an equation that explains the importance of the engage-
ment in the SD innovations as soon as possible.

Sustainability management is the integrated and systematic management of economic, envi-
ronmental and social performance in a way that maximizes benefits for both the business
and stakeholders. (Dulaimi et al., 2010)

Innovations need knowledge, and SD needs a knowledge-based economy. The
governmental effort to reach a knowledge-sharing system is a chance to enable
innovations to achieve SD. Innovating new methods of resources optimization is a
form of SD. Mayle (2006) found that innovations are either customer driven or cri-
ses driven. This means that in both cases there are better life objectives coming
through the new project development (Iman Assalama, 2009).

Conceptual Model for Achieving Sustainability Innovations

Based on the literature review and critical analysis in the first part of this research,
researchers designed the following conceptual model for sustainability innovations
(Fig. 17.1).
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Fig. 17.1 Conceptual model of achieving sustainability innovations
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In this figure researchers show how innovation from project perspective is posi-
tioned among a group of factors. Some of those factors are drivers for alignment and
others are inhibitors. Then the figure shows how aligned innovations can lead sustain-
ability innovations. Sustainability innovations include having fulfilled needs without
harming the fulfillment of future needs. It also includes developing new methods to
build the needed contextual culture and to achieve a better life for future generations.

Conclusion

This paper conducted a critical review of the drivers and challenges of innovation
projects’ alignments. A challenge for having sustainable development-aligned inno-
vations is needed. This challenge may be the benchmark, the customer problems, or
a crisis. The driver for having a sustainable development-aligned innovation is also
needed. The driver may be represented by the availability of capabilities, an innova-
tion champion, an innovative climate, or a high-connectivity technology. The sup-
port of the top management and the government is essential for success. Managers
of projects must put the innovation as the sixth condition of the SMART goal. The
innovation is the green card to rapid profits’ achievement. Training on creative
thinking and building the human skills of innovation must be continuous and must
lead to a competitive advantage for the organization. Achieving this competitive
advantage on the level of the whole world must become the target of the organiza-
tion that wants to achieve sustainability and to survival. Researchers initiated a con-
ceptual model for their understanding of reinforcing and inhibiting factors affecting
the innovative alignment among project based-organizations.

We recommend that the sustainable development projects start with the align-
ment between the needs and the problems of customers. The kind of problem the
customer has determines the kind of needs she/he will feel. The alignment projects
between suppliers and their organizations and between those organizations and their
customers are great sources of sustainable development innovations. Furthermore
we recommend to take the common criteria that determine the drivers and chal-
lenges of alignment within the UAE and to measure their existence percentages in
different contexts of the country. This kind of research will facilitate removing the
barriers among different contexts in the future and establishing more successful
alignment innovations.

References

Abousamra, R. (2002) The relationship between the characteristics of intra-group conflict and the
levels of organizational conflict—Applied research on the Egyptian constructions sector
(Unpublished Master Thesis, Ein Shams Library).



220 R.A. Samra and K. Shaalan

Anderson, E., & Weitz, B. (1989). Determinants of continuity in conventional industrial channel
dyads. Marketing Science, 8(4), 310-323.

Andreeva, T., & Kianto, A. (2011). Knowledge processes, knowledge-intensity and innovation: A
moderated mediation analysis. Journal of Knowledge Management, 15(6), 1016-1034.

Armstrong, A., & Foley, P. (2003). Foundations for a learning organization: Organization learning
mechanisms. The Learning Organization, 10(2), 74-82. Emerald Group Publishing Ltd.

Arumugam, V., Antony, J., & Kumar, M. (2013). Production economics linking learning and
knowledge creation to project success in Six Sigma projects: An empirical investigation.
International Journal of Production Economics, 141(1), 388—402. Retrieved from http://doi.
org/10.1016/j.ijpe.2012.09.003.

Barnaba, V., Paroli, M., & Piconese, S. (2012). The ambiguity in immunology. Frontiers in
Immunology, 3. 10.3389/fimmu.2012.00018.

Bessant, J., & Tidd, J. (2011). Innovation and entrepreneurship (2nd ed.). Chichester: Wiley.

Besterfield, D. H., Besterfield-Michna, C., & Besterfield-Sacre, M. (2011). Total quality manage-
ment (3rd ed.). Delhi: Pearson Education India.

Boeck, H., & Fosso Wamba, S. (2008). RFID and buyer-seller relationships in the retail supply
chain. International Journal of Retail & Distribution Management, 36(6), 433—460.
10.1108/09590550810873929.

Brennan, D. R., Turnbull, P. W., & Wilson, D. T. (2003). Dyadic adaptation in business-to-business
markets. European Journal of Marketing, 37(11/12), 1636—1665.

Brix, J., & Lauridsen, K. M. (2012). Learning styles and organizational development in practice:
An exploratory study of how learning styles and individual learning strategies can facilitate
organizational development. International Journal of Innovation and Leaning, 12(2), 181.

Cardwell, D. (2013, January 22). LEDS emerge as popular green lights. New York Times. Retrieved
from www.nytimes.com/2013/01/22/business/leds-emerge-as-a-popular-green-lighting.html?
nl=todaysheadlines&emc=edit_th_20130122&_r=1&#x0026;

Chen, W. W., & Deo, R. S. (2006). The variance ratio statistic at large horizons. Econometric
Theory, 22(2). 10.1017/s0266466606060099.

Dulaimi, M. F., Alhashemi, M., Ling, F. Y. Y., & Kumaraswamy, M. (2010). The execution of
public—private partnership projects in the UAE. Construction Management and Economics,
28(4), 393-402. 10.1080/01446191003702492.

Dulaimi, M., & Ang, A. F. (2009). Elements of learning organisations in Singapore’s construction
industry. Emirates Journal for Engineering Research, 14(1), 83-92.

Dulaimi, M., & Kumaraswamy, M. (2000). Procuring for innovation: The integrating role of inno-
vation in construction procurement. In Proceedings of the Association of Researchers in
Construction Management, Glasgow, UK.

Dulaimi, M., Nepal, M., & Park, M. (2005). A hierarchical structural model of assessing innova-
tion and project performance. Construction Management and Economics, 23(6), 565-577.
Ergano, K., Duncan, A., Adie, A., Tedla, A., Woldewahid, G., Ayele, Z., etal. (2001). Implementation
challenges of innovation systems perspective in Fodder production in Ethiopia. Addis Ababa,

Ethiopia: International Livestock Research Institute.

Freeman, M. A., & Capper, J. M. (2000). Obstacles and opportunities for technological innovation
in business teaching and learning. International Journal of Management Education, 1, 37-47.

Gima, K., & Li, H. (2000). Marketing’s influence tactics in new product development: A study of
high technology firms in China. Journal of Product Innovation Management, 17, 451-470.

Golipour, R., Jandaghi, G., Mirzaei, T., & Arbatan, R. (2011). The impact of organizational trust
on innovativeness at the Tehran oil refinery company. African Journal of Business Management,
5(7), 2660-2667.

Gratton, L. (2007). Hot spots. Harlow: Pearson Education.

Grey, S. (2014, July). Unknown unknowns. Published under Enterprise risk management and ISO
31000, Project risk management and IEC 62198, Risk assessment. Retrieved July 2014, from
http://broadleaf.com.au/resource-material/unknown-unknowns/

Giittel, W., & Konlechner, S. W. (2007). Dynamic capabilities and competence obsolescence:
Empirical data from research-intensive firms. Learning Fusion. p. 357.


http://doi.org/10.1016/j.ijpe.2012.09.003
http://doi.org/10.1016/j.ijpe.2012.09.003
http://www.nytimes.com/2013/01/22/business/leds-emerge-as-a-popular-green-lighting.html?nl=todaysheadlines&emc=edit_th_20130122&_r=1&
http://www.nytimes.com/2013/01/22/business/leds-emerge-as-a-popular-green-lighting.html?nl=todaysheadlines&emc=edit_th_20130122&_r=1&
http://broadleaf.com.au/resource-material/unknown-unknowns/

17 A Conceptual Model of the Relationship Between Aligned Innovations... 221

Hammuda, 1., & Dulaimi, M. (1996). Empowering the organization: A comparative study of dif-
ferent approaches to empowerment. In CIB Beijing International Conference, China, 21-24
October.

Hammuda, I., & Dulaimi, M. (1997). The theory and application of empowerment: A comparative
study of the different approaches to empowerment in construction, service, and manufacturing
industries. International Journal of Project Management, 5(5), 289-296.

Handy, C. (1999). Understanding organizations (4th ed.). Oxford: Oxford University Press.

Hargadon, A., & Sutton, R. (2000, May/June). Building an innovation factory. HBR,
pp. 157-166.

Harrison, S., Rouse, E. D., & Amabile, T. M. (2014). Flipping the script: Creativity as an antecedent.
Academy of Management Proceedings, 2014(1), 10457-10457. 10.5465/ambpp.2014.
10457symposium.

Hofseted, G., & Hofstede, G. (2004). Cultures and organizations: Software of the mind. New York:
McGraw Hill.

Jamali, D., & Sidani, Y. (2008). Learning organizations: Diagnosis and measurement in a develop-
ing country context. The Learning Organization, 15(1), 58-74.

Lane, P. J., & Lubatkin, M. (1998). Relative absorptive capacity and inter-organizational learning.
Strategic Management Journal, 19, 461-477.

Mayer, M. (2006, May 17). License to pursue dreams. Stanford Technology Ventures Program/
Stanford School of Engineering. Retrieved June 20, 2012, from http://ecorner.stanford.edu/
author/marissa_mayer

Mayle, D. (2006). Innovation in practice. In J. Henry & D. Mayle (Eds.), Creativity, innovation
and change media book (pp. 33—38). Milton Keynes: Open University.

McCaffer, R., & Edum-Fotwe, F. T. (2000). Engineering and the future of construction. Industry:
Realities and emerging possibilities. In: Proceedings, 4th Asia-Pacific Structural Engineering
and Construction Conference (APSEC 2000), September 13-16, 2000, Kuala Lumpur
(pp- 33-40).

McKenna, E. (2012). Business psychology and organizational behavior: A student handbook (5th
ed.). Hove, England: Psychology Press.

Mgller, A. P. (2008). Interactions between interactions. Annals of the New York Academy of
Sciences, 1133(1), 180-186. 10.1196/annals.1438.007.

Nicholls, R. J., & Branson, J. (1998). Coastal resilience and planning for an uncertain future: An
introduction. The Geographical Journal, 164(3), 255. 10.2307/3060614.

Paletz, S. B. F., & Schunn, C. D. (2010). A social-cognitive framework of multidisciplinary team
innovation. Topics in Cognitive Science, 2(1), 73-95. 10.1111/j.1756-8765.2009.01029.x.
Palmatier, R. W., Dant, R. P., Grewal, D., & Evans, K. R. (2006). Factors influencing the effective-

ness of relationship marketing: A meta-analysis. Journal of Marketing, 70(4), 136—153.

Patterson, F., Kerrin, M., Gatto-Roissard, G., & Coan, P. (2009). Everyday innovation: How to
enhance innovative working in employees and organisations. London, UK: NESTA.

Schein, E. (2010). Organizational culture and leadership (4th ed.). San Francisco: Wiley.

Smith, A., & Yousuf, H. (2012, January 19). Kodak files for bankrupcy. CNNMoney. Retrieved
July 20, 2012, from http://money.cnn.com/2012/01/19/news/companies/kodak_bankruptcy/
index.htm?lid=EL

Stelling, A., Millar, J., Phengsavanh, P., & Stur, W. (2006). Establishing learning alliances between
extension organizations: Key learnings from Laos. Extension Farming Systems Journal, 5(1),
221-234.

Tidd, J. (2001). Innovation management in context: Environment, organization and performance.
International Journal of Management Reviews, 3(3), 169—183. 10.1111/1468-2370.00062.
Tidd, J., & Bessant, J. (2013). Managing innovation: Integrating technological, market and organ-

isational change (5th ed.). West Sussex, England: Wiley.

Tomescu, M., Bucurean, M., Abrudan, M., & Rosca, R. (2004). Ten key concepts and the success
of Romanian organizations (p. 120). Bucharest: University of Oradea CODECS Publishing
House.


http://ecorner.stanford.edu/author/marissa_mayer
http://ecorner.stanford.edu/author/marissa_mayer
http://money.cnn.com/2012/01/19/news/companies/kodak_bankruptcy/index.htm?Iid=EL
http://money.cnn.com/2012/01/19/news/companies/kodak_bankruptcy/index.htm?Iid=EL

222 R.A. Samra and K. Shaalan

Ulrich, K. T., & Eppinger, S. D. (2011). Product design and development (5th ed.). Boston:
McGraw Hill.

Walter, A., Helfert, G., & Miiller, T. A. (2000). The impact of satisfaction, trust, and relationship
value on commitment: Theoretical considerations and empirical results. Paper presented at the
16th IMP Conference, Bath.

Weir, M., Huggins, R., Schiuma, G., & Lerro, A. (2003). Valuing knowledge assets in renewable

energy SMEs: Some early evidence. Electronic Journal of Knowledge Management, 8(2),
225-234.



Chapter 18

Project Manager Roles in Software
Information Systems: Case Studies
from Jordan

Abdallah Qusef and Jalal Kiswani

Abstract In the traditional software development life cycle (SDLC), the project
management theory assumes the involvement of project manager in every phase of
the project with all parties. However, this will not be always possible because of the
variation of software projects based on the project size (small, medium, and enter-
prise), which affects the project constraints of cost, time, and scope. In this paper,
we take real-life case studies of successful projects in Jordan to be classified based
on many factors, and then, we define the responsibilities of the project managers in
every class based on those case studies.

Keywords Software project management ® Software development life cycle

Introduction

Many people and organizations today have a new interest in project management.
Until the 1980s, project management primarily focused on providing schedule and
resource data to top management in the military, computer, and construction indus-
tries. Project managers must strive not only to meet specific scope, time, cost, and
quality goals of projects, but must also facilitate the entire process to meet the needs
and expectations of people involved in project activities or affected by them.

Many of the theories and concepts of project management are not difficult to
understand. What is difficult is implementing them in various environments. Project
managers must consider many different issues when managing projects. In this short
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paper, we work on classifying software projects based on a proposed taxonomy,
which is more discussed in the following section. Every class was then character-
ized, its main constraints that affect the success of such class were identified, and an
appropriate case study for successful projects that matches the same level of the
project was selected. The next step was to study the selected case in terms of the best
approach of managing the project and how the responsibilities were set to project
managers to achieve the project goals. The rest of paper is organized as follows:
section “Proposed Classification of Software Projects” presents the proposed clas-
sification of software projects, while sections “Small-Size Projects”, “Medium-Size
Projects”, and “Enterprise-Size Projects” discuss the different project management
roles depending on proposed classification. Finally, section “Conclusion and Future
Work” summarizes our conclusions and future work.

Proposed Classification of Software Projects

Unlike projects in many other industries, IT projects can be very diverse. Some
involve a small number of people installing off-the-shelf hardware and associated
software. Others involve hundreds of people analyzing several organizations’ busi-
ness processes and then developing new software in a collaborative effort with users
to meet business needs. Because of the diversity of IT projects and the newness of
the field, it is important to develop and follow best practices in managing these
varied projects. That way, IT project managers will have a common starting point
and method to follow with every project (Mellisa & McGreogr, 2000); the authors
defined what makes a software project small based on four factors; the develop-
ment, organization’s size, quality attributes, and personnel interactions. Building on
this, Table 18.1 shows classification of software projects was based on: project
complexity, development organization size, quality attributes, personnel interac-
tion, and SDLC process, estimated lines of code, and project duration. In project
complexity, the main focus is on the complexity of the domain knowledge required.
For example, a project is said to be small when it does not require a domain special-
ist in the business analysis phase of the project. Rather, the analysis is conducted
through a traditional process with stakeholders or through a simple research.

Small-Size Projects

Based on the taxonomy in Table 18.1, the main characteristics of small-sized proj-
ects are the low need of domain knowledge, along with relatively short period of
project, and where the client budget is very limited. For this size of projects, we
select three case studies developed in Solid-Soft Company!, named Smart-UMS,
Smart-Sharia Audit, and Smart-Lottery. The scope of Smart-UMS is to integrate

"http://www.solidsoft.jo/LTR/products.xhtml
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Table 18.1 Proposed taxonomy of software projects

Criteria Small Medium Enterprise

Project complexity | Simple domain knowledge | Partial domain | Complex domain
required knowledge knowledge required

required

Quality attributes Less need and Not all quality | Mandatory need of all
involvement of quality attributes are quality attributes
attributes (such as always
reliability, security, and implemented
performance)

Personnel Informal communication Formal communication

interactions and shallow management and hierarchical
structure organization structure

SDLC process Informal and not full Formal and supported

with management
methodologies for the
development organization

Duration 2-5 months 6—12 months More than 1-3 years
Design and software | Simple Complex
architecture

Smart-UMS with the legacy registration system of Hiteen College (HC) in Amman-
Jordan to be able to produce all the required reporting ad data from the legacy sys-
tem and UMS through unified system. Smart-UMS was developed, implemented on
time and within the budget, and is running in production since March 2008. The
Smart-Sharia Audit is a web-based application that automates all the audit pro-
cesses to ensure that all the internal processes are complaint with the Islamic sharia
rules governed by the central banks of the countries applying sharia-audit rules.
This project has been designed and implemented in Jordan Dubai Islamic bank. The
last project (i.e., Smart-Lottery) is a prize draw management system that automates
the process of draws from the basic configurations to the detailed dynamic configu-
rations of official draws mainly for the banking industry. Smart-Lottery is currently
implemented in Oman Arab bank.

The main constraints for all above projects were budget and time and implemen-
tation issues. In particular, implementing the above systems using a full SDLC cycle
was impractical because it will increase the cost and duration. Thus, the solution
was to assign the project to a full-stack-developer, a technical person with extensive
experience in delivering full software solutions with minimal supervision from top
management and support from other senior team members. The full stack developer
is able to act in every phase of SDLC; however, the SLDC in such case was informal
and implemented only as required (e.g., the analysis phase was only about 20 %
without any official documentation of SRS or any other scope documents).

In this type of projects, the PM responsibilities almost based on project coordination
between the full-stack developer and the client, including visits and arrangements,
and there was no formal PM deliverables like project charters, project plans, status
reports ...etc. The coordination of the different phases through the project manage-
ment cycle ensures that all areas of the project come together to deliver the project
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to a successful conclusion. Based on these responsibilities of PM, this kind of proj-
ects doesn’t require long-expertise in PM, and Junior PM can do the job with mini-
mal super-vision from the management.

Medium-Size Projects

The main characteristic of such projects is complex scope, where most likely this
type of clients does not have exact requirements or scope of work, which creates gap
during the project execution. For this type of projects, we selected ETHIX-Net,?
which is E-Banking system owned by ITS (International Turnkey Solutions), a
company based in Kuwait with more than 1500 employees distributed on many
countries. In 2014, ITS decided to revamp the project to apply the latest standards
based on Java EE technologies; the main objective of the revamp projects is to be
fancy graphical user interface, with highly dynamic configuration and parameter-
ization along with unified development API’s and framework.

The main issues of ETHIX-Net project are requirements and architecture. The
lack of clear and detailed requirements and requirements gap will lead to expensive
cost of time and resources to recover the changes. The architecture is very critical
in ETHIX-Net project; it starts by choosing the right technology, architecture, and
design of the project; since the main issues with such project types are requirements
and architecture, the solution was to allocate an experienced functional consultant
in the project domain who was able to provide all the required details regarding the
scope, and the second action was to outsource an experienced architect to handle
the architecture, design complexity of the system, and to be the first adviser for the
technical team during the project development. Since this project was involving
many resources with different seniority levels with relatively medium duration for
project delivery (10 months), this project required a dedicated senior project man-
ager who was working with the teams on daily basis and was able to communicate
effectively with the other related departments, top management. Communication is
used to inform and educate the project stakeholders about the project objectives,
risks, assumptions, and constraints. Project managers in the role of communicators
take two functions: to gather information from project staff and other people
involved with the project; and distribute the information to stakeholders.

Enterprise-Size Projects

The main characteristics of this type of projects are time, huge team, and the com-
plexity of the application in terms of number of components and subsystems that
shall be integrated with each other in an effective way. For this type, the best to

2http://www.its.ws/EnUniversalBanking.cms
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approach is a countrywide solution, so we selected PS-ECC.? PS-ECC is the first of
kind country-wide image-based check-clearing solution that is currently imple-
mented in seven countries. ECC has been developed by Progress-Soft Company,
which is a Jordanian company that has been established since 1989 with focusing on
the image-based solutions for the banking industry.

The main issues of ECC were the working hierarchy and the work coordination
between different involved parties, along with creating unified working structure for
all the project components, with keeping the deliverables matching the scope which
may change in any time since this domain is highly coupled with the regulations of
high-level councils or boards. The development company has been able to address
these issues by creating a clear job-hierarchy and organization chart. In particular,
Progress-Soft established many departments like: design and architecture depart-
ment, quality assurance department, dedicated teams for the core development, and
dedicated team for the integration projects. In addition, the company implemented
a working mythology based on classical SDLC and agile processes and insured the
centralization of the project critical decisions by technical-lead architect and lead
project manager.

The role of lead project manager was to coordinate all the managerial activities
between all parties along with taking the critical decisions and the tough communi-
cations with the external parties to be able to achieve the project objectives. In par-
ticular, project manager transmits the information to the external environment, such
as the general public to gain support to the project.

Conclusion and Future Work

This paper explores an actual case study from Jordan in order to help the develop-
ment-organizations to select the best process and required resources to achieve proj-
ect goals. However, more case studies are needed to support the proposed
classification and more guidelines can be used as an input for modifying the current
standard processes in developing organizations.

Acknowledgment The authors would like to thank Dr. Muhanna Muhanna for his help and valu-
able ideas.
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Chapter 19
Divided We Fall: A Case Study of ERP

Implementation Failure in a Middle Eastern
Country

Mahmood Ali, Lloyd Miller, Shoaib Ahmed, and Salah Abunar

Abstract ERP system implementation allows organisations to integrate different
departments working in silos, while allowing them to have real-time business visi-
bility and access to centralised information. ERP implementation is fraught with
challenges and requires substantial resources and effort with no guarantee of suc-
cess. The study of ERP implementation is limited mostly to developed countries, but
the need for ERP implementation in developing countries is growing. However,
many organisations are reluctant to adopt ERP systems, due to lack of implementa-
tion experience and fear of a failed implementation. To improve our understanding
of what may lead to implementation failure in developing countries, this study
adopts a case study research methodology to investigate a failed ERP implementa-
tion in a Middle Eastern country, and the critical success factors (CSFs) which con-
tribute towards failure. The findings identify factors, including country and
organisational culture, lack of change management strategies, system choice, cus-
tomisation, and internal politics as contributing towards implementation failure.
This study provides insights into the role of CSFs in ERP implementation failure in
developing countries. The critical factors identified, appear to be correlated, mean-
ing changes in one factor, will have an impact on another. The study provides organ-
isational guidance for planning implementation strategy, based on the role of CSFs
during implementation. Further, by drawing on the findings, we relate how an organ-
isation can better utilise and prioritise CSFs to avoid a failed implementation.

Keywords ERP systems ¢ ERP implementation ¢ Middle East ¢ ERP failure
Critical factors
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Introduction

Enterprise resource planning (ERP) systems, integrate different operational processes
across an organisation, providing centralised information sharing, which could lead
to increased productivity and profitability. ERP systems have arguably become
essential for companies in order to gain competitive advantages, such as cost reduc-
tions, integration of operations and departments, business process improvements,
and increased effectiveness and competitiveness (Vlachos, 2006). These changes
may provide an organisation with valuable competitive advantages, particularly
where the competition has not adopted an ERP system (Yusuf, Gunasekaran, &
Abthorpe, 2004). Despite the benefits of ERP systems, implementation is known for
its complexities and frequent failures.

ERP systems have changed the way many organisations function. They are devel-
oped around best business practices, and require organisations to realign their business
processes around the new ERP system, which often proves challenging. These chal-
lenges are such, the literature reports that 66—70 % of ERP implementation projects in
developed countries failed to achieve all of their implementation goals (Carlo, 2002;
Ehie & Madsen, 2005; Lewis, 2001; Shores, 2005; Ward, Hemingway, & Daniel,
2005; Zabjek, 2009). The literature reviewed points to lack of research in the area of
ERP implementation failure in developed countries generally (Akkerman & Helden,
2002; Barker & Frolick, 2003; Gargeya & Brady, 2005; Scott & Vessey, 2000).
However, research on ERP implementation in developing countries, in the Middle
East in particular, is severely lacking. Several factors make the Middle East a unique
environment to study, the most important being Baker, Al-Gahtani, and Hubona
(2007) suggestion that findings from IT implementation (such as ERP systems) in
developed countries are not necessarily applicable to developing countries. Following
this suggestion, this study examines a failed ERP implementation in a Middle Eastern
country, in the context of the role of critical success factors. Besides addressing the
gap in knowledge, this research aims to identify and analyse factors, which require
consideration and careful planning to achieve successful ERP implementations.

This paper is organised as follows. First, a review of the literature on critical success
factors is carried out in section “Critical Success Factors”, followed by the organisa-
tion’s background in section “Organisational Case Study”. The decision to implement
ERP system is discussed in section “ERP System Selection”. ERP system implemen-
tation and challenges are presented in section “Oracle Implementation Teams”. It is
followed by a review of major critical factors contributing to failure in section
“Implementation Failure and Lessons Learned”, and explaining failure and lessons
learned in section “Conclusion”. Finally, some concluding thoughts are offered.

Critical Success Factors

According to Rockhart (1979), critical success factors (CSFs) are those key areas in
which favourable results are absolutely necessary for a business to successfully
compete. The process of identifying CSFs help to ensure those factors receive the



19 Divided We Fall: A Case Study of ERP Implementation Failure in a Middle... 231

Table 19.1 Somers and Nelson (2001) list of CSFs

1. Top management support 12. Dedicated resources

2. Project team competence 13.  Use of steering committee
3. Interdepartmental cooperation 14.  User training on software
4. Clear goals and objectives 15.  Education on new business processes
5. Project management 16. BPR

6. Interdepartmental communication 17.  Minimal customisation

7. Management of expectation 18. Architecture choices

8. Project champion 19. Change management

9. Vendors support 20. Partnership with vendors
10. Careful package selection 21. Use of vendors’ tool

11. Data analysis and conversion 22. Use of consultant

necessary attention required. Bradley (2008) states that in terms of ERP implemen-
tation, CSFs are those conditions that must be met in order for the implementation
process to occur successfully.

The Literature suggests that significant research in the areas of CSFs for ERP
implementation is required. Indeed, Bancroft, Seip, and Sprengel (1998) identify
CSFs for successful implementation as top management support, the presence of a
champion, good communications with stakeholders, effective project planning, re-
engineering business processes, and including a business analyst on the project
team. Similarly, Bingi, Sharma, and Godla (1999) identify CSFs they consider must
be understood to ensure implementation success, including top management com-
mitment, business process reengineering, integration, ERP consultant, implementa-
tion time and cost, ERP vendors, selecting right employees, and employee morale.
Following an extensive review of the literature and practitioners recommendations,
Somers and Nelson (2001) present a comprehensive taxonomy of CSFs for ERP
implementation (Table 19.1). Additionally, Nah, Lau, and Kuang (2001) and
Delgado (2006) classify CSFs according to each implementation phase and their
temporal importance across different stages of implementation. Adopting a holistic
approach, Umble, Haft, and Umble (2003) identified not only CSFs, but implemen-
tation procedures critical to successful implementations.

The literature on CSFs for ERP implementation is extensive. Due to the broad
nature of ERP, researchers have focussed on the different aspects of implementa-
tion. Despite the variation in the focus of researchers, there are certain CSFs that are
considered common and critical; irrespective of the implementation or implementa-
tion strategies. For the purpose of this research, we have adopt Somers and Nelson
(2001) list of CSFs as a reference for observing the role CSFs play in the implemen-
tation process. Although it is understandable that not all 21 CSFs will play a signifi-
cant role, a comprehensive list will cover the wider spectrum of implementation,
considering the lack of research in the area. While doing so, we hope to identify
additional unique CSFs, according to local culture and work ethics, which may
assist our further understanding of ERP implementation in developing countries.
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Organisational Case Study

Alpha Corporation (Alpha Corp) is a state-owned corporation situated in the oil-
rich Middle East. Established in the 1980s, Alpha Corp has diverse business inter-
ests, encompassing all aspects of the hydrocarbon industry, from onshore and
offshore upstream exploration, through to production and refining, marketing,
retailing, petrochemicals, and marine transportation. Alpha Corp has eight major
subsidiaries and employs more than 18,000 employees. Beta Corp, a major subsid-
iary of Alpha Corp, is responsible for oil refining and gas liquefaction, and the
marketing of petroleum products nationally through a chain of 119 filling stations.
It also operates three major refineries situated across the country.

ERP System Selection

Since its inception, Beta Corp has sought to expand its core operations. Being solely
responsible for the country’s national petroleum sector, Beta Corp demonstrates its
understanding of the need to stay abreast of new technology by constantly upgrad-
ing refinery operations. This was critical since more than two million barrels of
petroleum is refined daily, involving a significant number of workers, and constant
maintenance of refineries. This was achieved by the installation and implementation
of a variety of stand-alone IT hardware and software information systems. However,
these systems, working in silos, were unable to cope with the increasing organisa-
tional demand. As a result, the need for an advanced integrated centralised informa-
tion system, capable of assimilating and coordinating diverse operations taking
place at different locations soon became apparent. To overcome the absence of a
decentralised information system and lack of coordination, Beta Corp undertook a
review of ERP systems available on the market. Systems reviewed, included Oracle,
SAP, JD Edwards, and Baan. The review identified Oracle system version 11i, as
most suitable for the organisation.

Oracle is the world’s second largest ERP system developer with more than
65,000 customers. It offers applications of various sizes for several industries.
Oracle’s core applications include customer relationship management (CRM),
enterprise resource planning (ERP), financial management, human capital man-
agement, supply chain management, and transportation management. Oracle also
has several enterprise software product lines, which include Oracle Fusion
Applications, Oracle E-Business Suite, Peoplesoft Enterprise, and JD Edward
Enterprise One.

In the next section, the Oracle implementation team is discussed. It is followed
by the Oracle implementation methodology, Oracle implementation, and finally, the
factors contributing to implementation failure.
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Oracle Implementation Teams

Once Beta Corp management had decided on Oracle system, it engaged a well-
known and respected United Kingdom (UK)) consultancy firm as Project Management
Office (PMO). The UK PMO team consisted of one project manager and five mem-
bers with diverse implementation skills and experience to oversee the implementa-
tion. Following consultation with Beta Corp management, the (PMO) decided to
implement the ERP system in three phases. Phase one, Oracle Financial Module
with an HR backbone for payroll and HR administration would be implemented
immediately. However, phase two, Oracle Process Manufacturing (OPM), and
phase three, Oracle Time and Labour (OTL) modules implementation would follow
at a later date.

Shortly after appointing the UK PMO team, Beta Corp, without consultation or
explanation, appointed a second PMO team called Sigma Corp to manage the
overall project, including the UK PMO. This immediately caused conflict within
Beta Corp’s existing IT department, which felt the decision undermined its author-
ity, as it was responsible for new IT Implementation. The general feeling among
Beta Corp’s IT staff was that Sigma Corp was set up to pacify certain individuals
within the organisation and to create direct competition to Beta Corp IT department.
It was further observed that some staff members within Beta Corp’s steering com-
mittee were unhappy with a particular member of the Sigma Corp PMO team, who
whilst influential, was considered unapproachable and difficult to deal with.

As Sigma Corp had no ERP project management implementation skills or expe-
rience, in consultation with the UK PMO, it engaged the services of external con-
sultancy firm, ‘A’, giving it responsibility for implementation. Because of the scope
and size of the project, firm ‘A’ hired the services of consultancy firm ‘B’ to aid the
implementation (Fig. 19.1).

Oracle Implementation Methodology

Oracle system uses the Oracle Application Implementation Methodology (AIM)
consisting of the following seven-step procedure (Liu, Chen, & Romanowski,
2009):

1. Definition: set up the scope, target, and terminology of the project and plan the
information infrastructure and technique for reaching the target.

2. Operation analysis: provide training about standard system functions for key
users, analyse the demand and status quo of each division, and clarify the infor-
mation flows between business operations and application systems in order to
develop solution architecture.

3. Solution design: complete operation models to fulfil the organisation’s demand,
including business requirement mapping, gap analysis reports, start-up planning for



234 M. Ali et al.

Fig. 19.1 Organisation
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the application system, and operation process schedules; decide on interfaces for
demand processing, data conversion, scope of customisation, and scheduling.

4. Build: construct test environments for checking each function and build inter-
faces for demand processing, data conversion, and customised modules.

5. Documentation: produce reference manuals such as system configuration setup
documentation, system operation procedure manuals, and end user operation
manuals to support practical applications.

6. Transit: provide end users with training, operational tests, data preparation, and
system conversion in order to assist the organisation and to familiarise users with
the new working environment.

7. Production: convert to use of new systems; track the performance of the new
systems; initiate the follow-up programme.

Oracle Implementation

Working in conjunction with each other, consultancy firm ‘A’ and ‘B’ commenced
phase one of the ERP implementation project, the Oracle Financial Module.
However, due to lack of pre-planning, several major issues quickly immerged. The
first relating to the development of more than 120 new integration interfaces for the
new system. The high number due to integrating different systems with an older
distribution and control system (DCS) for refineries. In addition, issues resulting
from the number of processes to be implemented and quality of users arose. Users
lacked confidence even after undergoing several training sessions. However,
despite the delays caused by these issues, the Financial Module was successfully
implemented.
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Phase two of implementation saw firm ‘A’ and ‘B’ commence implementation of
the Oracle Payroll and Oracle Process Management (OPM) modules. Implementation
complexities were encountered immediately. Oracle Payroll is a complex module
with several business processes, such as overtime calculations, rewards, benefits,
compensation, and conditions of employment, etc. which complicated implementa-
tion. This complexity was further compounded as the consultants lacked the skills,
understanding, and experience required to implement a complex system such as
Oracle. In addition, as in the first phase, implementation encountered user resis-
tance, as there was a general feeling that users did not want the system to be
implemented.

Despite the known and unresolved implementation flaws in the new ERP system,
the consultants, as is normal practice during any implementation, initially con-
ducted several internal tests, which unsurprisingly, failed. Despite knowledge of this
unresolved failure, the consultants invited end users to a full system testing, which
was disastrous. This severely dented trust and confidence in the consultants and
organisational trust in the Oracle Payroll implementation.

After several additional failed testings, and pressure from Sigma Corp, the UK
PMO advised consultant firms ‘A’ and ‘B’ to find and resolve all outstanding imple-
mentation technical issues and perform rigorous inside testing before inviting users
back for final testing.

Following the PMO instructions to carry out additional test runs, consultants
firm ‘A’ and ‘B’ called Beta Corp managers and users to a final test run. This test run
highlighted several major flaws within the system, such as system instability, abso-
lute failure to give results, and lack of integration between different organisational
functions. To overcome these issues, the consultants suggested a parallel test run.
This suggestion was totally rejected by Beta Corp, who insisted on no further
changes to the planned cut-off date. After several more test runs and technical
changes, the consultancy firms persuaded Beta Corp to approve the system in the
current form. Once the PMOs started the cut over (shut down the old system, and
start to use the new system) and the payroll run, the ERP system completely failed
to produce any results. As a result of the total ERP system failure, the UK PMO
project manager was dismissed, and the consultants threatened with legal action.

The implementation failure negatively impacted the implementation of the next
OPM module. Due to the unsavoury experience with the Payroll module, Beta
Corp end users were hesitant to get involved with the implementation. They reluc-
tantly agreed to participate in the testing, however, even though the PMO offered a
smooth cut over, they totally rejected the system. The system was consequently
shelved and never implemented by Beta Corp. The performance of the project con-
sultants, and the project delays also impacted negatively on the PMO’s image, as
they failed to manage and complete the project as efficiently as their contracts
required them to do.

In the following section, we dissect the implementation process and analyse the
factors contributing towards failure.



236 M. Ali et al.
Critical Factors Contributing to Implementation Failure

1. Organisational politics
Organisational politics played a critical role in implementation failure.
Although there was an existing IT department responsible for IT implementa-
tion, a new PMO was engaged (Sigma Corp) to manage the implementation.
This undermined the role of Beta Corp’s existing IT department and created
animosity, with users not wholeheartedly accepting the existence of Sigma
Corp. In addition, there were personality clashes between Beta Corp and Sigma
Corp employees. It was also rumoured that Sigma Corp was trying to take over
the IT department and wanted implementation success under its name. All
these factors further complicated the implementation process.
2. Work inefficiencies
The implementation lacked interdepartment planning and coordination.
The scope of implementation required a well-planned strategy; however, no
strategy was put in place. The business blueprints developed by the consultants
for implementation were insufficient for the needs of a complex project. There
were gaps in the implementation process, which laid the foundation for future
implementation complications. Furthermore, end users had not been suffi-
ciently involved in the project, and therefore not educated about the benefits of
the new system, resulting in a lack of user motivation. Moreover, users were
generally observed working to cover their backs and save their job, and not
interested in the bigger goal of achieving implementation objectives.
3. Number of Interfaces
The interface is the languages and codes the applications use to communi-
cate with each other and the hardware. The number of interfaces can vary
depending on the nature of the new and existing systems. The scope of imple-
mentation, and the presence of the other systems, including the DSC, contrib-
uted towards a higher number of interface requirement during the
implementation. This created a dual impact on the implementation. First, extra
resources were diverted to develop the interfaces causing severe project delays,
and second, the interfaces between the different systems produced a series of
difficult to resolve integration issues.
4. Lack of user’s cooperation and involvement
Due to the undefined roles of departments, user’s involvement and coopera-
tion became difficult to secure. There was a total lack of team effort. Instead,
users were generally concerned with individual performance. In addition, the
lack of a user education strategy contributed significantly towards user’s lack of
empathy towards the new system. During the system testing phase, users were
initially reluctant to participate in the testing, and reluctant to offer opinions
and feedback about system performance. In fact, it was observed that users
were attempting to avoid using the system where possible.
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. System Selection

Implementation team members interviewed for this study expressed a com-
plete lack of confidence in Oracle systems. According to one IT specialists, in
terms of reliability and response time, Oracle is not a stable system in com-
parison to the other major ERP systems available on the market. Also, the
Oracle methodology is weak in terms of change management, which may be
the reason the implementation resulted in total chaos during implementation.

. Lack of Change Management Strategy

Interestingly, the change management aspect of implementation was com-
pletely overlooked. No single team was responsible for the creation and imple-
mentation of a change management strategy, although this was the responsibility
of Sigma Corp, as PMO. However, Sigma Corp failed to appreciate the impor-
tance of having a strategy in place, and attempted to resolve implementation
issues, as they aroused. In addition, there were no provisions to retrain, moti-
vate, recognise, and appreciate employees’ efforts.

. Business process reengineering

The common issue faced during any ERP enterprise system implementation
is the incompatibility of ERP processes with organisational businesses pro-
cesses. In order to fully benefit from a new system, it is essential that organisa-
tions restructure their business processes. In this case study, the implementation
team failed to develop a proper and adequate realignment strategy, which led to
system complexities and the need to customise the new system.

. Customisation

ERP systems come with standard business processes derived from best busi-
ness practices. It is therefore always advisable to implement ERP system in its
vanilla form or with minimal customisation. There are numerous examples in
the literature of failed implementations due to excessive customisation. In the
case of Beta Corp, the lack of business process reengineering meant that a sig-
nificant percentage of the new system had to be customised. Not only did this
cause time and cost overruns, but it also undermined the basic purpose of ERP
incorporating best business practices. This created further complexities for the
implementation team, which also contributed towards implementation failure.

. Selection of Consultants

The procedures for the selection of consultancy firm A and B are unclear.
There appears to have been little research into the ERP implementation track
record of consultancy firm A, which lacked staff with direct hands on experi-
ence in Oracle implementation, which should have been a prerequisite of the
contract. The consultant’s lack of implementation experience in a complex
Oracle system, including testing and gaining system approval, resulted in total
failure of Payroll module implementation which contributed significantly to
overall project failure.

Project management

Interestingly, two PMOs were engaged to carry out the Oracle implemen-

tation project. A UK PMO was initially hired to oversee and manage the
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implementation. Later, Sigma Corp was established to act as overall PMO for
implementation. Beta Corp had its own existing IT department, with respon-
sibility for implementing new IT solutions, and whose employees did not
welcome the new PMO team, as they felt it encroached on their existing IT
role. This situation was further aggravated by the head of Sigma Corp, who
Beta Corp’s IT department considered unapproachable, autocratic, and who
always wanted things to be done his way. This created circumstances where
the UK PMO struggled to effectively perform its role as project manager. In
addition, the UK PMO was constantly forced by Sigma Corp to get work
done, using any means necessary, and was constantly scrutinised and criti-
cised. When things went wrong, Sigma Corp would put the entire blame for
failure on the contractors, despite the UK PMO only carrying out the instruc-
tions given to it by Sigma Corp. The breakdown in the relationship between
Beta Corp and the UK PMO resulted in the termination of the UK PMO proj-
ect manager’s contract.
Culture

Local culture played an important role in the project failure. In the Middle
East, organisations tend to be centralised, and workers tend to be individualists,
with little concept of teamwork, and being able to see the bigger picture. The
head of Sigma Corp was an influential person, who kept all decision-making
firmly under his control. He wanted to take the credit for implementation suc-
cess, but in order to do so, needed to either take control of Beta Corp IT depart-
ment, or bypass it. A continuous power struggle between departments and
individuals had developed, with little consideration of the impact of this on
implementation.

A discussion explaining the ERP failure and lessons that could be learned is pre-

sented in the net section. While doing so, we refer to Somers and Nelson’s (2001)

CS

Fs, specifically those which are observed during the implementation and will

explain them in the context of this implementation with a supporting literature
review.

Implementation Failure and Lessons Learned

The Oracle ERP implementation reviewed in this study can be classified as a failure.
The primary reason for ERP implementation is to take organisational efficiency to
the next level, unlike the fiasco observed at Beta Corp. Whilst the major critical fac-
tors are identified in the previous section proved fatal at Beta Corp, they can be a
source of guidance for future successful implementations.

1.

Organisational politics

Organisational politics had a significant impact on the Oracle implementa-
tion outcome at Beta Corp. Organisational politics involves intentional acts of
influence to enhance or protect the self-interest of individuals or groups (Allen,
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Madison, Porter, Renwick, & Mayes, 1979; Kacmar & Ferris, 1993; Salin,
2003). Mintzberg (1985) classify organisational politics as informal, parochial,
and illegitimate behaviour, which is intended to displace legitimate behaviour.

This suggests that individual’s behaviour can be manipulative, subversive,
and an abuse of legitimate power. The implementation process discussed above
reveals such characteristics from individuals during the implementation. There
are several possible negative outcomes associated with organisational politics,
such as reduced organisational citizenship behaviour (Randall, Cropanzano,
Bormann, & Birjulin, 1999), reduced individual and organisational perfor-
mance (Vigoda, 2000), poor employee attitudes (Vigoda, 2000; Witt, Andrews,
& Kacmar, 2000), negligent and aggressive behaviour (Vigoda, 2000), with-
drawal behaviour (Poon, 2003; Vigoda, 2000), negative psychological states
(anxiety and job stress) (Poon, 2003).

Janssens, Sels, and Van den Brande (2003) suggest that presence of organ-
isational politics is a breach of contract, as it fails to provide the employee with
a workplace climate where individuals are treated with respect, dignity, and
equality. To overcome this, managers should provide employee support, not
only work related but also moral. Socioeconomics rewards could also play a
critical role. It is essential that employees feel that their interests are taken care
of, and that they work in an environment which believes in equal opportunity
without any coercion.

2. Work inefficiency

Work inefficiency could relate to the general approach to the implementa-
tion process, problem-solving, strategy formation, planning, and control. Any
implementation requires extensive preparations and involves the selection of an
implementation process. Since implementation in itself is complicated and
costly, lack of efficient planning could further complicate the implementation
process and push it over budget. In this case study, work efficiency was a by-
product of several factors such as lack of understanding of business processes,
inexperienced consultants, conflict of interest, lack of sense of ownership, lack
of coordination, and teamwork. These factors resulted in lower morale, indi-
vidualism, bottlenecks, and a lack of sense of purpose among team members
which directly impact the work efficiency.

3. Developing Interfaces

Interface development is a normal but critical part of ERP implementation.
An efficient way to implement ERP systems is to keep the process simple. A
good implementation attempts to keep the number of interfaces to a minimum.
However, due to the scope of implementation at Beta Corp, an extensive num-
ber of interfaces were required to interact with the vast IT system, resulting in
major complexities. The process of developing many interfaces can be time
consuming and divert financial and human resources away from other essential
processes. At Beta Corp, this situation could have been substantially reduced
by departments and individuals working together to develop a business pro-
cesses blueprint, and based on it, attempt to create the minimal number of
interfaces.
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Lack of user’s cooperation and involvement

An essential attribute for the success of any implementation requires an
organisational culture which stresses the value of shared common goals and
values of trust between the parties involved (Stefanou, 1999). Theref