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  Message from  the Editors   

 It is our pleasure to welcome all participants to the  International Conference on 
Leadership Innovation and Entrepreneurship (ICLIE’16)  held at Atlantis, The Palm 
Dubai, United Arab Emirates, on April 20–22, 2016. ICLIE’16 is organized by the 
Canadian University Dubai and sponsored by Huawei, Air Canada, and our publish-
ing partner Springer. 

 As His Highness Sheikh Mohammed bin Rashid Al Maktoum, vice-president 
and prime minister of the UAE and ruler of Dubai, has said, “The competitiveness 
race demands a constant fl ow of new ideas, as well as innovative leadership using 
different methods and tools to direct the change.” 

 The 3-day conference will bring together researchers, practitioners, and policy 
makers to debate on the emerging challenges and long-term solutions to some of the 
key technological, innovative, and sustainability challenges arising in the globalized 
economy. World-renowned scholars and leaders in the fi eld will address the UAE 
youth, government and industry representatives, and more than 150 expected dele-
gates from around the globe. We are also engaging the UAE youth across the coun-
try to participate in this conference and sponsoring the top 10 entrants from UAE 
high schools in order for them to showcase their innovative projects to an interna-
tional audience and as a way to foster and nurture the domestic youth entrepreneur-
ial spirit in line with the vision and initiatives of HH Sheikh Mohammed bin Rashid 
Establishment for Young Business Leaders (YBL). 

 We are honored to welcome His Excellency Tun Dr. Mahathir Mohamad, former 
prime minister of Malaysia, who will share his insights on the role of leadership as 
a driving force for the global economy. On the subject of innovation, we will hear 
from Mr. David Wang, CEO of Huawei UAE, who will discuss the role of innova-
tion in building a better connected tomorrow. The enterprise agenda will be 
addressed by Professor Benoit Montreuil of Georgia Tech Institute, and Dr. Margaret 
Dalziel of the University of Waterloo will discuss the challenges of logistics in a 
globalized business environment and the direction of entrepreneurship policy. 

 The call for papers of ICLIE’16 attracted 170 paper submissions from 36 coun-
tries all over the world. To ensure a high conference standard, each paper was sent 
to three reviewers. After a rigorous process based on the recommendations of the 



vi

TPC members, only 88 papers were accepted, of which 72 are published. The 
selected papers illustrate the state-of-the-art current discussions and development 
trends in the areas covered by the fi ve tracks of the conference. 

 We are grateful to the Canadian University Dubai for hosting this conference. 
Also, we would like to express our thanks to the program committee, external 
reviewers, and the organizing committee for their wonderful work. We are grateful 
to Huawei and Air Canada for their sponsorship. Finally, we would like to thank all 
the participants of ICLIE’16.  

  Thunder Bay, ON, Canada     Rachid     Benlamri    
 New York, NY, USA      Michael     Sparer    
  April 2016 

Message from the Editors



vii

  Contents 

   Part I Technology, Innovation, and Sustainability   

    1     Modelling Technology Transfer in Green IT 
with Multi-Agent System ........................................................................  3   
    Christina   Herzog    ,     Jean-Marc   Pierson    , and     Laurent   Lefèvre     

    2     Application Offloading Using Data Aggregation 
in Mobile Cloud Computing Environment ...........................................  17   
    Raj   Kumari    ,     Sakshi   Kaushal    , and     Roopali    

     3     Living Labs (LILA): An Innovative Paradigm for Community 
Development—Project of “XploR” Cane for the Blind .......................  31   
    Asim   Majeed    ,     Rehan   Bhana    ,     Anwar   Ul   Haq    ,     Hanifa   Shah    , 
    Mike- Lloyd   Williams    , and     Andy   Till     

    4     Regenerator losses in a Free Piston Stirling Engine ............................  47   
    Ayodeji   Sowale     and     Sarah   Odofi n     

    5     Adopting Business Analytics to Leverage Enterprise Data Assets .....  57   
    Mohamed   Djerdjouri     and     Abdelghani   Mehailia    

     6     Enterprise Architecture for Innovation Realization 
and Sustainability....................................................................................  69   
    Stuart   Anderson    

     7     Developing Medical Record for Follow-Up of Wet 
Age-Related Macular Degeneration ......................................................  77   
    Timo   Korhonen    

     8     Mobile Computing in the Construction Industry: 
Main Challenges and Solutions..............................................................  85   
    M.   Silverio    ,     S.   Renukappa    ,     S.   Suresh    , and     A.   Donastorg    



viii

     9     Mapping Business-Aligned IT Perspective Patterns: 
A Practice in Public Service Organization ............................................  101   
    Dian   Indrayani   Jambari     and     Siti   Suhaila   Abdul   Hamid    

     10     An Approach Towards Assessing Effective IT Governance 
Setting: Malaysia Public Sector Case Study .........................................  111   
    Mohammed   Alaa   H.   Altemimi     and     Mohamad   Shanudin   Zakaria    

     11     Implementing a Mass Customization Business Model 
in the Health Industry ............................................................................  131   
    Marc   Poulin    

     12     Genetic Algorithm Systems for Wind Turbine Management ..............  141   
    Sarah   Odofi n     and     Ayodeji   Sowale    

     13     Qualitative and Quantitative Study on Videotaped Data 
for Fire Emergency Response ................................................................  149   
    Vimala Nunavath, Andreas Prinz, and Tina Comes    

     14     AIbot: Do Virtual Worlds Strengthen the Credibility 
of Artificially Intelligent Bots? ...............................................................  159   
    Sharefa   Murad    ,     Ignazio   Passero    ,     Rita   Francese    , and     Genoveffa   Tortora    

     15     Implementation of Hybrid Artificial Intelligence Technique 
to Detect Covert Channels Attack in New Generation 
Internet Protocol IPv6 ............................................................................  173   
    Abdulrahman   Salih    ,     Xiaoqi   Ma    , and     Evtim   Peytchev    

     16     What Is and How to Develop Sustainable Innovation? .......................  191   
    Stig   Ottosson    ,     Anastasiia   Moldavska    ,     Olga   Ogorodnyk    , and     Torbjørn  
 Skogsrød    

     17     A Conceptual Model of the Relationship Between Aligned 
Innovations and Sustainable Development for Project-Based 
Organizations ..........................................................................................  211   
    Rasha   Abou   Samra     and     Khaled   Shaalan    

     18     Project Manager Roles in Software Information Systems: 
Case Studies from Jordan ......................................................................  223   
    Abdallah   Qusef     and     Jalal   Kiswani    

     19     Divided We Fall: A Case Study of ERP Implementation 
Failure in a Middle Eastern Country ....................................................  229   
    Mahmood   Ali    ,     Lloyd   Miller    ,     Shoaib   Ahmed    , and     Salah   Abunar    

     20     Embracing Off-Grid Communities in Rural Bangladesh 
to Promote Sustainable Living ...............................................................  247   
    Muhammad   Hassan   Bin   Afzal    

Contents



ix

     21     The Role of Organisational Commitment, Leadership Style, 
Strategic Human Resources Practices and Job Satisfaction 
Towards Sustainable Tourism Industry: Comparative Study 
in the UAE and Malaysia .......................................................................  255   
    Zainal   Abu   Zarim    ,     Osman   Mohamad    ,     Muhammad   Sabbir   Rahman    , 
    Hafi zah   Omar   Zaki    ,     Rommel   Pilapil Sergio    , and     Diana   J. Haladay    

     22     The Role of Leaders on Creating Creative Climate 
That Stimulates Creativity and Innovation in the Workplace 
(Ongoing Research).................................................................................  269   
    Gasim   Abdelrahman     and     Ola   ALZawati    

     23     Building the Responsible Leader in Universities: 
An Integrated Model ...............................................................................  275   
    Mireille   Chidiac   El   Hajj    ,     Richard   Abou   Moussa    , and     May   Chidiac    

     24     On the Analysis of Cyber Physical Systems ..........................................  297   
    Abdullah   Abu   Omar    ,     Amjad   Gawanmeh    , and     Alain   April    

     25     Innovative Marketing in the Health Industry ......................................  303   
    Zahra Ladha Jiwani       and     Marc   Poulin    

     26     Effect of Power Saving Techniques on the Quality of VoIP ................  317   
    Mohammad   Adnan   Alakhras    

     27     Cultural Business Intelligence in Management ....................................  327   
    Nadine   Sinno    

     28     Is the Avalanche of E-learning Coming to the UAE? ..........................  335   
    Dennis   Lee    ,     Elissar   Toufaily    , and     Tatiana   Zalan    

     29     Facilitating Conditions and Cost in Determining M-Commerce 
Acceptance in Jordan: Initial Findings .................................................  345   
    Ghassan   Alnajjar    

     30     Auditing and Comparing Innovation Management Capability 
in the Municipal Field: A Case Study ....................................................  353   
    Ola   AlZawati    ,     Abeer   AlAli    , and     Gasim   Abdelrahman    

     31     Sustainable Development of Rural Communities in Bangladesh 
by Integrating Mobile Internet and Agent Banking Technology ........  361   
    Muhammad   Hassan   Bin   Afzal     

   Part II Contemporary Leadership and Management   

    32     Clustering Countries According to Their Cultural Proximity 
and Similarity ..........................................................................................  373   
    Angelika   C.   Dankert    ,     Hamoud   Dekkiche    ,     Said   Baadel    , 
and     Stefane   Kabene    

Contents



x

     33     Human Resources Management Skills Needed by Organizations......  395   
    Maria   José   Sousa    

     34     A Case for Strategic Management in Higher Education in India .......  403   
    Sahil   Sawhney    ,     Ankur   Gupta    , and     Kulwant   Kumar    

     35     The Effect of International Accounting Standards 
on Management Behavior: A Study on Earnings Management 
Behavior in Countries with High Investor Protection .........................  411   
    Benno   Feldmann     and     Tiet   Khanh   Le    

     36     Intercultural Competencies for Career Advancement: 
A Comparative Study of Managerial Competencies 
in United Arab Emirates and Malaysia ................................................  423   
    Diana   J.   Haladay    ,     Rommel   Pilapil   Sergio    ,     Ahmed   M.   Makki    , 
    Zainal   Abu   Zarim    , and     Mohd   Nor   Ismail    

     37     Managerial Recruitment Issues in China: The Expatriate Factor .....  431   
    Stefane   Kabene    ,     Said   Baadel    , and     Angelika C.   Dankert    

     38     Human Resource Management Practices: A Case 
of Telecommunication Company in the United Arab Emirates ..........  437   
    Rommel   Pilapil   Sergio    ,     Louis   Jos   Moyalan    ,     Hadi   Ramadan   Al-Ali    , 
and     Mana   Mohammed   Al   Bannai    

     39     Knowledge Management Practices in Saudi Arabian Public 
Sector Organisations: A Case of the Ministry of Justice .....................  445   
    A.   Khaled    ,     S.   Renukappa    ,     S.   Suresh    , and     A.   Saeed    

     40     Leadership Types in the Middle Eastern Context ................................  461   
    Wael   S.   Zaraket     and     Ali   H.   Halawi    

     41     Women on Corporate Boards: The New Zealand Perspective ...........  473   
    Rizwan   Tahir    

     42     The Effects of Age on Job Crafting: Exploring the Motivations 
and Behavior of Younger and Older Employees in Job Crafting .......  485   
    Sabrine   El   Baroudi     and     Svetlana   N.   Khapova     

    43     A Simulative Comparison of Output Commercial Value, 
Employment, and Pollution Levels between a Chemical Cluster 
and a Standalone Aluminum Smelting Plant........................................  507   
    Andri   Ottesen     and     Faidon   Theofanides     

    44     Is Spiritual Tourism an Innovation in Tourism 
for India and Pakistan? ..........................................................................  519   
    Farooq   Haq     and     Anita   Medhekar    

     45     Business-to-Business Buyer–Seller Interactions: Personality 
and Transformational Leadership Theories’ Perspective ...................  531   
    Pia   Hautamäki    

Contents



xi

     46     Educational Tourism in Dubai: The Global Higher Education 
Hub Across Culture ................................................................................  543   
    D.  F.   Antiado    ,     F.  G.   Castillo    , and     M.  I.   Tawadrous     

    47     Principals’ Creative Leadership Practices and School 
Effectiveness ............................................................................................  553   
    Keetanjaly   Arivayagan     and     Zaidatol Akmaliah   Lope Pihie     

   Part III International Entrepreneurship and Small Business   

    48     Family Entrepreneurial Teams Under the TPB Lens ..........................  571   
    Rima   M.   Bizri    

     49     The Government’s Role in the Importance of Entrepreneurship 
Education Amongst University Students in Malaysia .........................  579   
    Hanim   Kamaruddin    ,     Norasmah   Othman    ,     Rosilah   Hassan    , 
    Wan   Mimi   Diyana   Wan   Zaki    , and     Sarmila   Md   Sum    

     50     Motivation, Voices, and Visions of Women Entrepreneurs 
in the UAE ...............................................................................................  589   
    Norita   Ahmad    ,     Fatima   Al-Mazrouee    , and     Mariela   Ranova-Fredrick    

     51     Weathering the Storm: Financial Variable as a Key Influence 
to Entrepreneurial Venture Survival Over Time in Canada ...............  599   
    Said   Baadel     and     Stefane   Kabene    

     52     Work Motivation in Temporary Organizations: 
A Review of Literature Grounded in Job Design Perspective ............  609   
    Ravikiran   Dwivedula    ,     Christophe   N.   Bredillet    , and     Ralf   Müller    

     53     Demand and Supply Firms’ Interlock: A Youth-Based 
Entrepreneurial Initiative ......................................................................  619   
    Zaid   O.   Al   Rayes     and     Hayaa M. Azzam Kayiaseh      

     54     A Web-Based Benchmarking Tool and Database for SMEs: 
Research in Progress ...............................................................................  631   
    Norita   Ahmad    ,     Fariedah   Maarof    ,     Elgilani Eltahir Elshareif    , 
and     Jade   Opulencia    

     55     Analysis of Start-Up Ecosystems in Germany and in the USA ..........  639   
    Richard   C.   Geibel     and     Meghana   Manickam    

     56     Zero-Debt Start-Up in Capital-Intensive Solar Industry: 
A Case Study on Rays Experts ...............................................................  651   
    Nishtha   Gupta    ,     Monika   Singla    , and     Udit   Agrawal    

     57     Personality Trait and Innovation Performance 
of Micro and Small Enterprises .............................................................  663   
    Shukurat   Moronke   Bello    

Contents



xii

     58     Development Prospects for Franchising in Southeast Asia: 
A Review and Outlook ............................................................................  671   
    Marko   Grünhagen     and     Andrew   Terry    

     59     Entrepreneurship Education in UKM: Essential Skills 
for First-Year Students ...........................................................................  675   
    Rosilah   Hassan    ,     Wan   Mimi   Diyana   Wan   Zaki    ,     Hanim   Kamaruddin    , 
    Norasmah   Othman    ,     Sarmila   Md   Sum    , and     Zulkifl i Mohamad      

     60     The Relationship Between Conflict Management 
and Job Performance ..............................................................................  687   
    Mohd   Yunus   Majid     and     Fariedah   Maarof     

   Part IV New Trends in Global Economics, Finance, and Management   

    61     Volatility Persistence and Shock Absorption Capacity 
of the Malaysian Stock Market ..............................................................  699   
    Elgilani   Eltahir   Elshareif     and     Muhammed   Kabir    

     62     Augmented Reality: Uses and Future Considerations 
in Marketing ............................................................................................  705   
    Saifeddin   Alimamy    ,     Kenneth   R.   Deans    , and     Juergen   Gnoth    

     63     Business Cycle Forecasts and Futures Volatility ..................................  713   
    Hanene   Belhaj     and     Dorra   Larbi    

     64     Relationship Between Working Capital Management 
and Profitability: A Case of Tabreed 
(National Central Cooling Company PJSC) .........................................  721   
    R.   Venkatachalam    

     65     Information Systems Strategies to Reduce Financial Corruption .....  731   
    Ali   Abdulbaqi   Ameen     and     Kamsuriah   Ahmad    

     66     Cross-Market Price Mechanism Between the US Copper 
Futures Market and a Newly Proposed Chinese Dollar Index ...........  741   
    Ikhlaas   Gurrib    

     67     The Assessment of the Global Financial Crisis 
on Dubai Financial Market Performance .............................................  749   
    Ahmed   K.   Al   Jarouf    ,     Mohammed   Al   Mansoori    ,     Suzan   Nooraddin    , 
and     Elgilani   Eltahir   Elshareif    

     68     Internal Rate of Return (IRR): A New Proposed Approach ...............  761   
    Murad   Mohammed   Mujahed     and     Elgilani   Eltahir   Elshareif    

     69     Quantitative Risk Analysis for International Project 
Management and Programs in an Emerging Economy ......................  769   
    Chris   I.   Enyinda     

Contents



xiii

   Part V Islamic Banking and Finance   

    70      Musharakah  Financing as Addressed in IFSB Standard: 
A Regulatory Perspective .......................................................................  783   
    Abdussalam   Ismail   Onagun    

     71     Performance Measurement of KMI 30 and KSE 30 Index 
in Karachi Stock Exchange ....................................................................  795   
    Ali   Salman    

     72     The Challenges and Opportunities of Islamic Banking 
in Lebanon ...............................................................................................  809   
    Jamil   Hammoud     

Contents



xv

  Contributors 

     Gasim     Abdelrahman       Department of Industrial Engineering and Engineering 
Management ,  University of Sharjah  ,  Sharjah ,  United Arab Emirates     

      Salah     Abunar       College of Business Administration, University of Business and 
Technology  ,  Jeddah ,  Saudi Arabia     

      Muhammad     Hassan     Bin     Afzal       Electrical and Electronic Engineering Department , 
 Primeasia University  ,  Dhaka ,  Bangladesh   

  Faculty of Business Studies (FBS) ,  University of Dhaka (DU)  ,  Dhaka ,  Bangladesh     

      Udit     Agrawal       Indian Institute of Technology Delhi  ,  Hauz Khas ,  New Delhi ,  India     

      Kamsuriah     Ahmad       Faculty of Information Science and Technology ,  Universiti 
Kebangsaan Malaysia  ,  Bangi ,  Selangor ,  Malaysia     

      Norita     Ahmad       American University of Sharjah  ,  Sharjah ,  United Arab Emirates     

      Shoaib     Ahmed       College of Business Administration, University of Business and 
Technology  ,  Jeddah ,  Saudi Arabia     

      Mohammad     Adnan     Alakhras       School of Engineering and Network Technology, 
Canadian University of Dubai  ,  Dubai ,  United Arab Emirates     

      Abeer     AlAli       Department of Industrial Engineering and Engineering Management , 
 University of Sharjah  ,  Sharjah ,  United Arab Emirates     

      Hadi     Ramadan     Al-Ali       Canadian University of Dubai  ,  Dubai ,  United Arab 
Emirates     

      Mahmood     Ali       College of Business Administration, University of Business and 
Technology  ,  Jeddah ,  Saudi Arabia     

      Saifeddin     Alimamy       University of Otago  ,  Dunedin ,  New Zealand     

      Fatima     Al-Mazrouee       American University of Sharjah  ,  Sharjah ,  United Arab 
Emirates     



xvi

      Ghassan     Alnajjar       Information Technology Department ,  Al Khawarizmi 
International College  ,  Al Ain ,  United Arab Emirates     

      Mohammed     Alaa     H.     Altemimi       Management Information System Department, 
Faculty of Information Science and Technology ,  Universiti Kebangsaan Malaysia  , 
 Bangi ,  Selangor ,  Malaysia     

      Ola     AlZawati       Department of Industrial Engineering and Engineering Management , 
 University of Sharjah  ,  Sharjah ,  United Arab Emirates     

    Hayaa M. Azzam Kayiaseh         American University of Sharjah  ,  Sharjah ,  United 
Arab Emirates     

      Ali     Abdulbaqi     Ameen       Faculty of Information Science and Technology ,  Universiti 
Kebangsaan Malaysia  ,  Bangi ,  Selangor ,  Malaysia     

      Stuart     Anderson       ARTeFACT Business Transformation INC.  ,  Oakville ,  ON ,  Canada     

      D.  F.     Antiado       College of Arts and Sciences, University of Modern Sciences  ,  Dubai , 
 United Arab Emirates     

      Alain     April       Department of Software Engineering ,  Universite du Quebec, Ecole de 
Technologie Superieure  ,  Montreal ,  QC ,  Canada     

      Keetanjaly     Arivayagan       University Putra Malaysia  ,  Serdang ,  Selangor ,  Malaysia     

      Said     Baadel       Canadian University of Dubai  ,  Dubai ,  United Arab Emirates   

  University of Huddersfi eld  ,  Huddersfi eld ,  UK     

      Mana     Mohammed     Al     Bannai       Canadian University of Dubai  ,  Dubai ,  United Arab 
Emirates     

      Sabrine     El     Baroudi       Canadian University of Dubai  ,  Dubai ,  United Arab Emirates     

      Hanene     Belhaj       Department of Economics and Finance ,  School of Business 
Administration, Canadian University in Dubai  ,  Dubai ,  UAE     

      Shukurat     Moronke     Bello       Department of Business Administration and 
Entrepreneurship ,  Bayero University Kano  ,  Kano ,  Nigeria     

      Rehan     Bhana       School of Computing and Digital Technology, Birmingham City 
University  ,  Birmingham ,  UK     

      Rima     M.     Bizri  ,   Ph.D.       Management and Marketing Studies Department ,  College 
of Business Administration, Rafi k Hariri University  ,  Meshref ,  Lebanon     

      Christophe     N.     Bredillet       Université du Québec à Trois-Rivières  ,  Troi-Rivières , 
 QC ,  Canada     

      F.  G.     Castillo       Human Resource Management Program, School of Business 
Administration, Canadian University Dubai  ,  Dubai ,  United Arab Emirates     

      May     Chidiac           Faculty of Humanities, Department of Media studies ,  Notre Dame 
University—Louaize  ,  Zouk Mosbeh ,  Lebanon     

Contributors



xvii

    Tina Comes         Department of Information and Communication Technology, CIEM, 
University of Agder, Grimstad, Norway        

      Angelika     C.     Dankert       Hochschule Aschaffenburg  ,  Aschaffenburg ,  Germany

           Kenneth     R.     Deans       La Rochelle Business School  ,  La Rochelle ,  France     

      Hamoud     Dekkiche       Canadian University of Dubai  ,  Dubai ,  United Arab Emirates     

      Mohamed     Djerdjouri       School of Business and Economics, State University of 
New York at Plattsburgh  ,  Plattsburgh ,  NY ,  USA     

      A.     Donastorg       Faculty of Science and Engineering ,  University of Wolverhampton  , 
 Wolverhampton ,  UK     

      Ravikiran     Dwivedula       Associate Professor, American College of Dubai, Al 
Garhoud, Dubai, UAE

Adjunct Professor, Université du Québec à Trois-Rivières, Troi-Rivières, QC, 
Canada         

      Elgilani     Eltahir     Elshareif       Canadian University of Dubai  ,  Dubai ,  United Arab 
Emirates     

      Chris     I.     Enyinda       Department of Marketing and International Business ,  School of 
Business Administration, Canadian University Dubai  ,  Dubai ,  UAE     

      Benno     Feldmann       International Business Department ,  University of Applied 
Sciences Worms  ,  Worms ,  Germany     

      Rita     Francese       Dipartimento di Matematica e Informatica ,  Università degli Studi 
di Salerno  ,  Fisciano ,  Italy     

      Amjad     Gawanmeh       Department of Electrical and Computer Engineering , 
 Concordia University  ,  Montreal ,  QC, Canada   

  Department of Electrical and Computer Engineering ,  Khalifa University  ,  Abu Dhabi , 
 UAE     

      Richard     C.     Geibel       Fresenius University of Applied Sciences  ,  Cologne ,  Germany     

      Juergen     Gnoth       University of Otago  ,  Dunedin ,  New Zealand     

      Marko     Grünhagen       Eastern Illinois University  ,  Charleston ,  IL ,  USA     

      Ankur     Gupta       Model Institute of Engineering and Technology  ,  Jammu ,  Jammu 
and Kashmir ,  India     

      Nishtha     Gupta       Indian Institute of Technology Delhi  ,  Hauz Khas ,  New Delhi , 
 India     

      Ikhlaas     Gurrib       Canadian University of Dubai, School of Graduate Studies  ,  Dubai , 
 United Arab Emirates     

      Mireille     Chidiac     El     Hajj           Faculty of Economics and Business Administration, 
Department of Management ,  The Lebanese University  ,  Beirut ,  Lebanon     

Contributors



xviii

      Diana     J.     Haladay       Canadian University of Dubai  ,  Dubai ,  United Arab Emirates     

      Ali     H.     Halawi       Lebanese International University  ,  Beirut ,  Lebanon     

      Siti     Suhaila     Abdul     Hamid       Kolej Yayasan Pendidikan Cheras  ,  Kuala Lumpur , 
 Malaysia     

      Jamil     Hammoud       Rafi c Hariri University  ,  Mechref ,  Lebanon     

      Anwar     Ul     Haq       Department of Computing ,  QA Higher Education  ,  Birmingham , 
 UK     

      Farooq     Haq       Canadian University of Dubai  ,  Dubai ,  United Arab Emirates     

      Rosilah     Hassan       Faculty of Information Science and Technology, Universiti 
Kebangsaan Malaysia (UKM), Bangi, Malaysia        

      Pia     Hautamäki       Haaga-Helia University of Applied Sciences  ,  Helsinki ,  Finland   

  University of Vaasa  ,  Vaasa ,  Finland     

      Christina     Herzog       Institut de Recherche en Informatique de Toulouse, Université 
Paul Sabatier—Toulouse III  ,  Toulouse ,  France     

      Mohd     Nor     Ismail       Multi-Media University  ,  Cyberjaya ,  Malaysia     

      Dian     Indrayani     Jambari       Faculty of Information Science and Technology , 
 Universiti Kebangsaan Malaysia  ,  Bangi ,  Selangor ,  Malaysia     

      Ahmed     K.     Al     Jarouf       Canadian University of Dubai  ,  Dubai ,  United Arab Emirates     

      Zahra     Ladha Jiwani       Canadian University of Dubai  ,  Dubai ,  United Arab Emirates     

      Stefane     Kabene       Canadian University of Dubai  ,  Dubai ,  United Arab Emirates     

      Muhammed     Kabir       Canadian University of Dubai  ,  Dubai ,  United Arab Emirates   

  University of New Brunswick  ,  Saint John ,  NB ,  Canada     

      Hanim     Kamaruddin       Faculty of Law, Universiti Kebangsaan Malaysia (UKM), 
Bangi, Selangor, Malaysia        

      Sakshi     Kaushal       University Institute of Engineering and Technology ,  Panjab 
University    ,  Chandigarh ,  India     

        A.     Khaled       Faculty of Science and Engineering, University of Wolverhampton  , 
 Wolverhampton ,  UK     

      Svetlana     N.     Khapova       VU University Amsterdam  ,  Amsterdam ,  The Netherlands     

      Jalal     Kiswani       Solid-Soft Company  ,  Amman ,  Jordan     

      Timo     Korhonen       Telecore Inc., Aalto University  ,  Helsinki ,  Finland     

      Kulwant     Kumar       Chitkara University  ,  Chandigarh ,  Punjab ,  India     

Contributors



xix

      Raj     Kumari       University Institute of Engineering and Technology ,  Panjab 
University  ,  Chandigarh ,  India     

      Dorra     Larbi       University of Picardie Jules Verne  ,  Amiens ,  France     

      Tiet     Khanh     Le       International Business Department ,  University of Applied Sciences 
Worms  ,  Worms ,  Germany     

      Dennis     Lee       American University of Dubai  ,  Dubai ,  United Arab Emirates     

      Laurent     Lefèvre       INRIA-Lyon, ENS-Lyon  ,  Lyon ,  France     

      Xiaoqi     Ma       Nottingham Trent University  ,  Nottingham ,  UK     

      Fariedah     Maarof       Canadian University of Dubai  ,  Dubai ,  United Arab Emirates     

      Asim     Majeed       School of Computing and Digital Technology, Birmingham City 
University  ,  Birmingham ,  UK     

      Mohd     Yunus     Majid       Universiti Tenaga Nasional  ,  Bangi ,  Malaysia     

      Ahmed     M.     Makki       University of Modern Sciences  ,  Dubai ,  United Arab Emirates     

      Meghana     Manickam           Department of Management Science and Engineering , 
 Stanford University  ,  Stanford ,  CA ,  USA     

      Mohammed     Al     Mansoori       Canadian University of Dubai  ,  Dubai ,  United Arab 
Emirates     

      Anita     Medhekar       Central Queensland University  ,  North Rockhampton ,  QLD , 
 Australia     

      Abdelghani     Mehailia       School of Business Administration, Canadian University of 
Dubai  ,  Dubai ,  UAE     

      Lloyd     Miller       Department of Economics and Business Administration Science, 
Cag University, Adana/Mersin, Turkey        

      Osman     Mohamad       Multimedia University  ,  Cyberjaya ,  Selangor ,  Malaysia     

      Zulkifl i Mohamad         Pusat Citra Universiti, Universiti Kebangsaan Malaysia 
(UKM), Bangi, Selangor, Malaysia        

      Anastasiia     Moldavska       NTNU in Gjøvik  ,  Gjøvik ,  Norway     

      Richard     Abou     Moussa           Faculty of Economics and Business Administration, 
Department of Management ,  The Lebanese University  ,  Beirut ,  Lebanon     

      Louis     Jos     Moyalan       Canadian University of Dubai  ,  Dubai ,  United Arab Emirates     

      Murad     Mohammed     Mujahed       Canadian University of Dubai  ,  Dubai ,  United Arab 
Emirates     

      Ralf     Müller       BI Norwegian Business School  ,  Oslo ,  Norway     

Contributors



xx

      Sharefa     Murad       Department of Computer Information system ,  Middle East 
University  ,  Beirut ,  Lebanon     

      Suzan     Nooraddin       Canadian University of Dubai  ,  Dubai ,  United Arab Emirates     

      Vimala     Nunavath       Department of Information and Communication Technology, 
CIEM, University of Agder, Grimstad, Norway        

      Sarah     Odofi n       Faculty of Engineering and Environment ,  Northumbria University 
Newcastle  ,  Newcastle-Upon-Tyne ,  UK     

      Olga     Ogorodnyk       NTNU in Gjøvik  ,  Gjøvik ,  Norway     

      Abdullah     Abu     Omar       Department of Electrical and Computer Engineering , 
 Khalifa University  ,  Abu Dhabi ,  UAE     

      Abdussalam     Ismail     Onagun       University of Modern Sciences  ,  Dubai ,  UAE     

      Jade     Opulencia       Canadian University of Dubai  ,  Dubai ,  United Arab Emirates     

      Norasmah     Othman       Faculty of Education, Universiti Kebangsaan Malaysia 
(UKM), Bangi, Selangor, Malaysia        

      Andri     Ottesen       Management Department ,  Business School, Australian College of 
Kuwait in Collaboration with Central Queensland University  ,  Kuwait City ,  Kuwait     

      Stig     Ottosson       NTNU in Gjøvik  ,  Gjøvik ,  Norway     

      Ignazio     Passero       Dipartimento di Matematica e Informatica ,  Università degli Studi 
di Salerno  ,  Fisciano ,  Italy     

      Evtim     Peytchev       Nottingham Trent University  ,  Nottingham ,  UK     

      Jean-Marc     Pierson       Institut de Recherche en Informatique de Toulouse, Université 
Paul Sabatier—Toulouse III  ,  Toulouse ,  France     

      Zaidatol     Akmaliah     Lope     Pihie       University Putra Malaysia  ,  Serdang ,  Selangor , 
 Malaysia     

      Marc     Poulin       Canadian University of Dubai  ,  Dubai ,  United Arab Emirates     

    Andreas Prinz         Department of Information and Communication Technology, 
CIEM, University of Agder, Grimstad, Norway        

      Abdallah     Qusef       King Hussein Faculty of Computing Sciences ,  Princess Sumaya 
University for Technology  ,  Amman ,  Jordan     

      Muhammad     Sabbir     Rahman       International Islamic University  ,  Kuala Lumpur , 
 Selangor ,  Malaysia     

      Mariela     Ranova-Fredrick       American University of Sharjah  ,  Sharjah ,  United Arab 
Emirates     

      Zaid     O.     Al     Rayes       American University of Sharjah  ,  Sharjah ,  United Arab Emirates     

Contributors



xxi

      S.     Renukappa       Faculty of Science and Engineering ,  University of Wolverhampton  , 
 Wolverhampton ,  UK     

        Roopali       University Institute of Engineering and Technology ,  Panjab University  , 
 Chandigarh ,  India     

      A.     Saeed       Faculty of Science and Engineering, University of Wolverhampton  , 
 Wolverhampton ,  UK     

      Abdulrahman     Salih       Nottingham Trent University  ,  Nottingham ,  UK     

      Ali     Salman       Lecturer at University of South Asia  ,  Lahore ,  Pakistan     

      Rasha     Abou     Samra       Higher Colleges of Technology ,  British University in Dubai  , 
 Dubai ,  UAE     

      Sahil     Sawhney       Model Institute of Engineering and Technology  ,  Jammu ,  Jammu 
and Kashmir ,  India   

  Chitkara University  ,  Chandigarh ,  Punjab ,  India     

      Rommel     Pilapil     Sergio       Canadian University of Dubai  ,  Dubai ,  United Arab 
Emirates     

      Khaled     Shaalan       British University in Dubai,         University of Edinburgh  ,  Edinburgh , 
 UK     

      Hanifa     Shah       School of Computing and Digital Technology, Birmingham City 
University  ,  Birmingham ,  UK     

      M.     Silverio       Faculty of Science and Engineering ,  University of Wolverhampton  , 
 Wolverhampton ,  UK     

      Monika     Singla       Indian Institute of Technology Delhi  ,  Hauz Khas ,  New Delhi , 
 India     

      Nadine     Sinno       Chair of the Hospitality and Tourism Department ,  Lebanese 
International University  ,  Beirut ,  Lebanon     

      Torbjørn     Skogsrød       NTNU in Gjøvik  ,  Gjøvik ,  Norway     

      Maria     José     Sousa       CIEO, Algarve University, Faro, Portugal      

  Universidade Europeia, Lisboa, Portugal        

      Ayodeji     Sowale       Faculty of Engineering and Environment ,  Northumbria University 
Newcastle  ,  Newcastle-Upon-Tyne ,  UK     

      Sarmila     Md     Sum       Faculty of Social Sciences and Humanities, Universiti 
Kebangsaan Malaysia (UKM), Bangi, Selangor, Malaysia    

      S.     Suresh       Faculty of Science and Engineering ,  University of Wolverhampton  , 
 Wolverhampton ,  UK     

Contributors



xxii

      Rizwan     Tahir       Business and Management Division ,  RIT Dubai  ,  Dubai ,  United 
Arab Emirates     

      M.  I.     Tawadrous       College of Arts and Sciences, University of Modern Sciences  , 
 Dubai ,  United Arab Emirates     

      Andrew     Terry       University of Sydney  ,  Sydney ,  NSW ,  Australia     

      Faidon     Theofanides       Marketing Department ,  Business School, Australian College 
of Kuwait in Collaboration with Central Queensland University  ,  Kuwait City , 
 Kuwait     

      Andy     Till       Department of Business Administration ,  QA Higher Education  , 
 Birmingham ,  UK     

      Genoveffa     Tortora       Dipartimento di Matematica e Informatica ,  Università degli 
Studi di Salerno  ,  Fisciano ,  Italy     

      Elissar     Toufaily       American University of Dubai  ,  Dubai ,  United Arab Emirates     

      R.     Venkatachalam       Canadian University Dubai  ,  Dubai ,  UAE     

      Mike-Lloyd     Williams       Department of Business Administration ,  QA Higher 
Education  ,  Birmingham ,  UK     

      Mohamad     Shanudin     Zakaria       Faculty of Information Science and Technology , 
 Universiti Kebangsaan Malaysia  ,  Bangi ,  Selangor ,  Malaysia     

      Hafi zah     Omar     Zaki       Multimedia University  ,  Cyberjaya ,  Selangor ,  Malaysia     

      Wan     Mimi     Diyana     Wan     Zaki       Faculty of Engineering and Built Environment, 
Universiti Kebangsaan Malaysia (UKM), Bangi, Malaysia        

      Tatiana     Zalan       American University of Dubai  ,  Dubai ,  United Arab Emirates     

      Wael   S.     Zaraket       American University of Science and Technology  ,  Beirut , 
 Lebanon     

      Zainal     Abu     Zarim       Multimedia University  ,  Cyberjaya ,  Selangor ,  Malaysia      

Contributors



   Part I 
   Technology, Innovation, and 

Sustainability        



3© Springer International Publishing Switzerland 2017 
R. Benlamri, M. Sparer (eds.), Leadership, Innovation and Entrepreneurship 
as Driving Forces of the Global Economy, Springer Proceedings in Business 
and Economics, DOI 10.1007/978-3-319-43434-6_1

    Chapter 1   
 Modelling Technology Transfer in Green IT 
with Multi-agent System                     

     Christina     Herzog     ,     Jean-Marc     Pierson     , and     Laurent     Lefèvre    

    Abstract     While there is a tremendous increase in academic research and collabo-
ration between academia, the results of exchange between industry and science are 
steady. To understand this complex situation and to propose an improvement for 
technology transfer between academia and industry, it is necessary to investigate the 
different partners involved. We present a multi-agent system to model this technol-
ogy transfer of green IT in order to see the impact on the development of sustain-
ability in our society. We defi ne a sustainability indicator and we study its changes 
according to the parameters defi ned in the technology transfer.  

  Keywords     Multi-agent system   •   Green IT   •   Technology transfer  

      Introduction 

 For the last 5–10 years, research on energy saving is getting more important for 
industry as well as for academia. Several studies conducted by environmental and 
international organisations warn about the steady increase of energy consumption in 
various fi elds as data centres and cloud computing. In some cases, the operating 
costs exceed the investment costs, and new methods are needed to reduce costs and 
environmental impact. New materials are developed by equipment manufacturers to 
reduce these costs. Only a few basic techniques are available to software and mid-
dleware levels. 
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 In laboratories, some techniques were developed and have promising results 
in energy savings. Unfortunately, the transfer (or even the creation of awareness 
of the possibilities in the usage of new technology) of these techniques to indus-
tries is limited to project partners, innovative companies or large private 
research centres. 

 In order to understand the reasons for problems in this technology transfer, we 
discuss a model of technology transfer. We defi ne links between actors and their 
conversion in a multi-agent system. In this system each actor has objectives while 
interacting with other actors. The generic model is specialised in the fi eld of green 
computing. Depending on the evolution of the system, the value of a sustainability 
indicator varies. Finally, this model allows to test several scenarios related to tech-
nology transfer and the impact on the participating actors and on the sustainability 
of the system. 

 The main contributions of this article are:

•    A model of technology transfer between defi ned actors, their interactions with 
joint projects  

•   A formal concept of sustainability and its evolution  
•   A study of the impact of transfer settings on the evolution of the actors and the 

sustainability    

 The article is organised in the following way: fi rstly, the identifi cation of the 
problem; secondly, the selection of actors and their links; and thirdly, a defi nition of 
sustainability. We present in section “Implementation of the Multi-agent System” 
the implementation of the model in a multi-agent system using NetLogo. Next, we 
present some simulation results in section “Experiments”; and fi nally, we present 
the state of the art in section “Related Work” with concluding remarks and ideas for 
future work given in section “Conclusion and Outlook”.  

    Actors of Technology Transfer 

 In Herzog ( 2015 ) we have reviewed the literature and provided a detailed analysis 
of responses to a survey sent to colleagues in the fi eld of green IT. Of these col-
leagues, we studied their motivations and their links with each other in the context 
of a transfer from academia to industry and vice versa. Our study identifi ed the 
main players in this transfer, motivations (that turn into goals) and their modes of 
action. In this article, we devote ourselves to fi ve major (researchers, research 
centres, enterprises, technology transfer offi ces and funding agencies) leaving to 
others future work (standardisation bodies, pressure groups, governments, angel 
investors). We now present the evidence we have gathered based on our choices 
for our model to transform these actors’ agent in the multi-agent system. These 
choices allow us to highlight the critical aspects of transfer and are not intended to 
be exhaustive. Also, we have chosen to focus only on players in green IT and on 
their activity. 

C. Herzog et al.
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    Researchers 

 At the heart of technology transfer, researchers produce knowledge through 
publications that they seek to increase in number (this will be their goal). 
Publications are related to the researchers’ connections which are created at confer-
ences and/or collaborative projects and to the fi nancial budget of the researchers’ 
research centre. More connections lead to more opportunities for publication. 
Researchers can be either permanent or non-permanent. Both are supervised by 
permanent research members of the university (whose number is limited) and have 
a limited duration contract (limited by duration of the project unless the link persists 
beyond the project).  

    Research Centres 

 Research centres bring together researchers. Often attached to a university, they try 
to contribute to the reputation of the universities and generate funding through par-
ticipation in collaborative projects (having multiple partners) or direct collabora-
tions (with companies). Research centres will have these targets in our model. Their 
reputation is based on a moving average of the number of publications and contracts 
in recent years, while the budget comes from contracts (which represent the major-
ity of researchers’ resources). The centres can encourage either more or fewer 
researchers by funding their research (favouring publications) and can either hire 
new researchers if resources permit or fi re if resources are scarce.  

    Companies 

 Companies look to increase their profi ts by taking a competitive difference (it will 
be their goal). Participation in a collaborative project increases leadership if the 
project is successful, but requires human and fi nancial investment that can be lost in 
the case of failure. They hire new employees to participate in contracts. They initi-
ate direct collaborations with research centres and participate in collaborative proj-
ects. They dedicate a portion of their sales to research and development.  

    Technology Transfer Offi ces 

 Technology transfer offi ces (SATT in France, PSB in Austria) are structures 
associated with research centres, intended to facilitate and accelerate technology 
transfer. Their goal is to increase their own turnover (and therefore that of their 

1 Modelling Technology Transfer in Green IT with Multi-agent System
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public shareholders). This turnover is fi xed (a percentage or a fi xed amount) in the 
contract signed between research centres and partners. In return they provide names 
and contact details of potential partners. Due to this database, research centres and 
businesses can create contracts more easily.  

    Funding Agencies 

 Funding agencies will have a role as initiator of projects involving regular funds 
from which the research centres can start (with success in the particular open call) a 
collaborative project. Funds are limited, resulting in a selection of projects.   

    The Concept of Sustainability 

 Sustainability is a concept defi ned by the conjunction of three factors: environ-
mental, social and economic. An actor of a system improves its durability if at 
least one of these factors improves. In the fi eld of green computing, a more 
recently developed material often consumes less electricity (and therefore less 
environmental and economic impact), but at the same time the production, 
transport and purchase of new equipment and the recycling of old equipment 
have a negative impact on the environment, as well as negative social and 
economic impacts. 

 Our choice was to calculate the sustainability of each player and how to quan-
tify the sustainability of the system as the mean of their sustainability. Thus we see 
how and by how much the objectives of each player contribute to the sustainability 
of the system. 

    Calculating a Sustainability Indicator 

 The sustainability indicator (SPI, sustainability performance indicator) has three 
factors, weighted at 33 % each. Each factor is itself dependent on several subfactors. 
We detail here below these subfactors along with their  relative  weights to its parent 
factor (W noted below). 

 The ecological factor is refl ected by four values:

•    Awareness: awareness of green IT solution. It increases with the number of pub-
lications and contracts and decreases as time passes. W = 10 %  

•   Reduce: the reduction of energy consumption. W = 30 %  
•   Reuse: reuse of materials. W = 30 %  
•   Recycling: recycling of materials into new products. W = 30 %    

C. Herzog et al.
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 The 3Rs (“reduce”, “reuse”, “recycle”) increase with the number of contracts by 
probabilities p1, p2, p3, respectively, where p1 + p2 + p3 = 1, indicating that a 
contract made progress in one of 3Rs in average. They decrease with an increasing 
number of employees, as each new employee causes more computers. 

 The social factor is tied with fi ve values that show the role of an actor in society:

•    Green-employment: employees recruited to work on green IT contracts. W = 30 %  
•   Awareness-consumption: knowledge of the consumption of IT in society. It 

increases with the number of publications and contracts (with more publications 
than contracts in proportion 80/20, because the society is more impacted by pub-
lications) and decreases with time. W = 15 %  

•   Rethink: the ability of an actor to rethink its green IT strategy. It increases with 
the number of contacts and researchers because it encourages brainstorming. It 
decreases as the number of contracts increases because researchers are then 
occupied for specifi c projects, with less freedom of thought. W = 20 %  

•   Image: the image of an actor in society. It increases with the number of publica-
tions, contracts and communication strategy and decreases with time. W = 25 %  

•   Standardisation infl uence: the infl uence of a player on the standardisation of 
organisations. It follows the number of employees and turnover and decreases 
with time. W = 10 %    

 The economic factor is refl ected by three values:

•    Economic impact: the economic impact of green solutions. It tracks the number 
of successful contracts. W = 20 %  

•   Turnover: turnover, which increases and decreases through contracts with invest-
ment and research funding. W = 50 %  

•   Attraction: represents the attractiveness of an actor for investors. It increases 
with the image of the actor and its turnover and decreases with time. W = 30 %    

 This particular model of composition has the advantage of connecting more ele-
ments of the system to a goal of sustainability. The weights above are not com-
pletely arbitrary but estimated through our fi eld survey, interviews with colleagues 
and literature review.   

    Implementation of the Multi-agent System 

    Selecting the Framework 

 We implemented a multi-agent system with NetLogo 5.0.4. 1  It simulates the evolu-
tion and interaction of agents in complex worlds. NetLogo was created in 1999 by 
U. Wilensky and is regularly updated (Wilensky & Rand,  2015 ). It is used in many 
scientifi c fi elds: social science, economics, psychology, urban traffi c, commercial 
distribution, biology, chemistry, modelling complex behaviours in a population, etc. 

1   http://ccl.northwestern.edu/netlogo/ 

1 Modelling Technology Transfer in Green IT with Multi-agent System
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 In NetLogo, agents are  turtles ,  links ,  patches  or  observers . Each agent operates 
independently in steps. The turtles represent the players in our world, the links are 
their connections. Observers collect the information of each agent in the simulation 
(they are used for statistics). We did not use patches.  

    Representation of the Actors and Their Evolution 

 Each agent has its own set of attributes, which change with interactions and time. 
Here we give the attributes for a researcher.

 1  researchers-own [ 
 2  permanent 
 3  my_contract_number 
 4  tt] 

   A researcher may be permanent or not (line 2, true or false). If it is not perma-
nent, it is associated with a contract (line 3) and the length of his contract is given 
(line 4). This period may be extended in case of successful collaboration. The 
researchers are members of a research centre. This will be represented by a link 
between these two actors (see section “Representation of Links and their 
Evolution”). 

 The main goal for a researcher is to publish and therefore should have an attri-
bute refl ecting this. However, this attribute is shared by others, so it is common to 
all the turtles, like other attributes given below:

 1  turtles-own [ 
 2  action_period 
 3  contract 
 4  newcontract 
 5  publication 
 6  newpublication 
 7  itr_cooling 
 8  its_virtual 
 9  itr_cloud] 

   Each turtle is active in the system at regular intervals (line 2). For example, a fund-
ing agency is active only every 6 months, or a company does a collaboration every 3 
months on average. This random value is unique to each actor. Contracts and publica-
tions are stored (from the beginning, lines 3 and 5, and only the last iteration, lines 4 
and 6). Lines 7–9 represent the interests of the player for three technologies having 
potential energy reduction in server rooms (and each actor will be different according 
to its interests). 

 Research centres have as attributes the amount dedicated to green research, their 
budget, their research results (the accumulation of publications of its researchers 
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over time) and reputation (sliding value over 3 years accumulating publications and 
contracts). If a technology transfer offi ce is attached to this research facility (which 
is not required), it will appear as a link (see section “Representation of Links and 
their Evolution”). 

 The companies have a turnover and a R&D budget and a number of employees 
in R&D. Finally, funding agencies were modelled simply by regularly launching 
funds to create random amounts of projects between two agents. 

 Developments of all these actors over time are controlled by algorithms invoked 
every time step. In our model, a time step is equal to 1 day. 

 We now give the simplifi ed algorithm of the evolution of researchers as agents. 
At each time step, if it is not a permanent, its ttl (time-to-life) is reduced. If it 
reaches zero, this researcher is removed from the system. Then, for each of its  regu-
lar  neighbours (defi nition in section “Representation of Links and their Evolution”) 
and if the research centre of this researcher has suffi cient funds dedicated to research 
(1000 in this case), then there is a probability of publishing with a neighbour (on 
average every 3 months with a probability of 20 % acceptation). In this case, the 
research centre funds (1000) the publication. Each researcher updates its interests 
(itr_cooling, itr_virtual, itr_cloud) based on its regular neighbours and its research 
centre partners (“it is infl uenced”). Ties with neighbours can disappear (on average 
every 6 months), but also appear (every 3 months): the survey we conducted has 
shown that new contacts are 50 % randomly created with other researchers and busi-
nesses, but favouring the compatibility of interests, 25 % by the social network (the 
neighbours of its neighbours), 25 % with the help of technology transfer offi ces 
(especially with companies). 

 The algorithm for a research centre is next. First, it updates its interests (aver-
age of those of its researchers), research results and its reputation. And if the 
budget is critical, it fi nishes the contract of a non-permanent, and then it updates 
its budget by paying the non-permanent. Depending on its action period, there 
is some change: if the budget is comfortable, hiring a non-permanent (for 1 year, 
to a maximum of 4 times more non-permanents than permanents) and dedicating 
an incentive as percentage of the budget to research ( incentive  is a parameter 
that will change in the experiments). Finally, if a funding agency launches a 
call, it tries to initiate a  collaborative project. These are projects that will create 
technology transfer based on their success. The creation algorithm of such a 
project is too long to be included here, but it can be summarised by the follow-
ing: a research centre seeks to form a consortium (between 3 and 6 partners) 
according to its own links, to the links of its researchers and those of its eventual 
technology transfer offi ce. The other centres as well as companies can be part-
ners if all their permanent researchers are not already in projects. If the project 
is accepted (20 %) while research centres and companies receive a share of the 
funding (a fraction of which is taken as operating costs), research centres hire 
non-permanents on the project duration (between 24 and 48 months); companies 
invest what they receive. Finally, links ( project , see section “Representation of 
Links and their Evolution”) are created between all partners. 

1 Modelling Technology Transfer in Green IT with Multi-agent System
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 For a company, the algorithm of evolution is quite similar to that of a research 
centre except that it tries to create a direct partnership with a single research centre 
(links  partnership ).  

    Representation of Links and Their Evolution 

 In NetLogo links are also agents. We have defi ned several types of links:

•     Regular : contacts between researchers (research centres and companies)  
•    Project : the relationship between a research centre and the project consortium  
•    Partnership : the relationship between a company and a research centre  
•    Belong-to  and  tto-link : the relationship between a research centre and its research-

ers and technology transfer offi ce.    

 The  project  or  partnership  links refer to the characteristics of the collaboration 
(original investment for companies, strength of collaboration linked to the compatibil-
ity between the ends of the link, number of contracts and turnover generated by the 
link, lifetime of the link, number of researchers in research centre and business sides 
and fi nally contract number). For the other links, only the lifetime will have meaning. 

 Like all agents, links evolve step by step. For non-permanent links, the lifetime 
is reduced by one each time step. When the lifetime is zero:

•    If it is a project, it is fi nished and each partner fi nds again its researchers avail-
able, but above all, as a function of conversion (conversion is success or failure 
of a project), he gains a profi t up to four times the initial cumulative investment.  

•   If it is a partnership, the principle is the same except that only one company and 
one research centre are affected, and moreover the partnership will be extended 
if it was positive (favouring the effi cient partnerships).  

•   Other links will disappear.     

    Integration of SPI in the Evolution of the System 

 There are two possibilities with respect to the SPI indicator: either the system 
observes its evolution passively or it is activated based on this value. To compare 
the two situations, we integrate the SPI in the behaviour of the actors:

•    When a scientist creates a new contact, he uses the SPI rather than compatibility. 
Other researchers and companies with a higher value SPI will be promoted.  

•   When a research centre creates a new project, it prefers partners with a higher 
SPI value.  

•   When a company creates a new partnership, it prefers partners with a higher SPI 
value and invests more in R&D if it has a smaller relative value.  

•   When a TTO is queried to fi nd partners, it will encourage those with the highest 
SPI value.      

C. Herzog et al.
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    Experiments 

    Methodology and Objectives of Experiments 

 The proposed multi-agent system is complex (about 2000 lines of code) and has a 
large number of parameters to be tested. We looked at the behaviour of the system 
by varying its main parameters. We give here the results of a representative subset, 
the others can be found in (1) (a total of 4000 simulations were performed): maxi-
mum amount given by funding agencies, conversion rate, incentive rates. We 
compare the results of the objectives of each player and the SPI value based on 
these parameters. 

 The system studied has ten research centres (of which four have a TTO), 50 
researchers and 20 companies. Larger experiments were conducted but did not 
provide more lessons while signifi cantly increasing the simulation time (from 
10 min to several hours for each experiment). Also, the studied area (green IT) 
is limited and larger simulations lose their reality. Regular links are randomly 
chosen at the beginning, and the social network is built scale-free. Other net-
works have been tested (random, small-world) but the differences are not sig-
nifi cant because the initial network is quickly transformed by the evolution of 
the system. 

 Each experiment simulates 7280 days (20 years). We present average values for 
50 runs with the same parameters.  

    Experiments Without Infl uence of SPI 

    Impact of the Maximum Amount Financed 

 Figure  1.1  shows the impact of funding on the average reputation of research cen-
tres. More important are the funds and reputation increases, which is logical since 
when more projects are launched, more researchers are employed and more publica-
tions are generated.

   On the same case, the impact on total wealth of all the companies is not increased 
after funding more than 2.5M. Because even if the funding increases, companies do 
not have enough personnel to participate in the potential projects and in the end it 
does not benefi t from more funding (leaving proportionally more funding to 
research centres). On publications of permanent researchers, the results show that 
the impact for them is zero: in fact, once the maximum size of their social network 
is reached (ten in our experiments), having more projects does not allow them to 
publish more. You can see by the way that the positive results on the reputation of 
the centres are largely due to non-permanents hired on projects. Finally, the value 
of the average SPI for research centres and companies is only slightly infl uenced 
positively (1 %).  

1 Modelling Technology Transfer in Green IT with Multi-agent System
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    Impact of the Conversion Rate 

 This section examines the impact of the conversion rate at the end of a project or 
partnership. Obviously, the higher it is, the more the profi t is high and therefore the 
combined wealth of companies is high (Fig.  1.2 ).

   This wealth in companies cause more collaborations, and thus research centres 
have more projects and are also wealthier, allowing them to hire non-permanents 
who allow to signifi cantly increase the reputation and research results of these cen-
tres (+50 % between a rate of 10 and 90 %). For permanent researchers, there are no 
changes in terms of publication. Finally, the SPI sees its value increase by almost 
40 %. Indeed, the calculation of the SPI is related to the number of researchers, 
either directly ( green-employment ) or indirectly (more people means more  stan-
dardisation infl uence , more publications, etc.).  

    Impact of Incentive Rates 

 On average, every 6 months, research centres reallocate part of their budget to fund 
research (which has an impact on researchers’ publications). This showed a positive 
effect with an increase of 5 % of the number of publications of permanent researchers 
between a rate of 10 % and a rate of 90 %. For research centres, this increase is not 

  Fig. 1.1    Impact of funding on average reputation of research centres       
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observed, and even there is a decrease: indeed, we calculated that these publications 
contribute around 40 % on research outcome generated in total. In parallel, research 
centres have fewer resources to hire non-permanents, which therefore generate 
fewer publications. This also has a negative impact on the SPI (−4 %) for the same 
reasons (but reversed) as the conversion rate.   

    Experiments with Infl uence of SPI 

 We now compare a situation where agents act, taking account of the value of SPI. 

    Impact of the Maximum Amount Financed 

 The fi rst observation in Fig.  1.3  (normalised comparison) is that the situation with-
out consideration of SPI is better than the new situation to corporate wealth when 
the amount of funding agencies is beyond 1M (up to 14 % more).

   The second observation is that this wealth is more stable regardless of the amount 
of fi nancing. This indicates that the introduction of this new behaviour has no 
negative effect and that companies are less sensitive to external fi nancing. 

  Fig. 1.2    Impact of conversion rate on companies’ wealth       
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 Similarly, publications (for researchers), the results of research and the reputation 
(for research centres) are not improved (−8 % for publications, −5 % for research 
results, −6 % for reputation). The difference between the two cases for SPI is only 
2 %: the actors with low SPI at an early stage keep this low value (due to low activ-
ity), eventually degrading the average value, even if the others increase their value.  

    Impact of Conversion, Incentive 

 In almost all experiments, the goals achieved by the actors are very often below the case 
without SPI. We generally fi nd that our agents do not change their behaviour enough to 
improve their SPI (and hence their sustainability) in the model. This will be the subject 
of future work: to change their behaviour or to change the calculation of the SPI.   

    Discussion 

 In this work, several simulation parameters were set a priori .  Even if they were vali-
dated by previous sociological studies of selected players and correlated with a fi eld 
survey, margin of error is considered in ongoing work. 

  Fig. 1.3    Impact of funding on companies’ wealth ( left , without SPI;  right , with SPI)       
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 The choice to project over a 20-year period should also be compared to shorter 
periods: indeed, that choice of period directly impacted study presented here; only 
fi nal values of the variables are presented.   

    Related Work 

 Few studies have attempted to model technology transfer and the links between actors. 
A review article (Kiesling, Günter, Stummer, & Wakolbinger,  2012 ) is interested in 
multi-agent systems for the diffusion of innovation. Although the setting is a little dif-
ferent (focus towards marketing and customer targeting), it sheds much light. The dom-
inance of the social network in the adoption of innovation is highlighted in (Kuandykov 
& Sokolov,  2010 ). The spread in social networks has received much attention in recent 
years (Jiang,  2009 ; Jiang & Jiang,  2015 ; Valente,  1996 ; Xu, Lu, & Xu,  2012 ). 
Dissemination of actors (individuals, groups, organisations), a broadcast medium (dif-
fusion environment, strong and weak links between actors, the network structure) and 
the content to be broadcast are the three elements of the spread in social networks. This 
distribution is described as the collective behaviour of a group of social actors interact-
ing in the social network (Jiang & Jiang,  2014 ). Technology transfer is a kind of diffu-
sion in a social network and thus has inspired our model of linkages between actors. 

 In the case of a competition for a market, two types of diffusion models are iden-
tifi ed (Kempe, Kleinberg, & Tardos,  2003 ; Libai, Muller, & Peres,  2013 ): threshold 
models, where agents adopt if enough neighbours have, and cascade models, where 
the probability of adoption increases with the number of neighbours who have 
adopted. In our case, the cascade model was implemented. 

 The closest work to ours is that of Ning and Qiang ( 2009 ) which present a multi- 
agent model for technology transfer. Their model has two kinds of agents (universi-
ties and industry) and four states which range from “doing nothing” to “active part 
in a collaboration”. The transfer is modelled between 0 and 100 for each agent. 
Their results show that the key to a good transfer costs are to seek information (dis-
tance between agents) and the probability of fi nding a partner. The study is limited, 
omitting the factors of fi nancing and turnover to infl uence direction.  

    Conclusion and Outlook 

 The ultimate goal of this work is to provide a tool to understand the founts of technol-
ogy transfer in green IT. We note in passing that the methodology and models devel-
oped here can be extended to other areas. Today, the developed model allows the 
various actors to predict the impact of its decisions on its objectives and on SPI. So, a 
funding agency can observe the impact of grants and a research centre can understand 
the interest of an incentive policy, a company the cost-benefi t analysis of participation 
in a collaboration, a researcher the impact of her links with others, and so on. 
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 The main perspectives concern the calculation of the SPI and its weight (a 
multidisciplinary work with social and environmental sciences), improving the 
recognition of the SPI for actors and fi nally the addition of actors in the system.     
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Chapter 2
Application Offloading Using Data 
Aggregation in Mobile Cloud Computing 
Environment

Raj Kumari, Sakshi Kaushal, and Roopali

Abstract The Mobile cloud computing (MCC) enables the mobile devices to give 
high performance using cloud computing techniques. The approach behind MCC is 
to connect the mobile devices using Internet services to cloud server so that highly 
complex computations, which consume resources and battery life of Smart Mobile 
Devices (SMD), can be offloaded on cloud. The mechanism of shifting the compu-
tation part of the application on the server is termed offloading. The main steps for 
the execution of an application in MCC are to check the application for partitioning, 
offload the application onto cloud, and receive the result back on the SMD. In this 
paper, we have developed a Health Care Application (HCA) model, which config-
ures a smart mobile application on mobile device to categorize the data into three 
categories, i.e., normal, critical, and super critical. The main function of HCA model 
is to aggregate the normal data according to the data size of the application so that 
the overall transmission time and network traffic can be reduced. The critical and 
super critical data is offloaded to the cloud without delay so that the data can be 
processed urgently. The experimental results show the offloading with data aggre-
gation increases the performance of the application. The simulation study is done 
for two networks, i.e., Wifi and 2G.

Keywords Cloud computing • Mobile cloud computing • Offloading • Data 
aggregation

 Introduction

Nowadays, use of mobile devices is increasing very fast. Mobile devices such as 
smart mobile phones, tablets, and laptops are being used for information process-
ing. Consequent of providing flexibility in accessing information anytime and 
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anywhere is that the large amount of data is being generated every minute. To handle 
such data is a big issue as the data is increasing exponentially. This requires high 
QoS to the users for utilizing the network resources. Mobile devices are constrained 
with storage, processing, and battery lifetime. Accessing complex computational 
data through smart mobile devices is not feasible due to resource constraints of 
mobile devices. To overcome these constraints in smart mobile devices, cloud 
computing is used with mobile devices giving birth to a new domain known as 
Mobile Cloud Computing (MCC). Smart mobile devices are not capable to perform 
complex computation due to low processing and storage powers. To make the smart 
mobile devices smart enough to handle the complicated data, cloud computing 
capabilities are used.

In MCC environment, smart mobile devices execute the front end of mobile 
applications, i.e., interface of the application, which is used for interaction and com-
plex computation part which requires heavy resources for computation is offloaded 
on the cloud server. Depending upon the availability of resources on mobile devices, 
either whole application can be offloaded or some part of the application can be 
offloaded. In case of complete application offloading, issue of transmission time 
highly affects the performance of application execution in cloud environment. 
Different wireless communication channels are available such as 2G, 3G, wifi, and 
4G to offload the data between the mobile device and cloud server (Dinh, Lee, 
Niyato, & Wang, 2013; Khan, Othman, Madani, & Khan, 2014).

Integrating cloud computing with Wireless Body Area Networks (WBANs) 
(Almashaqbeh, Hayajneh, & Vasilakos, 2014) is among the best solutions to pro-
mote health monitoring systems. Authors have proposed a Cloud-based real-time 
remote Health Monitoring System, namely, CHMS. WBANs constitute low 
power, minute, and intelligent sensor nodes based on Radio Frequency (RF) 
technology. The sensor nodes interconnect each other in, on, or around a human 
body and form a Wireless Sensor Network (WSN) known as WBAN. They are 
either implanted on the body of the patient or are wearable on shirts, belts, or 
wrist watches. Sensor nodes continuously monitor the patients everywhere, any-
time, and provide ubiquitous distant health monitoring; thus reducing the num-
ber of visits to the doctor. Sensor nodes aim to increase speed, accuracy, and the 
reliability of patient data which is being collected by the sensor node. WBANs 
continuously perform sampling, monitoring, processing, and communication of 
vital physical parameters and provide real-time feedback to avoid any dire con-
sequences (Van Daele et al., 2014, Khan et al., 2012). The sensor nodes continu-
ously monitor the patient and collect the physiological parameters such as body 
temperature, blood pressure, Electro-Cardio Gram (ECG), Electro-Encephalon 
Gram (EEG), respiration rate, pulse rate, etc. The data  monitored by the sensor 
nodes is sent to the external centralized healthcare servers for further processing 
by the medical fraternity (Huasong et al., 2009).

In this paper, we have focused on health monitoring system using MCC. Firstly, 
we have aggregated patient’s data, then that is offloaded to the cloud server. Further, 
the paper is organized into four sections. Section “Literature Search” describes the 
literature search. In section “Health Care Application Model”, Health Care 
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Application model has been explained. Section “Simulation Model and Results 
Analysis” presents the simulation model and result analysis and finally section 
“Conclusion and Future Work” concludes the paper with future work.

 Literature Search

This search presents overview of MCC and its architecture. It also focuses on review 
of work done in literature in areas of WBANs and different health monitoring 
systems.

 Mobile Cloud Computing

The Fig. 2.1 shown below describes the architecture of MCC (Dinh et al., 2013). 
Mobile devices are connected to the mobile networks via base transceiver stations, 
access points, or satellites. The connectors (BTS, AP, or satellite) establish and 
control the connections and functional interfaces between the mobile networks and 
mobile devices. Request of the mobile users is broadcasted to the central servers. 
The servers check for authentication and authorization of the subscribers. 
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Fig. 2.1 Architecture of mobile cloud computing
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After validating, the requests of the subscribers are delivered to cloud through the 
Internet. On the cloud, cloud controllers process the requests to provide mobile 
users with the corresponding cloud services.

MCC is an infrastructure where both the data storage and the data processing 
happen outside of the smart mobile device. Mobile cloud computing pursues the 
processing power and the data storage away from mobile phones into the cloud. 
This helps the smartphone users to utilize all the mobile applications without any 
hardware and storage constraints. MCC serves as bridge between the resource- 
intensive mobile devices and the resource-extensive cloud with several advantages 
such as enlarged battery lifetime, improved data storage capacity, enhanced 
processing power, upgraded reliability and availability, dynamic provisioning, and 
scalability (Dinh et al., 2013; Khan et al., 2014). The major applications of MCC are 
Mobile Commerce, Mobile Healthcare, M-learning, Mobile gaming, etc.

 Related Work

A detailed survey of WBANs has been presented in literature (Zohreh et al., 2014). 
It also discusses the applications, inherent properties, topology, sensor nodes, and 
architecture of WBANs. This article provides insight into the basic architecture of 
WBANs. The relationship between the cloud and the WBANs is demonstrated (Lin 
et al., 2013). The performance of WBANs can be enhanced by using cloud comput-
ing. The data can be effectively offloaded to the cloud and easily accessed by the 
medical fraternity. Sensor-cloud infrastructure is described in Almashaqbeh et al. 
(2014). It explicates definition, architecture, and applications of the sensor networks 
and the cloud. A cloud computing-based energy-efficient mobile health-monitoring 
system, namely, HealthMon is proposed by Oberdan et al. (2010). The basic 
approach is to run some parts of the mobile application onto the cloud to save the 
battery lifetime of the smart mobile devices. Health monitoring based on the loca-
tion of the patient is proposed in Khan et al. (2014). Data of non-hospitalized 
patients can be offloaded based on their physical location. Paper presents three dif-
ferent scenarios for home, hospital, and outdoor locations of the patients. The data 
on the cloud is accessed in accordance to the geographical location of the patient 
and the desired feedback is provided by the doctor. A CHMS model (Patino et al., 
2013) is proposed for tracking the health status of non-hospitalized patients and 
provides high QoS and focus on connectivity between the data from the device to 
the cloud server. This paper presents the problem of traffic on the communication 
channel which can be solved by the dynamic frequency channel allocation to the 
users. Cavallari, Martelli, Rosini, Buratti, and Verdone (2014) emphasized on an 
issue that data is increasing at a huge amount in the communication channels, so the 
network operators need to offload the data to the cloud for better resource utilization 
of the communication link between the mobile devices and the remote end (cloud). 
Traffic on the cellular and WiFi channels needs to be controlled for effective utiliza-
tion of resources. Through extensive literature review, it has been found that the 
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eHealth Monitoring systems have issues like data transmission speed, delay, etc. In 
this paper, we have focused on remote health monitoring systems by transmitting 
data with and without aggregation on cloud.

 Health Care Application Model

This section presents Health Care Application model. Health Care Application 
model is the outcome of distance health monitoring with the usage of sensor nodes 
and cloud computing. In this paper, we have proposed a HCA model to provide flex-
ible, cost-effective, centralized, and real-time distance health monitoring system. 
eHealthCare is provided by HCA model that is composed of many sensor nodes. 
Each sensor node is attached to a single patient. It monitors the patient and collects 
the various physiological parameters. Figure 2.2 (Akrishnaan & Shridharan, 2014) 
shows the general architecture of HCA model, which has four basic modules sensor 
nodes, base transceiver station, real-time cloud, and the medical staff that works 
hand in hand. Sensor Nodes are the building blocks of the model (Oberdan et al., 
2010; Zulqarnain et al., 2011). Sensor nodes monitor the patient and collect the vital 
biological signs. They are either connected to the communication network directly 
or are connected to the smart mobile device of the patient. HCA model connects the 
sensor nodes to the smart mobile device via communication technology such as 
Bluetooth, WiFi, or 2G. The smart mobile device processes the data with the help of 
a smart mobile application that calculates the desired physiological parameters. 
Mobile application on SMD classifies the data as critical and non-critical. The major 
HCA operation is the aggregation of non-critical data so that the overall transmis-
sion time and congestion over the network can be reduced. Critical and 

Fig. 2.2 Architecture of WBANs
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super- critical data is transmitted without any delay. After the classification, data is 
transmitted to the simulated server. HCA model has used real-time cloud for data 
storage and processing. The data from the server is offloaded to the cloud. The 
healthcare database is maintained on the cloud. It records the patient data regarding 
the physiological parameters, patient profile, and patient history. Cloud provides 
efficient data accessing and processing. Medical Staff is the end user of the HCA 
model that accesses the patient data stored in the database on the cloud. This pro-
vides real-time feedback from the doctor. The medical fraternity can raise alarms 
for the patients or inform the family in case of emergency to avoid serious 
consequences.

 Proposed Work

The HCA model is proposed to perform smart aggregation of the data received 
from the sensor nodes and then the data is offloaded to the cloud for further access-
ing. The patient data collected by the sensor nodes is transmitted to the smart 
mobile device of the patient. The smart mobile device computes the information 
regarding vital physiological parameters. We are considering ECG as a physiologi-
cal parameter to be calculated. It is computed using a QRS Detect Algorithm. A 
smart mobile device application that uses QRS Detect Algorithm computes 
ECG. The data is then communicated to a simulated server. Upon receiving the data, 
smart mobile application classifies the data into normal, critical, and super-critical 
classes (Gholipour, 2015).

Table 2.1 shows the classification of data. HCA model aggregates the normal 
data. Normal data means non-critical data which does not require urgent attention 
from the medical fraternity. Critical or super critical data is not aggregated as it 
requires quick response from the doctor and is offloaded to the cloud with minimum 
delay. However, normal data is aggregated till it reaches to the threshold level of 
data size of application (assumed to be 50 sensor nodes). Thus, aggregation reduces 
and consumes less transmission time and reduces end-to-end delay.

The working of HCA model is based on three major functionalities, namely, 
data collection from sensor nodes which is the client end, data aggregation which 
is the intermediate performance of the model, and data offloading to the remote 
end for further accessibility. All the modules of the HCA model are explained 
below.

Table 2.1 Classification of heart beat rate

Heart beat rate (HBR) Class

HBR >= 125 || HBR < 50 Supercritical

HBR > 100 && HBR < 125 || HBR 
>=50 && HBR < 60

Critical

HBR >= 60 || HBR <= 100 Normal
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A. Data Collection: The primary task of sensor nodes is to collect data from 
the human body. Sensor nodes generate a digital signal in correspondence to the 
collected data. The following algorithm explains the working of the sensor nodes 
and the smart mobile application.

Algorithm: GenSignal is a signal generation and data collection algorithm.

 1. The sensor nodes sense the ECG signal from the human body.
 2. The sensor nodes collect the information on the sampling rates of 256 or 512 

bytes per second.
 3. It rearranges and transmits the ECG signal to the smart phone device.
 4. The smart phone loads the ECG signal.
 5. The pre-embedded QRS detection algorithm in the smart-phones finds the 

QRS- peaks in the ECG signal.
 6. The smart phone computes the heartbeat rate by calculating the number of 

QRS- peaks detected earlier.
 7. The smart phone device then transmits the signal to the cloud healthcare network.

B. Aggregation: The major task of HCA is aggregation of the patient data 
before it is offloaded to the cloud. Aggregation is performed by the smart mobile 
application on SMD. The normal data of all the patients in a network is aggre-
gated as per the threshold level of application data size. This reduces congestion 
on the network and makes transmission quicker. The critical and super-critical 
data is sent without delay. The following algorithm explains the working of the 
aggregator.

Algorithm: ToAggregate is an algorithm exists in SMA which deals with the data 
classification and aggregation.

 1. The Smart mobile application receives the ECG signal from the smart phone.
 2. The SMA evaluates the criticality level of the patient’s heartbeat
 3. All records classified as the super-critical and critical patient information are 

propagated to the server individually with higher priority for delivery.
 4. All normal records are aggregated together and propagated to cloud-based 

healthcare network in the aggregated form.

C. Data Offloading: In HCA model, data is offloaded to a real-time cloud. 
The aggregated data is offloaded, whereas critical or super-critical data is offloaded 
as soon as possible with a minimum delay. The algorithm given below explains the 
data offloading procedure.

Algorithm: cloudHosting is an algorithm that shows how the offloaded data are 
stored on the real-time cloud database.

 1. The aggregated data is forwarded to the cloud-based healthcare record manage-
ment service.

 2. The cloud healthcare server explodes the received array.
 3. The server counts the records in the received information.
 4. All of the records are saved in the database.
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 5. The critical alarm is raised according to the heart beat rate rules.
 6. The concerned persons are informed about the critical status.

 Simulation Model and Results Analysis

For simulation study, we have considered the three parameters, i.e., total transmis-
sion time, end-to-end delay, and aggregation time, on 2G and WiFi networks during 
peak hours and moderate hours as discussed below.

 (a) Total Transmission Time: The foremost parameter used to test the efficiency of 
HCA is total transmission time. Total transmission time for HCA is calculated 
on two networks, namely, 2G and WiFi, during moderate and peak hours. Total 
transmission time is defined as the total time taken for offloading the ECG data 
onto the cloud, i.e., the time taken for data transmission from the generation of 
data on the sensor node to data offloading on the cloud. It is calculated as:

 
T t k Ttime aggregation= ( ) +

=
å
k

n

1  
(2.1)

where n is the number of total sensor nodes
Taggregation is calculated from (2.4) as shown below.

 (b) End-to-End Delay: Another prominent parameter to test the efficiency of the 
proposed system is end-to-end delay. The HCA calculates the end-to-end delay 
for 12, 25, and 50 number of sensor nodes on different networks such as 2G and 
WiFi during peak and moderate hours. Generally, it is defined as time taken to 
deliver a single packet data from the source to the destination. In this research, 
it is referred to as the difference between total time taken for delivering all the 
data packets from source to the destination and minimum time taken to deliver 
a packet from source to destination. The end-to-end delay must have minimum 
value to ensure early arrival of the packet at the destination.

 
T T Tdelay time min= –

 
(2.2)

where Tmin is minimum time taken to deliver a packet from source to destination

 
T f Ttime,minimummin = ( )

 
(2.3)

where Ttime is actual time taken to deliver a packet from source to destination
 (c) Aggregation Time: The third prominent parameter to test the efficiency of HCA 

is aggregation time which calculates the total time taken for aggregating the 
normal data in the network.
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where n is normal data

The HCA model is simulated using MATLAB and real-time cloud hosting on the 
server end. The patient data is saved on the cloud from where it is easily accessible 
by the medical staff. Real-time Cloud hosting is used in HCA model to create the 
patient database on the cloud. We have specified the URL address of the cloud 
where the data is to be sent. At that address, all the information regarding patient 
data is stored to be easily accessed by the doctor in future.

Implemented HCA model is dynamic and network-dependent. It is performed 
with 12 sensor nodes on both cellular and WiFi network and experiments are 
repeated 40 times so that maximum accuracy can be achieved. The number of nor-
mal, critical, and super-critical patients changes with each offloading iteration. The 
Fig. 2.3 shows the topology for HCA. The red, green, and black nodes are simulated 
as sensor nodes, SMA on mobile device and cloud, respectively. The blue lines 
show the connectivity between the components of the HCA model. The sensor 
nodes propagate the data and are processed by smart mobile application to the simu-
lated server and simulated server offloads the data to the cloud. Smart mobile 
 application aggregates the normal data and transmits the critical and super-critical 
data without aggregation.

HCA model is tested for effectiveness in terms of three parameters, which are 
total transmission time, end-to-end delay, and aggregation time. The performance of 
the HCA model is tested with 12, 25, and 50 sensor nodes in a WBAN and for total 
of 40 offloading iterations. The results shown by HCA (with aggregation) and exist-
ing health monitoring systems (without aggregation) are compared. The perfor-
mance of the HCA and the existing health management systems is recorded and 
compared in four scenarios. The first is on 2G network during moderate hours, 

Fig. 2.3 Topology of HCA
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second on WiFi network during moderate hours, third on 2G network during peak 
hours, and fourth is on WiFi network during peak hours. The performance of HCA 
and existing health management systems is recorded and compared on these 
scenarios. The following tables show the result for the total transmission time, 
end-to- end delay, and aggregation time. They compare the values calculated while 
using HCA (with aggregation) and existing health management systems (without 
aggregation). The results are shown for 12, 25, and 50 number of sensor nodes in 
the network.

Tables 2.2, 2.3, 2.4, and 2.5 represent the total transmission time when data is 
offloaded to cloud. It can be seen that the total transmission time is reduced with 
data aggregation as compared to data transmission without aggregation by 58.9 %, 
62.8 %, and 56.3 % with 12, 25, and 50 sensor nodes, respectively, on 2G network 
during moderate hours. The total transmission time is reduced with data aggregation 
as compared to data transmission without aggregation reduced by 62.8 %, 59.6 %, 
and 55.3 % with 12, 25, and 50 sensor nodes, respectively, on WiFi network during 
moderate hours. The total transmission time is reduced with data aggregation as 
compared to data transmission without aggregation reduced by 43.1 %, 36.8 %, and 
19.1 % with 12, 25, and 50 sensor nodes, respectively, on 2G network during peak 
hours. The total transmission time is reduced with data aggregation as compared to 
data transmission without aggregation reduced by 61.9 %, 56.9 %, and 55.0 % 
with 12, 25, and 50 sensor nodes, respectively, on WiFi network during peak 
hours. The results show that the data consumes less transmission time with aggre-
gation of normal data.

Table 2.2 Total transmission time on 2G during moderate hours

Without aggregation With aggregation

Sensor nodes 12 25 50 12 25 50

Total transmission time (seconds) 52.5342 62.0837 70.1882 21.5498 23.0691 30.6414

Table 2.3 Total transmission time on WiFi during moderate hours

Without aggregation With aggregation

Sensor nodes 12 25 50 12 25 50

Total transmission time (seconds) 33.1627 40.9697 53.7481 12.313 16.5422 24.0082

Table 2.4 Total transmission time on WiFi duing peak hours

Without aggregation With aggregation

Sensor nodes 12 25 50 12 25 50

Total transmission time (seconds) 38.0787 44.8449 61.77 14.5034 9.3238 27.755

Table 2.5 Total transmission time on 2G during peak hours

Without aggregation With aggregation

Sensor nodes 12 25 50 12 25 50

Total transmission time (seconds) 60.877 68.157 78.098 34.583 43.042 63.1905
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Tables 2.6, 2.7, 2.8, and 2.9 show the end-to-end delay when data is offloaded to 
cloud. It can be seen that the end-to-end delay is reduced with data aggregation as 
compared to data transmission without aggregation reduced by 91.17 %, 90.03 %, and 
89.05 % with 12, 25, and 50 sensor nodes, respectively, on 2G network during moder-
ate hours. The end-to-end delay is reduced with data aggregation as compared to data 
transmission without aggregation reduced by 92.60 %, 79.24 %, and 65.24 % with 12, 
25, and 50 sensor nodes, respectively, on WiFi network during moderate hours. The 
end-to-end delay is reduced with data aggregation as compared to data transmission 
without aggregation reduced by 85.03%, 80.96% and 69.71% with 12, 25, and 50 
sensor nodes, respectively, on 2G network during peak hours. The end-to-end delay 
is reduced with data aggregation as compared to data transmission without aggrega-
tion reduced by 73.87 %, 43.06 %, and 16.40 % with 12, 25, and 50 sensor nodes, 
respectively, on WiFi network during peak hours. The results show that the patient 
data has reduced end-to-end delay with aggregation of normal data.

Tables 2.10 and 2.11 compare the aggregation time and show that the HCA appli-
cation takes same time to aggregate data when number of normal patients is same 
irrespective of the network, i.e., 2G or WiFi, because we are not considering any 
network characteristics like congestion, etc.

The above results show that the HCA model consumes less transmission time 
and end-to-end delay with data aggregation and hence could be helpful in eHealth 
monitoring systems.

Table 2.6 End-to-end delay on 2G during moderate hours

Without aggregation With aggregation

Sensor nodes 12 25 50 12 25 50

End-to-end delay (seconds)  0.914  1.119  1.341  0.1  0.108  0.11

Table 2.7 End-to-end delay on WiFi during moderate hours

Without aggregation With aggregation

Sensor nodes 12 25 50 12 25 50

End-to-end delay (seconds) 0.657 0.737 1.056 0.048 0.153 0.367

Table 2.8 End-to-end delay on 2G during peak hours

Without aggregation With aggregation

Sensor nodes 12 25 50 12 25 50

End-to-end delay (in seconds) 1.087 1.298 1.467 0.284 0.739 1.225

Table 2.9 End-to-end delay on WiFi during peak hours

Without aggregation With aggregation

Sensor nodes 12 25 50 12 25 50

End-to-end delay (seconds) 0.695 0.851 1.278 0.104 0.162 0.387
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 Conclusion and Future Work

The proposed HCA model enhances the distant health monitoring systems by 
classifying the collected ECG data of the patient as urgent or non-urgent and 
performing aggregation of the non-urgent data. Data aggregation reduces data 
transmission time and end-to-end delay. The HCA model also creates the patient 
database on the real-time cloud. The patient data is easily accessible to the medical 
fraternity that provides the real-time feedback. The results shown have proved the 
efficiency of the HCA model in terms of aggregation efficiency, end-to-end delay, 
and total transmission time.

Towards future, HCA model can be enhanced to add security of the patient data 
stored on the cloud and improving Quality of Service. Aggregation efficiency can 
be improved by taking into account the overhead of performing aggregation on the 
normal data as compared to existing aggregation models in WBANs.
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    Chapter 3   
 Living Labs (LILA): An Innovative Paradigm 
for Community Development—Project 
of “XploR” Cane for the Blind                     

     Asim     Majeed     ,     Rehan     Bhana     ,     Anwar     Ul     Haq     ,     Hanifa     Shah     , 
    Mike- Lloyd     Williams     , and     Andy     Till    

    Abstract     The community development in different domains (business, education, 
welfare, etc.) has been the prime focus over the last decade due to the evolution of 
digital technologies and the shift in working patterns. However, many public and 
private investments have failed to produce sustaining and real value from them. The 
observed defi ciencies which are causing the failure of community development 
projects ranged from initiation within the artifi cial and closed laboratory to open 
learning environments. The community development is entailed without under-
standing the real community needs, community’s value chain, and potential problems 
with limited interactions. These shortcomings have resulted in failure to develop 
effective, prosperous, and world class communities, leveraging the new innovative 
and powerful approaches. An approach to developing collaborative systems, called 
Living Lab (LILA), is discussed in this paper and this approach has empowered and 
engaged the communities (students, lecturers, computer scientists, electronics engi-
neers, visually impaired and blind people) to experiment and learn the innovative 
solutions of their real-world problems. The theme of this innovation- led approach is 
to embed community-driven solution within the communities. 

 This paper presents the actual framework for the establishment of a Living Lab 
using specifi c case study at Birmingham City University (BCU), along with its 
impact on community development. This research determines the key features 
that the visually impaired would fi nd useful in a mobility cane called “XploR”. 
The smart cane incorporates facial recognition technology to alert the user when 

        A.   Majeed      (*) •    R.   Bhana      •    H.   Shah      
  School of Computing and Digital Technology, Birmingham City University , 
  Birmingham ,  UK   
 e-mail: Asim.Majeed@bcu.ac.uk; Rehan.Bhana@bcu.ac.uk; Hanifa.Shah@bcu.ac.uk   

    A.  U.   Haq      
  Department of Computing ,  QA Higher Education ,   Birmingham ,  UK   
 e-mail: Anwar.Haq@qa.com   

    M.-L.   Williams      •    A.   Till      
  Department of Business Administration ,  QA Higher Education ,   Birmingham ,  UK   
 e-mail: Mike-Lloyd.Williams@qa.com; Andy.Till@qa.com  

mailto:Asim.Majeed@bcu.ac.uk
mailto:Rehan.Bhana@bcu.ac.uk
mailto:Hanifa.Shah@bcu.ac.uk
mailto:Anwar.Haq@qa.com
mailto:Mike-Lloyd.Williams@qa.com
mailto:Andy.Till@qa.com


32

they are approaching a relative or friend from up to 10 m away. This is a revolutionary 
‘smart’ cane enabling blind people to instantly identify friends and family. The cane 
also features GPS functionality to aid navigation. This project is part of LILA, a 
European initiative encouraging entrepreneurship and fostering internationalisation.  

  Keywords     Innovation   •   Living labs   •   Visually impaired   •   Facial recognition   • 
  Assistive technology  

      Introduction 

 The open real environment staged for experimenting, collaborating, and knowledge 
sharing is called Living Labs. The future directions of product developments are 
revealed through user experiences in Living Labs. The open-innovation model is 
drawn in many aspects and it gathers the interests of various action-based research 
active industries (Allee,  2008 ). The original concept of Living Lab became apparent 
when real-world projects were undertaken by the university students and the inten-
tion was to resolve those as part of their studies. The real purpose of concept LILA 
is to bring up the technological issues at home to the real-life context with the inten-
tion of prototyping, refi ning, and validating their solutions (Jackson,  2008 ). The 
international interests rose about integrating LILA approach within the community 
since 2006 when European Commission promoted a project of European innovative 
system requiring coordination and advancement. The users from the community 
would be involved by LILA in the process of co-creation of applications, services, 
and developments of new products (Kokkinakos et al.,  2012 ). The LILA approach 
believes in furnishing a service or designing a product; the average user from the 
community is equipped well to do that. Therefore, LILA supports innovations 
creation and their validations within the real world of collaborative environments 
through Research and Development methodology. 

 The themed structure of LILA is to support innovations in all phases of the life-
cycle and is based on diverse resources, actors, and activities. According to Welfens, 
Liedtke, and Nordmann ( 2010 ), LILA is a virtual reality or physical region partner-
ships of public–private people, which are formed by the stakeholders, universities, 
agencies, fi rms, and agencies collaborating with each other throughout the develop-
ment lifecycle. The development lifecycle by LILA encompasses creation, proto-
typing, formation, validation of new products, services, and technologies within the 
context of real life environments, which helps in upscaling and commercialising the 
innovations rapidly within the global market (Schaffers, Guzman, Navarro, & Merz, 
 2010 ). This development approach also determines LILA as an open-innovation 
network, offering an innovative platform and research think-tank for various 
establishments associating the user-driven practices of innovations. 

 The user-led innovations are highly accredited by the organisations due to having 
a high commercial value minimising the risks involved when launching a service, 
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technology, or a new product (Yu, Kuber, Murphy, Strain, & Mcallister,  2005 ). 
LILA’s role as a platform for collaborative development brings all stakeholders: 
end-users of new technologies, developers, public sector agencies, and exploiters of 
services or products. The fundamental theme of open-innovation is based on the 
self-organising model because all stakeholders work on voluntary collaboration and 
each player is assigned a specifi c task in the network (Bowyer, Chang, & Flynn, 
 2006 ). According to Johnsen, Phillips, Caldwell, and Lewis ( 2006 ), the co-creation 
and innovation in provider–customer relationships could be customer-driven, 
producer- driven, or in equilibrium due to any actor being more dominant and active 
in completing the work as compared to another one. This depicts that LILA is an 
open-innovation network encompassing various actors under one platform working 
towards the same operation in various capacities (Baida et al.,  2008 ).  

    Co-innovation at Birmingham City University (BCU) 

 Living Labs is a new way of benefi ting from technologies. Modern businesses are 
using living Labs to take benefi ts from open innovations of operating business to 
business or from business to consumers (Lee, Olson, & Trimi,  2012 ). This approach 
not only shares ideas between the companies, but also saves time and cost. Living 
Labs, as an open innovation business model, enhances the profi t for the company 
and in the modern era most organisations want to achieve such goals and are battling 
in this complicated environment to improve business credentials (Jayal, Badurdeen, 
Dillon, & Jawahir,  2010 ). The business models of value co-creation and sustaining 
multidisciplinary collaboration form new organisational parody, which dresses the 
need of service- driven market and collaborative networked development approach 
(WHO,  2016 ). The self-organising, co-creation, and innovation model improves the 
collaboration of various stakeholders and relationships to build better learning orien-
tation. The research conducted by Haraszy, Cristea, Tiponuţ, and Slavici ( 2011 ) 
strongly suggested that collaboration between computer scientists and clinical 
experts domain users is required in making the handheld devices using audio sensory 
channels of haptic and user-friendly nature. The purpose of developing such technol-
ogy is to show the potential benefi ts for the visually impaired people. 

 By involving a targeted group of users in living labs in the early stages of product 
and service development, the start-up is provided with a reliable overview of a 
targeted regional market and the local needs associated with it that lead to the vali-
dation and adoption of the product or service following user insights and recom-
mendations (Chen & Liu,  2014 ). This ensures that when a product or service reaches 
the market, there is a reduced risk of failure both with the acceptance and under-
standing of the technology and other risks associated with the enterprise (Helal, 
Moore, & Ramachandran,  2001 ). Start-ups will have gaps in their  knowledge and 
may be lacking in resources to understand what is expected by the target users as 
well as statistics related to their specifi c innovation (Calamela, Defélixa, Picqd, & 
Retour,  2012 ). The involvement of both a higher education institution and business 
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innovation centres will enable an entrepreneur to strengthen their innovation capacity 
within their organisation due to their diverse range of knowledge and networks 
(Calamela et al.,  2012 ). It is also due to “cross-fertilization and collaboration 
between different actors” (Calamela et al.,  2012 ). 

 The Living Labs offer a research platform for experimenting and innovations 
from industry and market point of view, eliminating the borders of cultural systems 
and different social norms. “This approach is considered a good basis for rapid mass 
customisation even with global reach” (Patel & Vij,  2010 ) and, by innovating 
alongside regional partners and targeted users, risks and rewards are shared 
(Tiponut, Ianchis, Bash, & Haraszy,  2011 ). 

 The model presented by Thøgersen ( 2007 ) depicts three elements of desirability, 
feasibility, and viability behind the startup process of innovation through living labs 
(Fig.  3.1 ).

   The difference between co-development and co-innovation topology is clarifi ed 
by Thøgersen ( 2007 ), pointing the fact that the relationship between customer and 
supplier is a key. The new methods of innovation by the service delivery procedure 
have been coined by the participation of the end users. The contributions by end- 
users are not expected as audiences, but as creators, collaborators, and dynamic 
contributors (Chen and Liu ( 2014 )). Therefore, it was suggested that the collabora-
tion of research organisations, users, and suppliers would have a great impact on the 
novella tea of innovation and on the other side collaboration with competitors could 
have an adverse impact on the business. The dynamic interplay centred through the 
fundamental knowledge between competition and collaboration is considered a 
highly distinctive tactic, which gathers organisations on the co-innovation approach 
(Kramp, Nielsen, & Møller,  2010 ). The clusters of innovations for project-based 

  Fig. 3.1    Living labs (LILA) and innovation.  Source : Thøgersen ( 2007 )       
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organisations form collaborative research with other organisations for a common 
goal (Smit et al.,  2011 ). 

 Birmingham City University in partnership with Birmingham City Council has 
been part of European Network of Living Labs (ENoLL). The project was co- 
innovated at the universities laboratories in collaboration for the sole purpose to 
design and develop a smart cane for the blind. This concept of helping both the blind 
and visually impaired was established with funding support from Living Labs 
Application (LILA), an Interreg NWE project, and the lifecycle development of this 
cane was executed within a living lab at Birmingham City University where various 
students, researchers, electronics engineer, and computer scientists were involved in 
developing this co-innovation. The development of the cane was initiated and led by 
user groups feedback consisting stakeholders and individuals with varying level of 
sight loss to none who were already introduced the white cane in three regions of 
North West Europe (NWE).  

    “XploR” Project 

 Birmingham City University (BCU) in collaboration with LILA has developed 
“XploR” smart cane based on Assistive Technology focusing on safety, improved 
quality of life, and independence of visually impaired and blind people. The 
“XploR” cane is embedded with a panic button, GPS navigation system, object 
avoidance sonar sensor, facial recognition software, and a built-in HD camera. The 
“XploR” cane will carry a database of names and pictures of friends and family 
members, and as soon as pictures are taken, it will be scanned through the stored 
database and inform the details to the blind person through a haptic touch as well as 
audio sensory Bluetooth ear piece. The “XploR” cane will detect the family and 
friends up to 10 m away, aiming to empower the inclusive and improve the indepen-
dence of visually impaired and blind people. 

 According to the statistics published by WHO ( 2016 ), almost 360,000 people are 
registered as blind and two million with sight loss. It is also forecasted that this fi gure 
would increase to 2,250,000 by 2020 and to four million by 2050 (Table  3.1 ).

   Table 3.1    Number of people registered as visually impaired and blind in UK   

 Number 
registered 

 Number living 
with sight loss 

 % By 2020 living 
with sight loss  Cost of sight to NHS 

 England  143,385  1,564,340  3.36 %  £2,216,149,038 
 Wales  7972  98,650  3.75 %  £122,643,000 
 Scotland  18,942  156,230  3.43 %  £233,526,091 
 Northern Ireland  46,680  3.05 % 

   Source : WHO ( 2016 )  
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       Proposed Framework for “XploR” Cane 

 There have been various researches conducted on helping visually impaired and 
blind people in getting commands to avoid obstacles on their journeys. Various past 
innovations have segregated various distance lengths to sense obstacles and the 
highest measured was up to 4-m. “XploR” cane is designed as a new innovation 
which does not only sense the obstacles up to 10-m and alarm the user, but also 
embedded with the GPS navigation facility. This innovation of integrating GPS 
navigation has raised questions of detecting obstacles, object avoidance, and appro-
priate route selection by the visually impaired and blind people. The technology is 
continuously in the advancement phase and many new sensors based on ultrasound 
rays have been developed which provides better support than guide dogs. Those 
who are visually impaired may not realise the full potential of these technologies 
and still use guide dogs for route guidance, but are helpful in taking decisions in 
navigating/orientation in unusual situations. 

 The electronic navigation aid systems have replaced the traditional tools used for 
navigation by visually impaired people during the last half decade. The newly 
developed systems are based on various types of sensors and have the signal pro-
cessing capabilities, which helps the visually impaired person to improve mobility 
within the continuity-changing environment or unfamiliar situations (Tiponut et al., 
 2011 ). The embedded monitoring systems are integrated to ensure that the person 
using this is moving and will reach to his target (Zarandi, Mansour, Hosseinijou, & 
Avazbeigi,  2011 ). The proposed framework and develop system will be integrated 
with the facility to sense the changing environment or emergency situations about 
the current position of the visually impaired and blind person. 

 A module for path planning is integrated into this device and it would be 
responsible for generating and recalculating the route if it fi nds any obstacles on 
the way. The visually impaired person using “XploR” cane fi nds obstacles on the 
way; the sensors will detect the object in a 3D format and this must meet require-
ments for trajectory planning. The man–computer interface provides information 
extracted from the environment in a friendly manner and assists visually impaired 
people by navigating “hands-free” in their work environment and everyday life 
(Wong & Cohen,  2012 ). The “XploR” cane is designed on the following proposed 
model (Fig.  3.2 ):

   The Assistance Interface for Navigation would store the current position of the 
person and the details of the environment in its database through the Information 
Assistance Interface. Several functions are embedded within this portable device 
and it involves processing capabilities and control of embedded systems (Følstad, 
 2008 ). The Communication module embeds other modules such as Assistance 
Interface for Navigation and Assistance Interface and this would serve as a Human 
Computer Interaction interface. This interface is used to input various commands to 
operate “XploR”. The detection of obstacles and objects is very important for 
visually impaired people when moving around as well as obtaining location data. 
The current location of the visually impaired person is very important because this 
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information must be stored and correlated to the database of the environment. 
The obstacles can be detected by using Ultrasonic systems for measuring the 
distance. The GPS tracking uses movement sensors to locate the orientation of the 
person and trajectory tracking (Haraszy, Micut, Tiponut, & Slavic,  2011 ). 

 The absolute position of the visually impaired person can be obtained through a 
GPS system, but with errors of few meters due to slow sampling rate (Kramp et al., 
 2010 ). The GPS navigation embedded within “XploR” can be useful for outdoor 
journeys. The integration of quantisation noise and measurement helps to identify 
the location error to the inertial positioning system, which is encompassed by gyro-
scopes and accelerometers. To obtain superior results, magnetic compasses are used 
along with gyroscopes and accelerometers (Allee,  2008 ). The detection of obstacles 
and locations of people can be obtained through mobile robots integrated within the 
navigation. In the proposed model, various types of sensors are used to measure the 
location, and consequently, it requires complex computation processes (Lee et al., 
 2012 ). The sensor fusion module is responsible for communicating with the various 
types of sensors. In “XploR”, the resolution of these problems is looked at carefully 
while embedding a Kalman Filter within the device (Tiponuţ et al., 2009 ).  

  Fig. 3.2    Block diagram of the proposed system.  Adapted from : Assistive technologies for visually 
impaired people (Liu et al.,  2007 )       
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    Proposed System Design 

 The theme of this research work is to design and build a device, which uses ultrasonic 
sensors to sense the surrounding environment and incorporating a GPS navigation 
as well as a built-in camera to take pictures and scan them for the details of family 
and friends from information stored in the database. As soon as it fi nds obstacles, it 
sends feedback to the blind person wearing this device. The “XploR” cane has more 
features than the existing model of cane available for the blind and visually impaired 
people. The design of XploR differentiates itself from the traditional ones, which 
scans the obstacle from 10-m distance and alerts the user with four different types 
of vibrations. The design of previous devices scans the objects from only 4-m distance 
and there is no camera embedded in it. The “XploR” cane is embedding a camera, 
vibration motor, sensors to scan the obstacle, 10-m distance, and four different types 
of vibrations.  

    Facial Recognition (FR) and Assistive Technology (AT) 

 The Living Labs for this project have experimented with four different versions of 
facial recognition software called OpenCV and these are presented in the workshops. 
All previous versions have been classed and the prototype version 4B includes 
features such as built-in camera, facial recognition, GPS navigation, and Haptic 
touch. “XploR” cane has been designed in incubation hubs where students, com-
puter scientists, entrepreneurs, and researchers met and discussed the project idea 
collaboratively. Birmingham City University and living lab collectively helped to 
exhibit the version 4B are the European BIC network. 

 A survey conducted by Liu, Baida, and Tan ( 2007 ) investigated the problems 
blind and visually impaired people faced when using the internet and identifi ed four 
main problems to consider. Accessibility, the usability of assistive technology, con-
tent overview, and structure overview were identifi ed as the main problems. This 
also leads to believe that there is a high percentage of unemployment within blind 
and visually impaired people due to the fact of being excessively demanding or 
extremely challenging for using offi ce equipment. There are adverse opinions stated 
by employers about employing visually impaired people and rehabilitation counsel-
lors have presented their views; which led them to focus on consumer abilities and 
then the employer needs (Patel & Vij,  2010 ). 

 Academic results of visually impaired and blind students varied considerably 
and depended on the assistive technology learning aid used. This disability restricts 
the blind people’s learning and studying chances as compared to other normal 
students. Research conducted by Liu et al. ( 2007 ) fi nds that evidence from teachers 
of visually impaired students that there is a positive relationship between results and 
the use of assistive technology has enriched the quality of students’ life and worked 
as a driving force to access the academic information. However, there was a lack of 
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knowledge among the teachers about the range of assistive technology available. 
Most of the teachers portrayed themselves as “IT Illiterate”, assuming that 
Information communication technology (ICT) and assistive technology (AT) are 
related to each other. To avoid the confusion, it is shown by Tiponut et al. ( 2011 ) 
that ICT is used to represent individuality, fi tting, and capability, whereas assistive 
technology is used to represent reliance variance and constraints. Hence, ICT and 
ICT assistive technologies have inherently inconsistent sets of associations (Wong 
& Cohen,  2012 ). 

 The research conducted by various scientifi c scholars has also discussed that 
blind and visually impaired students fi nd various academic subjects more complex 
than the others. They use a special kind of web browser called AsteriX-BVI to per-
form chemical and mathematical calculations, which in turn generates haptic- 
enhanced presentations (Patel & Vij,  2010 ). According to Liu et al. ( 2007 ), the 
technologies produced (virtual-EyeCane, White-Cane) for BVI people lack the abil-
ity to simulate the user to the relevant locations and destinations. 

 The results gathered from earlier developed devices for BVI people suggest that 
there is still more room for assistive technology development, which could not only 
navigate the user but also measures the distance of the obstacle on the way. A lot of 
research and development has been done on assistive technologies, which include 
alerting the user about the obstacle from the 4-m distance. Chen and Liu ( 2014 ) 
researched areas of assistive technology (AT) devices that are most appreciated by 
AT users. AT results are needed for the reported data regarding the impact of AT on 
participation, costs of AT provision, and key elements in the AT service delivery 
process. The “XploR” would not only help blind people from one particular sector 
of the community, but also almost all the sectors where blind people are linked to. 

 The students and lecturers at Birmingham City University have taken the initia-
tive to overcome these issues faced by BVI people. For this purpose, BCU campus 
was used as a Living Lab where project “XploR” was serviced. The idea was to 
embed the sensors that could sense the obstacle from 10-m range, and for this pur-
pose, Nottingham Obstacle Detector (NOD) sensor was used. The NOD sensor was 
set to sense the objects on the basis of fi ve zones. Each zone range was set for 2-m, 
and as soon as “XploR” would sense the obstacle, the cane will inform the user 
through haptic touch. Mowat motor is used for the haptic touch as it has the stimuli 
of various types of vibrations. 

 The proposed structure is presented through Fig.  3.3 .
   The purpose of embedding an ultrasound sensor is to provide obstacle detection 

along with GPS for navigation purposes. The “XploR” cane is embedded with 
Mowat sensor, which has fi ve different analogue vibratory haptic pulses. The 
 classifi cation of these haptic vibrations is based on every 2-m distance. The vibra-
tion frequency is inversely set of the distance between the sensor and the obstacle. 
There are other sensors available for detecting the objects and obstacles, but 
“XploR” has used Ultrasonic sensor due to being less affected by the color and 
materials of obstacles. It also has the capability of detecting the objects up to 10-m 
range. The ultrasonic sensor is designed with a function of resisting the external 
disturbances, noise, and radiations. This sensor continuously emits the sound rays, 
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and as soon as these hit any object, they are refl ected back to the source with the 
location and distance of the obstacle. The functionality of “XploR” cane is based on 
Bluetooth Antenna, Bluetooth headset, HD Camera, Power Supply (via Rechargeable 
Battery), ON/OFF Button, Mowat Sensor (Vibrating Motor), Hardware Rest Button, 
Micro SD Slot (SD/MMC), HDMI Port, 4GB DDR3 SDRAM, EEPROM, 
Nottingham Obstacle Detector (NOD), GPIO Extension (1, 2, 3 and 4), Recovery 
Button, Hardware Rest Button, and 32GB NAND Flash. While developing the 
“XploR” cane prototyping framework, the researchers in BCU had the assumptions 
of designing the cane length as per users choice, to be made of lightweight but 
strong material, proposed weight would be light, would have horizontal and vertical 
full spectrum IR camera and 270° viewing angle, smartphone interface mount 
within the handle, 24 h battery life, vibrating device in handle to detect force feed-
back from camera detection, handle could be detached from bottom part of cane, 
panic button for assistance, and voice assistance/recognition. 

 The proposed model of “XploR” is designed and presented in Fig.  3.4 .
   The “XploR” cane includes hearing aid and the prototyping phase required to 

ensure what technology would be used for the hearing purpose, which would 
enhance user’s experience. The process of listening involves both ears working 
together combining the inputs and exchanging the information. To make it possible 
for “XploR” cane, the binaural coordination sonic device is used. Sonic products 
use binaural coordination to exchange the information between the right and left 
devices. If it is not embedded in the framework, the user would have to adjust the 
hearing device manually. The hearing experience of the user is so natural that they 
would never recognize that they would have worn the device when listening to the 

  Fig. 3.3    Angular coverage of the detection zone.  Adapted from : “Xplor” cane assisted mobility for 
the visually impaired (Sakhardande, Pattanayak, & Bhowmick,  2012 )       
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instructions. The “XploR” cane would come with two different types of material 
choices, from which the individual can make a choice from. This is giving the indi-
vidual choice to make instead of imposing our choice (Aluminum and Graphite). 
There would be a choice for folding or telescopic. The embedded camera for facial 
recognition would have the capability of 1000fps for good quality pictures and be 
adjustable to viewing angle. The panic button will be linked to a call center where 
help can be dispatched with the aid of the GPS incorporated in the cane.  

    Sustainable Product Design 

 The features and working of “XploR” are explained in various sections of this paper. 
The Ultrasound rays detector is embedded in the device to detect the obstacles from 
a 10-m distance and this information is transferred to the user through Bluetooth. 
The device sensory detector detects the object and the stimuli of vibrations are 
changed according to the distance of obstacle. The distance of 10-m is divided into 
fi ve zones. The “XploR” cane is a new innovation on the basis of previous models 
as none of the past inventions had the integration of facial recognition and GPS 
navigation facilities embedded within it. The mechanism of device attachment with 
the cane does not require sighted assistance and could easily be attached or detached by 
the visually impaired or blind person. This device can also be used for general pur-
pose distance measurement and GPS navigation. This device runs on rechargeable 

  Fig. 3.4    Proposed model.  Adopted from : “XploR” cane-assisted mobility for the visually impaired 
(Sakhardande et al.,  2012 )       
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batteries and can be charged using a simple charger like those used for mobile 
phones. This eliminates the inconvenience of opening the battery pack to replace 
batteries (Fig.  3.5 ).

   The “XploR” is designed with a pair of receivers for both the ears. The Ultrasonic 
sensor will sense the environment, the camera will take the pictures of people within 
the 10-m radius and scan through the database for recognition purposes, haptic 
touch would alter the user through the various set of vibrations, and embedded GPS 
would navigate the users within that environment to determine the obstacles and 
their ways. The crux of the whole concept to design “XploR” was to help blind in 
their day-to-day mobility using navigation through instructions using pathfi nder 
system. The “XploR” determines the presence of the object through Nottingham 
Obstacle Detector (NOD), measuring the distance and inform the user through 
Bluetooth and haptic touch. The technical specifi cations of the “XploR” cane are 
laid out in Table  3.2 .

   The insights of “XploR” functionality are laid out in Table  3.2 . 
 The details mentioned in Table  3.2  depict the technical working and details of 

instruments within the XploR cane. This project was initiated collaboratively by 
LILA and Birmingham City University. The development of “XploR” presents 
Living labs perspective in-depth comprehension of the operations and interrela-
tions of various components in the environment they function, for its user groups. 
This idea is gaining popularity for entrepreneurs to deliver innovative solutions for 
the communities and provide deeper awareness of the contemporary procedures by 
sharing best practices among network of other connected living labs.  

  Fig. 3.5    “XploR” cane (design).  Source : Living Labs (LILA) & BCU Project (2015)       
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     Table 3.2    Insights of “XploR” functionality   

 Technical 
specifi cations 

 The “XploR” cane incorporates the following on its own board. 
   • Bluetooth antenna 
   • Bluetooth headset, Jabra 
   • HD camera (facial recognition) 
   • Power supply (via rechargeable battery) 
   • ON/OFF button 
   • Mowat sensor (vibrating motor) 
   • Hardware rest button 
   • Micro SD slot (SD/MMC) 
   • USB_OTG 
   • USB_HOST1 
   • HDMI port 
   • 4GB DDR3 SDRAM 
   • EEPROM 
   • Nottingham obstacle detector (NOD) 
   • GPIO extension (1, 2, 3 and 4) 
   • Recovery button 
   • Hardware rest button 
   • 32GB NAND fl ash 
   • CHG_LED 
   • PWR_LED 

 Ultrasound 
sensor module 

 There are other sensors available for detecting the objects and obstacles, but 
“XploR” has used Ultrasonic sensor due to being less affected by the colour 
and materials of obstacles. It also has the capability of detecting the objects up 
to 10-m range. This ultrasonic sensor is designed with a function of resisting 
the external disturbances, noise, and radiations. This sensor emits the sound 
rays every time, and as soon as these hit any object, they are refl ected back to 
the source with the location and distance of the obstacle 

 Haptic touch 
(vibrators) 

 Mowat sensor is used in “XploR” which has fi ve different analogue vibratory 
haptic pulses and these ranges could be set on the basis of the distance. In 
“XploR” cane case, the scanning area is up to 10-m and that is classifi ed into 
fi ve zones. The haptic touch would execute on the basis of where the object is 
located. All fi ve zones have different level of haptic touches 

 Standard 
functionalities 

 The device “XploR” has following standard functions to help blind and 
visually impaired people for their mobility 
   • Cane length could be increased or decreased by the user 
   • Cane would come in two different, materials (Graphite and Aluminium) 
   • Its weight would be light and easy to carry 
   • Horizontal and vertical full spectrum IR camera and 270° viewing angle 
   • Smartphone interface mount within the handle for navigation purposes 
   • 24 h battery life 
   •  Vibrating device in handle to detect force feedback from camera 

detection 
   • Handle can be detached from bottom part of cane 
   • Panic button for assistance 
   • Voice assistance/recognition 

(continued)
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    Conclusion 

 There is an enormous amount of assistive technologies available globally for the 
blind and visually impaired people, but their use is quite complex for them. Some of 
the assistive technologies are developed in various countries, but still unreachable 
by the blind and visually impaired people due to being expensive and lacking navi-
gation features. The navigation support and facial recognition have always been a 
challenging problem for blind people along with fi nding the precise location of the 
obstacle. The already developed assistive technologies (e.g.; Eye Cane, White-
Cane) did not have facial recognition features as well as no ability to sense the 
external environment through the auditory stimuli. 

 This paper presents “XploR” cane, a new innovation for blind people which is 
designed and developed at Birmingham City University (BCU) in co-operation with 
Living Labs (LILA). Although the integration of various assisted technologies 
within XploR was a great challenge, while developing it was ensured that all neces-
sary aspects and features such as obstacle avoidance, facial recognition, route plan-
ning, GPS navigation, Bluetooth, haptic touch, and path sounder were embedded in 
it. This product concept was innovated with about 100 users across three NEW 
regions as part of LILA, and following the feedback from users and stakeholder, 
improvements were made in it, resulting in functionality of the “XploR” including 
face recognition and the ability to detect obstacles of up to 10-m radius.  

    Future Work 

 Although this device is developed keeping in view the various requirements of BVI 
people, it still requires future researchers to look into it through the following 
perspectives:

    1.    “XploR” can contain Braille keyboard, voice input unit, etc. Through this inter-
face, different commands can be addressed to the computer.         

Table 3.2 (continued)

 Constraints  While developing “XploR” cane following constraints were raised: 
   •  Aluminium may not be durable enough and cane could be easily be 

broken 
   • Weight of “XploR” cane would vary due to the specifi cations 
   • Battery life issues 
   • Camera would require to be adjusted by the user for viewing angle 
   • Facial recognition depends on user’s height 
   •  In “XploR” cane, we could not use Android OS due to the technical 

incompatibility issues of supporting camera, Mowat motor, and 
ultrasonic sensors 
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Chapter 4
Regenerator Losses in a Free Piston Stirling 
Engine

Ayodeji Sowale and Sarah Odofin

Abstract Due to the need for alternative means that can be used to generate power 
with high efficiency and less harm to the environment, the free piston Stirling engine 
has emerged and research has been carried out to prove its relevance. This study is 
carried out in the thermal energy conversion unit, using solar energy to generate 
power. This form of renewable energy can be employed for power production using 
the free piston Stirling engines which converts thermal energy into mechanical 
energy. The application is considered for micro-CHP applications in small-scale 
businesses and units. In this study the regenerator being the heart of the Stirling 
engine and its heat storage and recovery ability is analysed. The quasi-steady flow 
of the thermodynamic model of the free piston Stirling engine is developed, the 
thermal losses and effectiveness of the regenerator are considered and the effect on 
the output results generated during its operation is analysed and presented.

Keywords Free piston Stirling engine • Thermodynamic • Regenerator

 Introduction

The free piston Stirling engine has been investigated in the past due to its external com-
bustion, high efficiency and environmental friendly operation. The regenerator which is 
the major part of the engine which stores and releases heat to the working fluid in the 
engine during its backward and forward movement in the heat exchangers requires 
critical analysis for optimum performance. The thermal efficiency of the free piston 
Stirling engine is determined by the efficiency of the regenerator. The regenerator 
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consists of matrix layers to increase the effectiveness of its storage and release of heat 
absorbed from the working fluid. The porosity of each matrix determines the efficiency 
of the regenerator and has major impact of its performance. The porosity can be defined 
by the density of the mesh, void volume and the wire diameter. Therefore more consid-
eration is required on the thermal losses that occur and also on the heat transfer and 
pressure drop of the oscillating flow of the working fluid in the regenerator.

 Past Researches

Some investigations have been performed on the losses and effectiveness of regenera-
tor in the Stirling engines. A research was performed by Abdulrahman on the engine 
regenerator as to design and carry out tests on the material to be used to make it effec-
tive (Abdulrahman, 2011). A numerical study was carried out on regenerator matrix 
design to improve the efficiency of a Stirling engine. A numerical model of the engine 
was developed, and a new regenerator design was optimized by dividing the regenera-
tor matrix into three sections. The new design improved the overall temperature oscil-
lations of the matrix and reduced the inflow effect on the matrix oscillations, thereby 
improving the efficiency of the engine (Andersen & Thomsen, 2006). A one-dimen-
sional model was produced by de Boer (2009) for analysing Stirling engine regenera-
tors. The model was developed from the simplified model considering the thermal and 
viscous losses. The output from the optimisation provided the optimal values of the 
piston phase angle and conductance of the regenerator to achieve maximum output 
power. A solution was obtained by Qvale and Smith (1968) on the thermal performance 
of a Stirling engine regenerator using the mass flow rate and sinusoidal pressure varia-
tion with phase angle between them. An observation by Popescu, Radcenco, Costea 
and Feidt (1996) states that the major reduction in the Stirling engine performance is by 
the nonadiabatic regenerator. The effects of the dead volumes and the efficiency of 
regenerator on the overall efficiency of the Stirling engine were carried out by 
Kongtragool and Wongwises (2006). The figure below shows the layout diagram of the 
gamma type free piston Stirling engine used in this study (Figs. 4.1 and 4.2).

 Assumptions for the Mathematical Model

Certain assumptions were defined in order to obtain the mathematical model of the 
regenerator in the free piston Stirling engine.

 1. The pressure drop in the regenerator is taken into account.
 2. The internal, external and dissipation losses are taken into consideration.
 3. The flow of the working gas is in one dimension and uniform.
 4. The temperatures of the working gas in the heat exchangers are in thermal equi-

librium with the surrounding walls.
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 5. The temperatures of the surrounding walls of the working gas volume changes 
with time.

 6. The effect of gravitation is not considered in this analysis.
 7. The working fluid is a perfect gas.
 8. The regenerator temperature is required to be equal to the average of the cooler 

and heater temperature.

 Methodology

In this study the second-order modelling of the quasi-steady flow model of free 
piston Stirling engine is developed using the fourth-order Runge-Kutta (rk4) method 
in MATLAB which solves second-order differential equations. The major focus was 
on the regenerator and its losses. The regenerator matrix was divided into ten parts 
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Fig. 4.1 Layout diagram of the free piston Stirling engine

Fig. 4.2 Top view 
geometry of the 
regenerator Formosa, 2013
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in order to account for more accurate temperature difference and losses that occur 
in the regenerator during simulation. The temperature range between the heater and 
cooler was used to define the initial temperature of the working gas and the matrix 
in all regenerator parts. The input data for the engine geometry was defined. The 
pressure, pressure drops and heat transfers in the regenerator were calculated and 
the simulation was run over five cycles until convergence was achieved.

 Equations for Regenerator Mathematical Model

The equations for determining the temperature, pressure drop and thermal losses are 
given below:

For the pressure in regenerator

 
P P

P
Pr k

k
r= +

D
+ D( )

2
2/

 
(4.1)

where Pk is the pressure in the cooler, ΔPk is the pressure drop in the cooler and ΔPr 
is the pressure drop in the regenerator.

For pressure drop in the regenerator, correlations were derived from the experi-
mental analysis of the oscillating flow through regenerators. The evaluation of dif-
ferent correlations for determining the heat transfer coefficient and friction factor in 
regenerators was derived by Thomas and Pittman:

 
D = ( ) ( )P fr muUV A dhfree2 2/ (

 
(4.2)

where fr is the Reynolds friction coefficient, mu is dynamic viscosity, U is fluid 
velocity, V is volume of the regenerator, Afree is the free flow area and dh is hydraulic 
diameter.

For the heat transfer in the regenerator

 
Qr V dPC R C T m T mr v p k kr h rh= ( ) - ( ) - ( )( )/ )

 
(4.3)

where dP is the pressure derivative in the engine, Cv is the specific heat capacity at 
constant volume, Cp is the specific heat capacity at constant pressure, Tk is the cooler 
temperature, mkr is the mass flow from the cooler to the regenerator, Th is the heater 
temperature and mrh is the mass flow from the regenerator to heater.

For the regenerator temperature

 
T PV Rmr r r r= ( )/

 
(4.4)

where Pr the pressure in the regenerator is, Vr is the regenerator volume, R is the 
universal gas constant and mr is the mass flow in the regenerator.
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Dissipation loss

 
Qr P g Ac P RTdiss r r r r r= -D ( )/ ( /

 
(4.5)

where gr is velocity multiplied by the density of working gas and Acr is the cross 
flow area from the cooler to regenerator.

Internal heat conduction loss

 
Qr k A poros l T Tlir r r r rr kr= -( ) -( )1 /

 
(4.6)

where kr is the thermal conductivity of regenerator matrix, Ar is the regenerator area, 
poros is then porosity of regenerator matrix, lr is length of regenerator, Trr is the gas 
temperature of mass flow of regenerator part and is the gas temperature of mass flow 
from the compression space to regenerator.

External conduction loss

 
Qr h Atep T Text r r m r= -( ) -( )1 e

 
(4.7)

where ε (epsilon) the effectiveness of regenerator is, Atepr is surface area of regen-
erator and Tm is the temperature of regenerator matrix.

Tanaka, Yamashita and Chisaka (1990) defined the average heat transfer between 
the working gas and the matrix in the regenerator:

 Nu = 0 33
0 67

. Re
.

 (4.8)

 NTU NuH RedD h= 4 / Pr  (4.9)

 
h NTUC m Am p hm=  /

 
(4.10)

For (4.8)–(4.10), Nu  is the mean Nusselt number, Re  is the mean Reynolds 
number, NTU is the number of transfer units, HD is the regenerator thickness, Pr is 
the Prandtl number, hm  is the mean heat transfer coefficient on matrix surface and 
Ahm is the area of heat transfer on the matrix.

To calculate the effectiveness of heat exchange in the regenerator

 
e

NTU

NTUeff = + 2  
(4.11)

Input data for the design of the regenerator

Length of regenerator 0.04 m

Outer diameter of regenerator 0.08 m

Inner diameter of regenerator 0.064 m

Wire diameter 0.0001 m

Porosity of regenerator 0.75
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Input data for the design of the regenerator

Mean pressure 70 bar

Expansion temperature 810 k

Compression temperature 320 k

Displacer stroke 0.0123 m

 Numerical Results

In this present approach, the heat transfer coefficient, regenerator matrix, wire 
diameter and porosity of the regenerator are major factors that determine the effi-
ciency of the regenerator. The losses that occur are taken into consideration, the 
outputs results are presented below and analysed.

Figure 4.3 shows the pressure drop in the regenerator parts, it can be observed 
that the pressure drop is constant in the ten regenerator parts. The major pressure 
drop in the engine is exhibited in the regenerator. Figure 4.4 shows the temperature 
variation in the topmost and the lowest part of the regenerator; the topmost part 
closest to the heater exhibits a higher temperature than the lowest part closest to the 
cooler and this shows the effects of the cooler and heater on the regenerator 
temperature.

In Fig. 4.5 the maximum heat loss due to external conduction in the regenerator 
parts is about 100 W; this is very significant as it determines the efficiency of the 
regenerator. Figure 4.6 shows the heat dissipation loss in the regenerator parts, the 
maximum heat loss due to dissipation is very low at about 0.4 W. This shows the 
regenerator matrix retains most part of the heat from the working fluid during the 
back and forth movement in the engine.

In Fig. 4.7 the maximum internal heat loss in the regenerator is about 200 W. In 
Fig. 4.8 the heat flow rate in the tenth part of the regenerator closer to the heater is 
about 6 kW, and the first part closer to the cooler exhibits about 0.3 kW; this shows 
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that there is more heat flow in one part of the regenerator than the other due to the 
decrease in the working gas temperature from the cooler to the regenerator while the 
parts closer to the heater exhibit a higher flow rate due to its proximity to the heater. 
This shows the engine performance depends on the regenerator effectiveness and its 
ability to accommodate high heat fluxes.

 Conclusion and Future Work

The numerical solution and analysis of the regenerator in the free piston Stirling 
engine can be used to determine the heat transfer, temperature and thermal effi-
ciency of the free piston Stirling engine. The output of the heat losses displayed a 
very significant effect in the regenerator performance. Careful consideration and 
measures should be taken to minimize the losses in the regenerator for a better 
engine performance and output power. Also, the higher the porosity of the 
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regenerator the better the heat transfer. The engine exhibits a thermal efficiency of 
about 61 %. This method is very suitable for the regenerator analysis as it considers 
all the thermal losses, heat conduction loss and dissipation losses during the oscilla-
tory movement of the working fluid back and forth through the heat exchangers. 
This analysis can be employed on the improvement and development of free piston 
Stirling engines for micro-CHP applications.
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    Chapter 5   
 Adopting Business Analytics to Leverage 
Enterprise Data Assets                     

     Mohamed     Djerdjouri      and     Abdelghani     Mehailia    

    Abstract     In today’s rapidly changing business environment, advances in informa-
tion and communication technologies are happening at a very fast pace. As a result, 
fi rms are under constant pressure to quickly adapt, be competitive, and identify new 
business opportunities. Also, the amount of data collected by organizations today is 
growing at an exponential rate and includes structured as well as new types of large 
and real-time data across a broad range of industries such as streaming, geospatial, 
social media, or sensor-generated data. Enterprise data have become an invaluable 
strategic asset. Many organizations are using modern Business Analytics (BA) to 
extract new insights and the maximum possible value from these data assets, which 
will enable them to make timely and accurate decisions. In this paper, we briefl y 
describe business analytics and discuss how leading world class organizations are 
adopting it and the technology environments that make it relatively easy and inex-
pensive and, the subsequent competitive benefi ts they have achieved. In addition, 
we will report some fi ndings from surveys of executives, managers, and profession-
als across industries about the use of analytics in their organizations, done recently 
by IBM, SAS, MIT, and Gartner. Also, we will briefl y address the organizational, 
cultural, and technological challenges faced by organizations embracing business 
analytics. Finally, we will discuss the unique obstacles and challenges encountered 
by fi rms in developing countries with the goal of raising awareness of organizations 
in the MENA region not only about these impediments but also about the benefi ts of 
these technologies and the crucial role they play in the survival and competitiveness 
of the fi rm in the complex and turbulent global market.  
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      Introduction 

 Data is a strategic asset and business analytics provide the fi rm the tools to extract 
economic value from it. In today’s business environment, massive amounts of data 
are being generated daily. According to the International Data Corporation (IDC), 
the world will generate an outstanding 35 Zettabytes of Data by 2020 (one 
Zettabyte = 1 trillion gigabytes), about 44 times more than 2009 (cf. Fig.  5.1 ). Also, 
Gartner reported that the growth of data volume between 2010 and 2015 reached 
650 % (Gartner,  2016 ).

   As of 2000, approximately 75 % of the data in the world was saved on analog 
media, fi lm, or paper and only 25 % was digitized. Today, over 90 % of the world’s 
data is digitized. In addition, these data include not only structured but also new 
types of unstructured and real time data generated through emails, text messages, 
social media sites, videos, and other means. Also, data can be generated by either 
people or machines. Data is becoming the new raw material of business and its eco-
nomic input is almost equivalent to capital and labor (Zikopoulos et al.  2013 ). Also, 
as stated in the Gartner 2010, report information will be the twenty fi rst century oil. 
However, research has also suggested that organizations are becoming overwhelmed 
by the amount of data collected and wrestle to understand how to use it to achieve 
business results. Data-driven companies treat their data as a strategic asset and try to 
leverage it for competitive advantage. According to a study by Gartner, business 
analytics is the top priority of chief information offi cers in the technology category 
and comprises a $12.2B market (Gartner,  2016 ). It is seen as a higher priority than 
such categories as mobile technology, cloud computing, and collaboration technol-
ogy. In their CCF report, Koff and Gustafson ( 2011 ) state that we are witnessing both 
a data revolution and an evolution. There has been a steady evolution of computer 
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and storage platforms, applications, architectures, and communication networks. 
And the revolution lies in the huge amounts of real time data organizations are 
collecting, the complexity and diversity of data, new rapid processing and storage 
methods, new linkages and the new analytics tools for gaining insights, and leverag-
ing from the various datasets. The fl ood of large amounts of real time and various 
types of data is pressuring executives, managers, and professionals to make better 
and timelier decisions for their organizations. As a result, many companies are rush-
ing to adopt business analytics and capitalize on these vast datasets of unstructured 
and real time data.  

    Evolution of Business Analytics 

 As a result of the pressure on organizations to leverage big data for competitive 
advantage and on managers and executives to make better decisions faster, there is 
a shift of paradigm towards using a more data-driven decision-making process to 
inform decisions at all levels of the organization and based on the use of business 
analytics (Evans and Linder ( 2012 ); Harvard Business Review Analytics Services 
( 2012 )). The institute for operations research and the management sciences 
(INFORMS) defi nes analytics as the scientifi c process of transforming data into 
insight for making better decisions. According to Davenport ( 2013 ), the fi eld of 
business analytics was born in the mid-1950s. It followed a development of tech-
nological tools that can capture large amount of information and analytical tools 
and mathematical models that can help better analyze those data and recommend 
courses of action that were much better than what executives and decision makers 
could come up with using only their judgment and intuition. Analytics is in fact an 
evolution of quantitative analysis (operations research, statistics, and information 
systems), which has been in use for many decades already to assist executives and 
managers in making data-driven and better decisions. The difference today is the 
sheer volume of data collected and stored and the velocity at which it is being 
generated together with the advances made in information technology (Hopkins, 
 2010 ). Also, it has become more economically feasible to collect, store, process, 
and analyze unstructured data, such as web and network log data, or social media 
content. Moreover, more sophisticated algorithms and methods were developed to 
timely analyze these large datasets to reveal hidden patterns, provide insights, 
assess performance, track customer sentiment, and generate new business revenue-
generating opportunities. Another development is that with the blending of visual-
ization tools, analytics is much more compelling and easier to use, and as a result, 
more people in the organization can access the analytics tools and analyze all the 
data, and leveraging data from multiple sources. Even the name evolved from deci-
sion support systems to executive information systems, and then to online analyti-
cal processing, to business intelligence, and fi nally to analytics (Long & Brindley, 
 2013 ). The changes in the name appropriately refl ect the evolution in the 
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sophistication and reach within the organization; of the analytical tools to improve 
decision making at all levels. As stated by Koff and Gustafson ( 2011 ), the changes 
that took place in data and data analysis along the way include the volume of data 
that went from megabytes to terabytes and to petabytes and exabytes; the view that 
data represent an asset now and not just a fact; that we moved from just collecting 
data to connecting data and from analyzing only to predicting and uncovering 
insights within datasets. Also, we moved from only structured data to include more 
unstructured and timely data, from relational to non-relational, and from central-
ized to distributed parallel processing. Furthermore, there has been an evolution in 
the way data have been used over time. Davenport and Harris ( 2007 ) assert that 
analytics practitioners spent more than 95 % of their time reporting on the past and 
about 5 % on analysis of data. Also, if the fi rms use any analytics, it would be by a 
particular department or division of the fi rm and some of the time only to analyze 
a specifi c issue that arose. They also mentioned that the change in data analysis 
went from the activity of mainly reporting on what has happened in the business, 
to today’s analytics which is explanatory and predictive. Modern analytics attempt 
to explain why things have happened and try to predict what might happen going 
forward. Today, we are witnessing the democratization and the spread of data ana-
lytics within the organization. Executives, managers, and professionals at all level 
of the fi rm demand more insights from the growing mass of real time, complex, 
and diverse data their fi rm collects. And they are getting the analytics tools to ana-
lyze the data themselves by building and manipulating more sophisticated models, 
in order to make timely and better decisions. Also, analytics professionals are 
becoming heavily relied upon when critical corporate decisions must be made. 
Consequently, the Burtch Works study (MIT Report,  2010 ) predicts that, analytics 
professionals are on the brink of taking more leadership positions in global corpo-
rations within the next 10–20 years. In short, the main driver of the evolution of 
analytics is the big data revolutionary change. The main characteristics of data are 
volume, variety velocity, and veracity. And velocity is considered the game changer 
because it is not just how fast data is produced or changed, but the speed at which 
it must be received, understood, and processed. Davenport ( 2013 ) contends that 
the evolution of analytics has gone through three phases so far. Analytics 1.0 is the 
era of business intelligence which started in 1950s and lasted until the mid-2000s 
where analytical tools were being used on mainly structured data to help managers 
take better courses of action. Then, Analytics 2.0 followed when companies like 
Google and Amazon started to collect and analyze large volumes of different types 
of data that was now not just internally but also externally sourced and unstruc-
tured. In this era, new and more powerful analytical tools were developed and 
companies hurried to upgrade their capabilities to substantially improve their fact-
driven decision making and achieve competitive advantage. And in the last few 
years, he claims that we have entered the era of Analytics 3.0 when every fi rm in 
every industry realized that they too can get more insights from their data analysis, 
which can lead to lucrative new business opportunities. He called Analytics 3.0 the 
era of data-enriched offerings. Big data is changing the way analytics were com-
monly viewed, from data mining to advanced analytics.  
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    Creating a Competitive Advantage 

 In today’s complex business world, competitive companies are getting ahead by 
using lots of analytics to make the right decisions. The benefi ts achieved include 
improving processes, saving costs, and enhancing revenues (Hopkins et al.,  2010 ). 
Studies show that organizations competing on analytics substantially outperform 
their peers. Pioneers such as UPS, Progressive, and Google are very aggressive 
about analytics; however, the majority of companies still have a long way to go in 
tying analytics to decision making throughout the organization. Every year, Gartner 
surveys almost 3000 CIOs to get insights into their strategies as well as digital busi-
nesses trends, opportunities, and threats. And for the fi fth year in a row, analytics 
represents the top technology priorities in 2015 (Gartner,  2016 ). Also, IDC reports 
that the business analytics software market grew by 13.8 % during 2011 to $32B and 
predicts it to be at $50.7B in revenue by 2016 (Gartner,  2016 ). Nucleus Research 
fi nds a $10.66 payoff for every $1.00 spent on analytics applications (Clyde 
Holsapple, Lee-Post, & Pakath,  2014 ). There is a strong relationship of business 
analytics with profi tability of businesses, their revenues, and the shareholders’ 
returns (Watson ( 2011 ); Accenture Global Operations Megatrends Study ( 2014 )). 
Moreover, business analytics enhances understanding of data, enables the creation 
of informative reports, and it is vital for businesses to remain competitive. In a sur-
vey of 3000 executive managers worldwide conducted by the MIT Sloan 
Management Review and the IBM Institute for Business Value ( 2012 ), fi ndings 
revealed that top performing companies view analytics as a key differentiator that 
clearly separates them from the competition in the marketplace. The survey fi nds 
that top performers are three times more likely than lower performing companies to 
recognize that their heavy use of analytics within the organization gives them a 
substantial competitive advantage. Moreover, the managers mentioned that one of 
the key barriers to achieving the competitive advantage that big data can offer is 
their lack of understanding of how to use analytics to improve the business perfor-
mance. In addition, the survey found that executive managers reported that their 
immediate plan for the next 2 years is to adopt emerging analytics tools within the 
organization, and these tools will supplement existing data reporting systems and 
uncover patterns and insights in the datasets and make them easy to understand and 
act upon. A Harvard Business Review Analytics Service global survey of 646 exec-
utives, managers, and professionals across all industries and geographies revealed 
that more than 70 % of the fi rms that had deployed analytics throughout their orga-
nizations reported improved fi nancial performance, increased productivity, reduced 
risks, and faster decision making (The Burtch Works Study,  2015 ) (Fig.  5.2 ).

   To understand how organizations could use business analytics to be more com-
petitive, a survey of 4500 managers and executives from organizations in over 120 
countries and 30 industries was conducted (Clyde Holsapple et al.,  2014 ). The fi nd-
ings suggest two approaches to achieve competitive advantage through the adoption 
and use of analytics. In the fi rst one, individual units within the organization use a 
wide range of analytical tools to make timely and better decisions autonomously. 
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The second approach calls for a more collaborative effort where analytics are used 
broadly across all units. The collaborative approach is more likely to develop a 
somewhat level degree of expertise in analytics among all units of the organization, 
whereas the specialized or autonomous approach may lead to uneven levels of ana-
lytics sophistication among units and divisions. In a study conducted by The IBM 
Institute for Business Value and the Saïd Business School at the University of 
Oxford in mid-2012 with 1144 professionals from 95 countries across 26 industries, 
it was found that 63 % of companies reported that the use of analytics is creating a 
competitive advantage for their organizations (IBM Institute for Business Value, 
 2012 ). There were only 37 % with the same response in a similar study done 2 years 
before, a whopping 70 % increase in just 2 years. The study also made fi ve key rec-
ommendations for a successful implementation of analytics in a fi rm and achieving 
rapid results and obtaining strategic value from data. The organization should com-
mit initial efforts to customer-centric outcomes; develop an enterprise-wide big data 
blueprint; start with existing data to achieve near-term results; build analytics capa-
bilities based on business priorities and; create a business case based on measurable 
outcomes. And the IBM-MIT Sloan Management Review and the IBM Institute for 
Business Value study identifi ed information management, analytics tools and skills, 
and a data-oriented culture as the three essential competencies that enable organiza-
tions to build competitive advantage using analytics (Long & Brindley,  2013 ).  
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    Analytics Implementation Challenges 

 It is very clear by now to many fi rms and organizations that data is a strategic asset 
and big data and business analytics offer them invaluable opportunities to improve 
decision making at all levels in their organizations and gain precious competitive 
advantage in the marketplace. However, it should also be made very clear to them 
that implementing analytics in an organization is a signifi cant undertaking full of 
challenges and obstacles. And these impediments typically take a considerable 
amount of time to surmount. The implementation should be thoroughly thought out 
and carefully planned before being initiated. First and foremost, the fi rm must set a 
clear strategy with a clear investment plan in data processing and analytics tools. 
Old technology and servers are not designed to process, store, and manage real time 
and unstructured data. As a result, an investment in new information technology 
must be made, and at a minimum, new analytics and high computing servers and 
applications will be needed. The challenge here is to make others in the organiza-
tion understand why the existing technology cannot be upgraded and adopted to 
handle the new type of data and analytics. Besides the challenges of storing and 
managing large amount of complex and varied data, a critical element is the quality 
of the data collected. Thus, it is imperative to clean up all data to remove incom-
plete, inaccurate, and duplicate data before storing it in data warehouses, because 
business analytics are as good as data itself. Moreover, data centers operations have 
to change from batch processing to allow managers and executives to run real time 
analytics. Another big challenge encountered when implementing analytics is the 
type and level of skills needed to take advantage of the opportunities analytics offer 
to the organization. Many companies initiating business analytics projects struggle 
to fi nd qualifi ed people to run analytics on their data sets. Many fi rst turn to consul-
tants in the beginning to help with the fi rst projects and to train their employees. 
However, the everyday use of analytics requires managers and other professionals 
in the organization to have a good understanding of quantitative approaches, statis-
tical methods, and mathematical modeling. As a result, the work of analytics pro-
fessionals is being more valued and they are being now promoted to the position of 
trusted internal consultants. In fact, analytics professionals are poised to assume 
more managerial roles in the near future. Other challenges include securing com-
mitment from all stakeholders, radically changing processes, and integrating new 
capabilities with people and setting their new roles. However, the most diffi cult 
challenge is to set off and lead the cultural and behavioral changes the organization 
must make to become data-driven. Also, distributed data analytics and decentral-
ized data-based decision making can upset traditional power structure and relation-
ships. The MIT Sloan management Review and the IBM Institute for Business 
Value study found a growing divide between organizations that have embraced and 
successfully implemented analytics and those that have not (Long & Brindley, 
 2013 ). This divide is more signifi cant for companies operating in developing coun-
tries and their challenges are numerous and much more diffi cult to overcome. The 
most crippling challenge is the high cost and complexity of implementing data and 
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analytics technology. Moreover, the majority of organizations do not have access to 
the latest technology. But no analytics models and data mining can be performed 
without data. Data is the quintessential ingredient of analytics. And a major prob-
lem in developing countries in general and the fi rms operating in those economies 
in particular is the lack of accurate and reliable data. In fact, in many cases no data 
or only minimum structured data are collected for specifi c projects. In a recent 
article, Shacklett ( 2014 ) reported that the majority of developing countries are not 
highly digitalized. Thus, generating and collecting data, structured and unstruc-
tured, that feeds into analytics is a major impediment. Moreover, for most business 
organizations, data on purchase orders, invoices, inventory, balance sheets, and 
information on consumer preferences is most likely to be found in spreadsheets, 
paper-based fi les and reports, and manually maintained ledgers. And the author 
indicates that none are readily convertible to digitized data that can be uploaded into 
analytics software. In addition, typically the management culture in these organiza-
tions is not suited yet to implementing big data and analytics. Companies have rigid 
hierarchical power structures and executives maintain a fi rm control of all decision 
making. Moreover, there is overreliance on managerial judgment such as intuition 
and instincts and never or rarely on data. However, the use of analytics requires fi rst 
and foremost a move to a data-driven culture within the organization where data and 
analytics are distributed across the organization and decision making is more decen-
tralized and more evidence- based. In fact, it requires a deep organizational behavior 
change and a paradigm shift in the business environment towards the importance of 
data collection and management and the use of analytics to improve performance 
and stay competitive in the global market place. Although the challenges listed 
seem insurmountable at fi rst, it is conceivable for companies in the developing 
countries to close the big divide with organizations in developing countries by fi rst 
realizing that data is a strategic asset for the company that can and must be lever-
aged to make fact-driven and better decisions and make the fi rm more competitive. 
In addition, governments should invest heavily in education in applied mathemat-
ics, statistics, and information systems and in providing better access to information 
and communications technologies. And companies must increase investment in 
information technology and analytics tools and in improving their mangers’ analyti-
cal skills. In a recent paper, Long and Brindley ( 2013 ) warn managers and policy 
makers in the developing world about the importance of harnessing the velocity of 
data and analytics to be able to make decisions and adjustments in real time and be 
able to match these actions to the speed of the business opportunities. However, 
Lung et al. also caution about the importance of being able to collect, store, and use 
data that’s collected. Moreover, to be good and useful, data needs to be clean, accu-
rate, and transparent. 

 It also needs to be stored, analyzed, and properly shared within the organization. 
The question raised by Lung et al. is if the capabilities to do this exist in the develop-
ing countries. Big investments are needed in this area before businesses and other 
organizations in the developing economies can unlock the true value of data.  
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    Discussion and Conclusion 

 Organizations are generating and storing very large amounts of data from social 
media, email, videos, presentations, and other nontraditional sources of informa-
tion. These data comprehensively represent the aggregate experience of an organi-
zation with its customers, suppliers, and all other stakeholders. They are both 
structured as well as unstructured and are heterogeneous, real time, and complex. 
This drastic growth of data brings about challenging problems demanding new and 
innovative solutions. The challenges are twofold; fi rst, how to store and manage the 
huge and diverse datasets, and second, how to effectively mine the datasets and 
analyze data using modeling, visualization, and forecasting techniques at different 
levels so as to unveil intrinsic properties and insights that will improve decision 
making at all levels of the organization. However, the benefi ts of this fl ood of data 
for the organizations far outweigh the challenges created in that it gives executives 
an unprecedented ability to better understand their customers and operations, antici-
pate challenges, and identify new business opportunities. And to fully exploit the 
opportunities and resolve the challenges, organizations are adopting business 
analytics. 

 Business Analytics is broadly defi ned as the scientifi c process of transforming 
large amount of data into insight for making better decisions using analytical tools. 
Descriptive analytics involve gathering and describing data; predictive analytics use 
past data to predict the future and, prescriptive analytics suggest a course of action. 
Gartner survey of 3000 CIOs revealed that business analytics represents their top 
technology priorities in 2015, the same result obtained in the fi ve previous years. 
Also, the International Data Corporation (IDC) predicts that the business analytics 
software market will grow to $51 billion this year. In a study conducted by IBM and 
the MIT Sloan management Review, it is reported that high performing companies 
obtained a substantial competitive advantage in the marketplace through the heavy 
adoption and use of analytic throughout their fi rms. They also reported that they 
view analytics as a key differentiator that clearly separates them from their competi-
tors. In addition, they agree that adopting analytics in the fi rm is a challenging 
endeavor and it takes time and patience before the fi rm can reap the benefi ts. All 
over the world, we are witnessing an exponential growth of data, a large amount of 
which are typically unstructured that need more real time analysis. And many for 
profi t as well as not-for-profi t companies and government agencies are becoming 
interested in the high potential of effectively processing and analyzing these big 
datasets. As a result, many of them are announcing major plans to accelerate the 
adoption of business analytics within their organizations. Moreover, more and more 
executives, managers, and professionals are cultivating their quantitative skills to be 
able to take full advantage of the business analytics tools within their organization 
in order to understand what data is important to them and how to dive deeper into it 
and extract key patterns and insights that will help them better test their assump-
tions and make better decisions at their level. Although a handful of companies in 
the emerging markets and the developing world have implemented some analytics 
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in few departments or divisions, by and large many are not aware of the new data 
revolution or do not clearly understand how analytics- driven management creates 
value for the organization and gives it a competitive advantage in the global market. 
In addition to the regular challenges faced by companies operating in advanced 
economies, the ones in developing countries face many more diffi cult obstacles 
such as the high implementation cost of data analytics, the lack of access to the lat-
est technology, the lack of accurate and reliable data, the hierarchical company 
structure, and overreliance on executive who maintain a fi rm control of all deci-
sions. A required change in culture and organizational behavior and a resolute move 
to a data-driven culture must be initiated before any successful analytics endeavor 
can be embraced. 

 The use of business analytics continues to grow. Investments in data and analyt-
ics technologies to improve decision making are steadily increasing and, these 
investments are being made by organizations in business, government, law, non-
profi ts organizations, and education. However, the big data and analytics movement 
is still at an early stage in its development. Many executives and managers compa-
nies are still struggling to fi gure out how to implement and use analytics in their 
companies. And, understanding the capabilities and techniques of analytics is cru-
cial to managing in today’s business environment. Finally, as an extension of this 
introductory paper, the authors will conduct a study of companies in the Middle 
East and North Africa (MENA) region to assess the level of awareness of execu-
tives, managers, and professionals about the data revolution taking place in the 
world today and their understanding of how analytics-driven management can cre-
ate value for the organization. The study will also investigate which companies are 
already using or have short-term plans to use analytics in their everyday decision 
making and the level of sophistication of their analytics tools.   
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    Chapter 6   
 Enterprise Architecture for Innovation 
Realization and Sustainability                     

     Stuart     Anderson     
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 e-mail: art_e_fact@outlook.com  

    Abstract     We live in a world of changing business environments, competition, merg-
ers, acquisitions, and evolving economic climates. Innovation for the sustainability 
of global enterprise is a must. There is no shortage of ideas; IBM launched ten new 
IBM businesses, following an online collaboration of 150,000 global participants 
(IBM Innovation Jam ®  2006). Innovative organizations can still fail at implementa-
tion. Lack of business capability, process maturity, vision, and leadership plays a 
signifi cant part in innovation failure. This paper describes a model for successful 
innovation realization, leveraging The Open Group’s Enterprise Architecture frame-
work (TOGAF ®  v9.1). A framework through which an enterprise can mature, develop 
its innovation capabilities and support innovation sustainability.  

  Keywords     Innovation   •   Sustainability   •   Framework   •   ADM   •   TOGAF   •   Governance   
•   Capability   •   Global   •   Enterprise   •   Maturity   •   Risk   •   Collaboration   •   Ideas   
•   Creativity   •   Culture   •   Leadership   •   Vision  

      Introduction 

 The ever changing environment of competition, mergers, acquisitions and evolving 
economic climates, places increased signifi cance on innovation for the sustainabil-
ity of global enterprise. It’s a matter of survival! Innovation, innovation, and 
innovation. 

 Even with the innovation mantra and widespread understanding that innovation 
is a must, there are still many failures, e.g., Blockbuster, Sony, and Sun Microsystems. 
Innovation presents many challenges: organizational, cultural, and societal. It’s not 
a lack of ideas; the idea pipeline can be readily fi lled. Consider IBM’s online idea 
collaboration events. IBM brought together more than 150,000 people from 104 
countries and 67 companies. Ten new IBM businesses were launched as a result 
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(IBM Innovation Jam ® ,  2006 ). IBM conducted a 52-h “Business of Things Jam.” 
The online event had 1900 registrants in 70 countries, generating over 1100 discus-
sion threads (IBM Innovation Jam ® ,  2015 ). 

 The big challenge is how an enterprise selects the idea to champion and its capabil-
ity to innovate through to realization. Is it organization culture, silo thinking and/or 
inability to implement? The difference between thinkers and doers, you need both. The 
reality is the complexity of today’s global innovation environment requires a multidis-
ciplinary, cross-functional approach that takes account of the current enterprise matu-
rity (capabilities, competencies, processes, technology, commitment, leadership and 
vision). 

 This paper will focus on describing a model for innovation realization and sustain-
ability, leveraging The Open Group Enterprise Architecture Framework (TOGAF ®  
v9.1). We have the idea bucket; let’s select the best ideas aligned to the enterprise 
strategic vision and implement on an ongoing, sustainable manner.  

    Innovation Success Factors 

 It is important to have an innovation realization model that accommodates iteration 
cycles to fi ne tune the new or enhanced product or service. Briones ( 2012 ) states “To 
develop disruptive innovations, one round of ‘voice of the customer’ is not enough….” 

 A framework that accommodates learning, experimentation, and discovery is 
required. The innovation journey can result in different paths and outcomes. 
Christensen ( 1997 ) states “The Stage-Gate system assumes that the proposed strat-
egy is the right strategy; the problem is that except in the case of incremental inno-
vations, the right strategy cannot be completely known in advance.” 

 There are many attributes to be considered for innovation delivery success. Little 
( 2013 ) describes a number of critical success factors within the “Growth Accelerator 
Framework”:

 –     Growth Roadmaps : A vision of each innovation increment and end state.  
 –    Pilot Solutions : To learn, test, and adjust your ideas.  
 –    Organization and Processes : The impact to your organization, supply chain and 

partners.  
 –    Culture and Change Leadership : Setting the scene that this is not a one-off 

event but a continuous journey and it’s okay to fail.  
 –    Capabilities and Tools : Enterprise growth requires new capabilities to execute 

the innovation agenda and new capabilities to deliver and support the innovation 
solutions. The end result is about increasing business capability.     

    The Open Group Architecture Framework (TOGAF ® ) 

 The Open Group Architecture Forum, comprised of more than 200 enterprises, devel-
ops and maintains the TOGAF standard (TOGAF ®  v9.1). TOGAF is the de facto 
global standard for Enterprise Architecture, a framework for enabling business change 
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through  Boundaryless Information Flow ™. The Open Group is a vendor and cus-
tomer neutral body of like-minded contributors to global enterprise standards. 
Figure  6.1  describes the relationship between business vision and resultant business 
capability, realized through application of the TOGAF framework (TOGAF ®  v9.1).

       Innovation Vision 

 Innovation requires a vision of the future state: the product, service and business 
model. Leadership is necessary to ensure the right decisions at the right time, to 
manage disruptive impacts and willingness to change course. Over the past 10 
years’ enterprises have deployed growth strategies through mergers and acquisi-
tions, innovation through global expansion, creating supply chain effi ciencies and 
standardizing and/or leveraging acquired enabling technologies. 

 An innovation vision is required, an ability to describe the journey, timeframe, 
focus of change, innovation value and outcome. The innovation vision may be stra-
tegic (focused on breadth, a 3-year horizon, to break into new markets or complete 
a global expansion) or tactical (short-time span of 6–12 months, focused on a spe-
cifi c capability, e.g., enhanced mobile cloud services or segment line of business); 
see Fig.  6.2 .

  Fig. 6.1    TOGAF Capability Framework © The Open Group       
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       Architecture Development Method 

 The ADM is the core of the TOGAF ®  framework (see Fig.  6.1 ). This section 
describes the ADM Phases at a high level and how it can be applied to innovation 
realization. If you replace the labels “architecture” with “innovation,” e.g.,  innova-
tion development  iteration, it will help with the ADM process assimilation:

 –     Preliminary : Defi ne the context for the innovation event, standards, principles, 
tools, resources and innovation maturity target (an opportunity to increase the 
enterprise’s innovation capability). External standards can be leveraged to assess, 
for example, IT governance maturity COBIT ®  (Anderson,  2013 ) or benchmark, 
baseline and/or establish innovation opportunities. An assessment of the enter-
prise innovation readiness is a prerequisite to manage innovation risk. The 
Canadian Government Business Transformation Enablement Program (BTEP 
2004) provides tools for assessing transformation readiness and risks, equally 
relevant to assessing the enterprise’s innovation readiness.  

 –    Phase A   Innovation Vision : The innovation ideas’ long list is examined by the 
leadership team and an innovation focus is established, aligned to the enterprise 
business strategy. The innovation vision, desired outcome (enterprise product or 
service to be realized), is defi ned at a conceptual level. The ADM iteration model 
is also defi ned in phase A (see Fig.  6.3 ). Perhaps a full ADM cycle at a high-level 
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  Fig. 6.2    Innovation Increment Coverage © The Open Group       
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or specifi c phase iteration at a more detailed level is required to realize the inno-
vation vision.

 –       Phase B   Business Innovation : An assessment of the business change impact 
(services, organization structure, people impacts, etc.) is made in phase B. A 
merger will have signifi cant impacts in this area as a result of service consolida-
tion and rationalization, e.g., changes to supply chains and customer support 
channels.  

 –    Phase C   Information Systems Innovation : Defi ning the enterprise data and appli-
cation portfolio change impacts. Perhaps the innovation opportunity is to leverage the 
strength of the mobile application of one enterprise with that of the information 
centric, highly mature business intelligent strength of the other enterprise.  

 –    Phase D   Technology Innovation : The change impacts associated with the IT 
infrastructure are defi ned. Perhaps a change in IT service model is required to 
support the new mobile application and business intelligence platform. A move 
away from “on premise” to the cloud “as a service,” on demand model leverag-
ing, e.g., a mobile platform and security services.  

 –    Phase E   Opportunities and Solutions : The change impacts, identifi ed through 
the gap analysis activities in phases B, C and D, are analyzed collectively and 
potential solutions defi ned. Perhaps a solution that leverages cloud services and 
niche outsourcing services, such as a data analytics platform, will support the 
innovation realization. Consolidation of gap analysis outputs is a complex activ-
ity, as Fig.  6.4  shows pictorially. An enterprise-wide, cross- functional team will 
work together to defi ne solution options, considering everything from design, 
build and test, deployment, support and maintenance. The enterprise capability 
readiness assessment is revisited. How big is the change impact, relative to 

  Fig. 6.4    Complexity of technology innovation       
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 proposed solutions? What are the organization impacts to be addressed? An ini-
tial innovation  Transition Roadmap  is developed.

 –       Phase F   Migration Planning : The initial roadmap is reviewed and built upon, in 
the context of the broader innovation project portfolio; business cases, success 
criteria and metrics are developed, including an implementation risk assessment.  

 –    Phase G   Implementation Governance : The governance framework to ensure 
adherence to the originating innovation principles, standards, innovation scope 
and vision established in phase A. The goal is to ensure business benefi t realiza-
tion and risk management toward achieving the innovation outcomes.  

 –    Phase H   Innovation Change Management : Focused on managing the overall 
enterprise innovation framework, maintaining the ideas’ pipeline and initiating 
innovation iterations through the ADM. Ensuring that the capability of the inno-
vation team (skills, knowledge, competencies, tools, methods, techniques, etc.) 
are matched with the increased enterprise capability, introduced through succes-
sive innovation initiatives.  

 –    Requirements Management : Focused on managing the stream and changes to 
innovation requirements, developed from the gap analysis performed in phases 
A, B, C and D; and subsequently reviewed, consolidated, and prioritized through 
the remaining ADM phases.    

 Table  6.1  describes where the critical “Innovation Success Factors” are addressed 
within the TOGAF ®  Architecture Development Method (ADM).

   Table 6.1    Innovation success factors and ADM   

 Innovation success 
factors  TOGAF ®  ADM 

 Growth roadmaps  Established in the Vision Phase. Defi ned in Migration Phase G (portfolio 
level) and maintained in Change Management Phase H 

 Pilot solutions and 
iteration 

 Accommodates great fl exibility and user-defi ned iteration model, 
supporting pilots, enterprise learning, exploration and experimentation, 
measurement, monitoring and control 

 Organization and 
processes 

 Business Innovation Phase B focuses on the organization and business 
process impacts through a formal gap analysis, current Vs future state. 
Phase E focus includes organization and process solution optioning 

 Culture and 
change leadership 

 Considered in the Preliminary Phase, Vision Phase A, Solutions Phase E, 
Governance Phase G, and Innovation Change Management Phase H 

 Capabilities and 
tools 

 Enterprise capabilities, readiness and maturity to deliver innovation 
initiatives are defi ned in the Preliminary and Vision Phases. Capability 
management for ongoing innovation delivery and management, performed 
in Innovation Change Management Phase H 

 Enterprise 
reference 
standards 

 Applicable reference standards (cross-border, country, legal, policy, 
industry), solution reuse collateral, etc., considered in Preliminary Phase 
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       Conclusion 

 This paper provides a high-level summary of the TOGAF ®  Architecture Development 
Method (ADM) and its applicability to innovation realization. Critical success fac-
tors are addressed comparatively with some key criterion from industry innovation 
sources. Innovation delivery is a complex endeavor, requiring skill, knowledge, 
leadership commitment and capability. An innovation framework that accommo-
dates an enterprise capability maturity model is a prerequisite. The TOGAF ®  v9.1 
framework can be applied to achieve innovation realization, given it is closely 
aligned to the  innovation criteria for success  stipulated by a number of researchers 
and innovation specialists (Briones,  2012 ; Christensen,  1997 ; Little,  2013 ). 

 The Open Group’s Enterprise Architecture Framework (TOGAF ® ) has evolved 
to reach version 9.1 in 2011, since its originating fi rst edition in 1995. It has many 
contributors and learnings from global practitioners, making it a reliable and proven 
framework for application across many industry sectors. 

 Innovation realization requires leadership, strong governance and risk manage-
ment. An enterprise’s maturity, both to accept and manage the change necessary to 
be innovative, and its capability maturity to deliver the innovation are critical success 
factors. A framework through which an enterprise can mature, develop its innovation 
capabilities, provides the means for innovation realization and sustainability.    
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    Chapter 7   
 Developing Medical Record for Follow-Up 
of Wet Age-Related Macular Degeneration                     
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    Abstract     In this paper we consider development of a user-friendly medical record 
to follow-up treatment of wet AMD (age-related macular degeneration) with VEGF 
(vascular endothelial growth factor) inhibitors. A systematic user-centered design 
process is described that is realized together with ICT—experts and doctors. We will 
underline especially ways to solve challenges relating to multidisciplinary communi-
cation of all parties involved. The developed application tracks macula condition and 
medical treatments and can display them in a user-friendly fashion. Data searches 
can be done for a dedicated patient or overall patient histories. Modern ICT offers 
also several ways to process and represent the collected big data such that signifi cant 
sickness development trends are easier to recognize and follow. Usability feedback 
mechanisms for health-care personnel are also discussed in the various application 
development phases that should be used to ensure user application quality and the 
continuous quality development of the respective caretaking practicalities.  

  Keywords     Age-related Macular Degeneration   •   Big data   •   Healthcare  

      Background 

 Macular degeneration is a leading cause of vision loss in Americans 60 years of age and 
older. As many as 11 million people in the United States have some form of age-related 
macular degeneration. Also, in general, advanced age-related macular degeneration is a 
leading cause of irreversible blindness and visual impairment in the world. Age-related 
macular degeneration can be responsible of irreversible destruction of the macula, which 
leads fi rst to loss of the sharp, fi ne-detail vision and later potentially to total blindness. 

 The macular degeneration is divided to dry and wet—types which of the wet- type 
is currently much easier to treat and is in the focus of this paper. In the wet macular 
degeneration (wet AMD), abnormal blood vessels (choroidal  neovascularization, 
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CNV) grow under the retina and macula resulting in bleeding and fl uid leaking caus-
ing the macula to bulge or lift up. This can distort or fi nally destroy macular vision. 

 First ways to treat wet AMD were to seal retinal leaking vessels with a laser. The 
earliest treatment was laser photocoagulation that was followed by photodynamic 
therapy (PDT) where a light-activated drug is injected intravenously. The PDT does 
not cure the sickness but just hinders its worsening by patching the leaking vessels. 
Later a protein was located in the eye which accelerates development of blood ves-
sels called “vascular endothelial growth factor” (VEGF). Then drugs were devel-
oped to inhibit VEGF operation. Three common types of VEGF inhibitors are in 
use: Eylea, Lucentis, and Avastin. All of these are given by intraocular injection. 
Generally, it is estimated that more than 30 VEGF inhibitors have been identifi ed 
and tested in more than 2000 clinical trials. 1  Figure  7.1  summarizes the treatment 
effect with Lucentis VEGF inhibitor. We can see that the Lucentis injections can 
help to maintain visual acuity over the 24-month treatment period very well com-
pared to the case where no treatment is given (Sham curve of Fig.  7.1 ).

       Information and Communication Technology in Health-Care 
Applications 

 Amount of medical data is exploding in written and image form. An elementary 
question is how to effectively access, visualize, and understand the data. This frame-
work is currently commonly addressed as the big data, challenge, and especially in 

1   https://www2.mdanderson.org/depts/oncolog/articles/12/6-jun/6-12-3.html 
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  Fig. 7.1    Change of visual acuity in 24 months treatment with and without Lucentis VEGF—for 
wet AMD (  http://www.rxlist.com/lucentis-drug/clinical-pharmacology.htm    )       
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medical treatments the applicable answers relate to personal health and treatment 
costs that both are very important societal issues also. It is important that medical 
practices should be uniform. Therefore treatment cases should be effi ciently classi-
fi ed and respective treatment practices carefully constructed. This is not possible if 
the information gathered during the treatment is not systematically analyzed and 
displayed for the doctors and nurses in charge of the care. This means that the medi-
cal personnel should be able to store and access the clinical data in effi cient ways. 
An important role of the caretaking organization of its own is to practice high- 
quality research to process and publish new fi ndings that would thus be available 
also to the worldwide medical community. This is often hampered by modest holis-
tic information storage, processing, and visualization tools available in hospitals 
that don’t support integrated ways to understand and manipulate the large amount 
of information available from various sources in current treatment chains. 

 Development of the wet AMD treatment follow-up tool for our target organiza-
tion, Helsinki University Central Hospital, Department of Ophthalmology, started 
from the following research questions:

•    Doctors and nurses giving wet AMD treatments experienced that it was diffi cult 
to get coherent and easy to grasp overall picture of the treatment progress both in 
individual and group levels over the treatment time periods.  

•   In practical wet AMD treatment time/patient is highly restricted, and the number 
of patients to be treated is large compared to the resources available. Hence, the 
follow-up application tools should be not only easy to use but also rich in infor-
mation and data visualizations. User interface needs to be hierarchical such that 
seldom used features don’t distract attention when not needed.  

•   Patient privacy issues should be clearly solved; still the application should be 
cloud based for scalability and easy maintenance.     

    Challenges of Clinical Cooperation for ICT Experts 
and Clinicians 

 Various medical application areas have specifi c ICT requirements. Objectives of 
creating and upkeeping medical records need to be carefully considered jointly with 
all the relevant experts. One should note that truly useful medical records are more 
than just repositories or data storages. Functional medical record solutions help to 
understand and jointly analyze the stored data. Also, data connections to practical 
treatment work need to be clearly applied in database user interfaces such that the 
database access application is easy to use both by doctors and nurses. Connection to 
personal health records can also be supported that can enable patient-specifi c feed-
backs. Mutual understanding of ICT experts and medical professionals requires 
careful management of the respective user-centered design methods when the user 
application is designed and updated. The relating application design process is 
demanding due to its highly iterative, recursive, and multidisciplinary nature.  
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    Applying User-Centric Design in Medical ICT User 
Application Design 

 A key question in truly functional medical record development is how to enable con-
structive interference between doctors, patients, and ICT experts while the user appli-
cation service model is developed and elaborated. Technological persons have ideas 
of technical solutions, but they don’t necessarily easily understand the relating medi-
cal processes and treatment targets. On the other hand, doctors know the medical 
goals and details but are only seldom clearly aware of ICT realization options and 
challenges of service or user interface designs. Both ICT experts and doctors can eas-
ily lack motivation in user application design if the mutual benefi ts are not continu-
ously clarifi ed for all parties. This can be realized by brainstorming practical benefi ts 
potentially to be achieved and by using design demos and prototypes in various stages 
of the design process to keep the proposed design details in some practical level that 
are easy to understand, discuss, and share by all parties. When the caretaking practices 
can be improved by better understanding the treatment processes, more effi cient and 
user-friendly caretaking policies can be developed. High- quality medical records can 
provide a quick overview of treatments as well as to match, support, and develop cur-
rent medical care practices of the clinic. 

 Generally speaking, context of use is a very important framework for medical 
record quality inspections. Hence we need to consider technical, physical, social, and 
organizational environment for particular users, tasks, and equipment. A summarizing 
illustration of some appropriate quality grading template is given in Bevan ( 1995 ), 
Table 1. For a holistic discussion of user-centered design connection to product devel-
opment, see for instance Korhonen and Ainamo ( 2003 ). 

 Figure  7.2a  shows the applied user-centered design process. The context of use 
and application requirements are fi rst discussed with medical experts where after a 
service mock-up ( Usability Net ) is constructed refl ecting both medical and ICT 
requirements. In the next meeting, the mock-up is reviewed and modifi cation options 

  Fig. 7.2    ( a ) Applied user-centered design process, ( b ) trade-offs in clinical ICT development       
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discussed. These meetings are then continued until mutual satisfaction is reached. 
Thereafter application is taken into use in parallel of present tools that enables their 
safe comparison in clinical settings. Results of these clinical tests are then summa-
rized and further jointly discussed. For a longer run, user feedback gathering and 
related gathered data processing practicalities are then agreed in order to maintain 
and further develop the wet AMD medical record application.

   Figure  7.2b  depicts some important general trade-offs of clinical ICT application 
development. First, there needs to be fi t for usage. This means that the developed user 
application (e.g., user service) needs to be usable and truly useful for all user groups. 
Especially, the application should not increase workload by offering no clear improve-
ments for care. Often, for instance, multiple feedings of a great number of similar data 
to different applications can be especially frustrating and time consuming. Application 
development time and cost go hand in hand. We generally expect that the longer the 
application development time is the more development costs will accumulate but also 
some better fi tness of use should be obtained. Also, if the application is longer time 
developed, all parties involved should be able to increase their vision of the problems 
faced. In practice, however the development time and money is highly constrained 
that underlines importance of practical vision and development methodology of the 
developers to maximize general usage of the application. For instance, it is very com-
mon that medical or ICT experts can suggest some fancy service features that are not 
necessarily important for fi tness of use. Therefore, effi cient research confl ict resolu-
tion methodology is required. In practice, this can be realized by parallel mock-ups 
that demonstrate the application with the various suggested features. When these 
alternatives are discussed in expert groups, a common understanding of applicable 
development pathways can be better realized.  

    Case study 

 Overview of the developed tool is shown in Fig.  7.3a . The application consists of 
two basic modules:  The User Module  consisting of Graphical User Interface, Access 
Management, Treatment Plan, Special Conditions, Search/data Export, and Help. 
 The Network (cloud) Module  consists of Secured Network Access, Patient Database, 
and Image Repository.

   The system application is realized by  Google App Engine . The Fig.  7.3b  shows 
an overview of the developed application. The application main screen describes 
wet AMD development during the treatment period in terms of visual acuity 
(ETDRS letters) and retinal thickness (average in micrometers) for each clinic visit. 
The main user interface provides access to treatment plan details and enables to 
inspect various diagnostic images of retina. These include especially ANG angiog-
raphy overall condition of retinal blood vessels and OCT retinal tomography images 
(abbreviations in caps refer to retinal images of Fig.  7.3b ). The help feature is real-
ized by task-tailored video clips that show in detail how each of the tasks relating to 
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the treatment plan is realized in the application. The secured patient access is real-
ized by https protocol and users are protected by personalized passwords.  

    Applications and Future Perspectives 

 Present wet AMD caretaking challenge includes especially better treatment practice 
individualization matching to patients’ genome and external factors. Identifi cation 
of valid biomarkers (Schmidt-Erfurth & Waldstein,  2016 ) relevant for visual func-
tion, disease activity, and prognosis can provide some more solid guidance for indi-
vidual- and population-based therapeutic management. If patients could be classifi ed 

  Fig. 7.3    Realization—wet AMD follow-up tool: ( a )  upper fi gure , system modules; ( b )  lower fi g-
ure , outline of the main screen functionalities with treatment curves and retina—fi gures (A/L/E 
refers to Avastin, Lucentis, and Eylea intraocular injections)       
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early enough, improved treatment effi ciency with lesser contraindications could 
result. Generally, an integrated analysis of the relevant functional and structural 
features of the care can thus be developed involving reliable automated algorithms 
and computational data analysis. For this application one can use, for instance, vari-
ance or regression analysis, linear/nonlinear models/regression, and multivariate/
cluster analysis addressing various retinal and treatment parameters. This poses a 
signifi cant big data visualization and analysis challenge due to a large number of 
patients and parameters characterizing each patient with wet AMD condition. We 
have investigated so far neural networks for recognizing of patient categories and 
nonlinear parametric retinal characteristic models to track treatment effi ciency that 
will be reviewed in our presentation.  

    Summary 

 We have discussed in this paper process and challenges of developing a user-friendly 
wet AMD follow-up tool. Due to large degree of multidisciplinary context of use and 
user-/task-related factors, the wet AMD medical record development is a very 
demanding task. The ICT experts should apply discussions and repeated user-tested 
iteration loops with jointly agreed quality indicators while compressing ideas to truly 
usable designs. The ICT experts should be fl exible to consider ideas openly. Medical 
professionals describe their problem frameworks from multiple angles using medical 
terms that need to be clarifi ed. Building demos and/or quick prototypes and using 
them in the development discussions can be highly effi cient in illustrating practical 
realizations and in clarifying design options. Analysis of relating patient data pro-
vides a big data challenge whose successful solutions can improve quality of care 
and reduce contraindications.     
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    Abstract     Cloud computing (CC) enables users to access application remotely, provid-
ing mobility and ubiquitous data access; this would be an advantage in construction 
management. In addition, mobile cloud computing (MCC) enables mobile devices to 
augment constrained resources such as processing, storage, and battery autonomy by 
using the cloud infrastructure. This paper is aimed at proposing solutions to some of the 
main challenges of the construction sector by adopting mobile cloud services. A litera-
ture review was performed highlighting the potential benefi ts and risks in the imple-
mentation of CC, infrastructure and execution of MCC, and main challenges in the 
construction industry. The main benefi ts of adopting cloud- based resources are cost 
reduction, system mobility, system fl exibility, and system maintenance. While the main 
risks are information security, privileged user access, regulatory compliance, data loca-
tion, availability, and disaster recovery. In terms of execution, cloud-based mobile 
applications present mostly benefi ts since they enable users to execute ubiquitously 
high-performance operations in mobile devices. The review of the literature provided 
enough information for this paper to suggest solutions to some of the main challenges 
in the construction sector, namely: design, materials, fi nance, management, and knowl-
edge. The solutions are mainly based on providing mobility, ubiquitous data access, 
and improved cross-functional communication.  
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      Introduction 

 The concept of CC was fi rst introduced in 2004 (Vouk,  2008 ). It has been defi ned by 
practitioners in commercial and academic spheres in different perspectives and 
visions. More than 20 defi nitions have been found by Vaquero et al. ( 2009 ) about 
CC. The most widely recognized defi nition of CC is provided by the National 
Institute of Standards and Technology (NIST). According to NIST defi nition of CC:

  Cloud computing is a model enabling ubiquitous, convenient, on-demand network access to 
a shared pool of confi gurable computing resources (e.g. networks, servers, storages, appli-
cations and services) that can be rapidly provisioned and released with minimal manage-
ment effort or service provider interaction. 

   CC makes applications available remotely and would be an advantage in con-
struction management. This would allow the staff to work from any place without 
being tied to any specifi c location (Rountree & Castrillo,  2013 ). Cloud computing 
also provides a healthy working environment and contributes to energy sustainabil-
ity by cutting down the use of multiple servers and computers by using virtual com-
puting technology. This would reduce the carbon footprint and also cut down the 
fl oor space needed for multiple server racks (Menken,  2012 ). In addition to these 
positive features, there is a set of potential risks in implementing CC. Such risks 
include but are not limited to data security, integration with legacy systems, and 
inability to restore and backup data (Jansen & Hooks,  2011 ). Any industry attempt-
ing to implement CC should consider both benefi ts and risk in its implementation. 

 The construction sector is a fragmented industry, where many stakeholders and par-
ties need to work together to deliver a project successfully. This industry has always had 
challenges like fi nance, reputation, and productivity; current trends in the industry 
attempt to embed sustainability into projects and implement relative new technologies 
like BIM, which transforms the typical building design cycle. Furthermore, new man-
agement tools and techniques have been developed which enhance productivity and 
cross-communication. Considering the fragmented nature of information in construc-
tion explained by Box ( 2014 ) and all the new technologies currently being implemented 
in construction projects, it seems necessary to redefi ne the main challenges facing the 
industry. Subsequently, forefront technologies should be proposed as solutions for the 
industry since this might provide new insight to legacy and brand new challenges in the 
construction sector. 

 This paper aims contribute to a broader research about the implementation of 
mobile devices in the construction sector, by establishing how one of the technolo-
gies found in mobile devices (in this case mobile cloud computing) can be used to 
solve some of the main challenges found in construction projects. It is the interest 
of this paper to discuss the solutions offered by MCC in the construction industry. 

 MCC comes from the integration of CC in handheld devices which provides mobil-
ity and ubiquitous data access as main features. According to Abolfazli, Sanaei, 
Ahmed, Gani, and Buyya ( 2014 ), the infrastructure of MCC suggests an objective and 
subjective perspective for addressing an MCC environment, which in terms of execu-
tion of cloud-based mobile applications present mostly benefi ts since they enable 
users to execute ubiquitously high-performance operations in mobile devices.  
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    Research Methodology 

 This paper is aimed at exploring potential benefi ts and risks in the implementation 
of CC, infrastructure and execution of MCC, and main challenges in the construc-
tion sector. Finally, this paper proposes potential solutions to some of these chal-
lenges by adopting MCC. 

 This paper follows a systematic approach for reviewing compendium of litera-
ture in order to explore the current research in this fi eld. The search for peer- 
reviewed journal articles has been done via databases, and subsequently, this 
allowed to perform a literature review. A literature review is a systematic and repro-
ducible method for identifying and synthesizing the existing body of recorded work 
generated by researchers or scholars (Fink,  1998 ). It provides a summary of themes 
and issues in a specifi c research fi eld. Due to the ever increasing number of aca-
demic papers (journals, books, conferences, and workshops), literature reviews 
have become an indispensable method for synthesizing a specifi c research fi eld 
(Teuteberg & Wittstruck,  2010 ). 

 This study fi rst identifi es the current defi nition for CC and the main features 
found in the cloud computing model. The different types of cloud models are defi ned 
as well as the different service models. Sections “Potential Benefi ts of Implementing 
Cloud Computing in Construction Management” and “Potential Risks in the 
Adoption of Cloud Computing” details the potential benefi ts and risks related to the 
implementation of cloud services in a company. Section “Mobile Cloud Computing” 
goes a step further and describes the infrastructure and execution of MCC. The main 
challenges in the construction industry found in the literature are presented in sec-
tion “Main Challenges in the Construction Industry”. After providing with an 
understanding of the current challenges in the construction sector, section “Mobile 
Cloud Computing as a Solution for Challenges in Sustainable Construction” pres-
ents solutions for some of these challenges, based on the benefi ts offered by 
MCC. Finally, conclusions were drawn, summarizing how the infrastructure and 
execution of MCC can be integrated into construction projects and help with some 
of the main challenges of the industry.  

    Results 

    Classifi cation and Service Models of Cloud Computing 

 According to NIST, the cloud computing model comprises fi ve essential character-
istics, three service models, and four deployment models (Mell & Grance,  2010 ). 

 The characteristics found in the cloud computing model are on-demand self- 
service, resource pooling, broad network access, measured service, and rapid elastic-
ity (Mell & Grance,  2010 ). On-demand service denotes the unilateral provisioning of 
resources without human interaction with the provider while resource pooling refers 
to the aggregation of resources such as storage, bandwidth, etc. Broad network access 
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denotes services being delivered over a network. Measured service is the automatic 
control and optimization of resources through pay-per-use metering capabilities. 
Finally rapid elasticity accounts for resources being dynamically scaled up and down 
with demand (Brender & Markov,  2013 ). 

 There are different types of clouds, each with its own advantages and disadvan-
tages. According to NIST in terms of deployments, there are private clouds, public 
clouds, community clouds, and hybrid clouds (Mell & Grance,  2010 ). In public 
clouds service providers offer their resources as services to the general public. On 
the other hand in private clouds, the cloud infrastructure is provided only for the use 
of a single organization, thus giving the organization more control over security and 
transparency. Community clouds provide cloud infrastructure to several organiza-
tions with similar security concerns and compliance requirements (Carroll, Van Der 
Merwe, & Kotze,  2011 ). Hybrid clouds are a combination of several cloud types, 
such as public, private, or community (Brender & Markov,  2013 ). 

 When migrating to a cloud computing system, organizations can choose the right 
combination of CC service models according to their needs. The three CC service 
models are Software as a Service (SaaS), Platform as a Service (PaaS), and 
Infrastructure as a Service (IaaS). Figure  8.1  shows a current example of services 
offered within each model (Zhang, Cheng, & Boutaba,  2010 ).

   IaaS refers to the on-demand provisioning of infrastructural resources, such as 
processing, storage, and networks. Examples of this type of cloud solution include 
Amazon’s Elastic Compute Cloud (EC2), Joyent, and GoGrid (Sultan,  2011 ). PaaS 
refers to providing platform layer resources such as operating system support and 
software development frameworks, thus offering an operating platform that enables 
the disposition of existing applications that use programming tools from the pro-
vider. Products in this group include Microsoft Azure, Google App Engine, and 
Amazon Web services (Sultan,  2011 ). PaaS provider can run its cloud on top of an 
IaaS provider’s cloud; however, according to Zhang et al. ( 2010 ) in current practice, 
IaaS and PaaS providers are often parts of the same organization (e.g., Salesforce 

  Fig. 8.1    Service models in cloud computing       
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and Google). For this reason, the term “infrastructure providers” is utilized when 
referring to PaaS and IaaS providers (see Fig.  8.2 ).

   On top of PaaS and IaaS, there is SaaS, which runs on cloud infrastructure and 
provides a range of applications, such as spreadsheets, word processing, HR man-
agement, customer relationship management (CRM), enterprise resource planning 
(ERP) systems, etc. With a limited control over the applications’ confi guration set-
tings, SaaS has the lowest degree of customization; nevertheless, users can also 
customize the products by developing specifi c components based on application 
program interfaces (APIs) made available by cloud providers (Sultan,  2010 ).  

    Potential Benefi ts of Implementing Cloud Computing 
in Construction Management 

 Cheng and Kumar ( 2012 ) reviewed previous studies regarding the perceived bene-
fi ts of the cloud computing model according to the IT Cloud Services Survey con-
ducted by the International Data Corporation. Subsequently, the nature of the 
construction industry and the cloud computing model was reviewed, suggesting 
four major benefi ts of CC for construction collaboration and management. Such 
improvements are in cost, mobility, fl exibility, and maintenance and updating.

•     Cost reduction     

 The conventional way of IT delivery presents a major difference with cloud com-
puting model mainly because of the utility-based pricing model of such model. 
Most AEC companies are SMEs with small employees and little budget; these fea-
tures are a crucial barrier of IT adoption in the AEC industry. CC presents itself as 
a solution that seems to address this vital issue for the construction industry (Cheng 
& Kumar,  2012 ). 

 Currently, cloud computer users pay the service providers based on a month or 
annual subscription, also depending on the amount of IT resources and time that 
are used. Traditionally, companies make payment at the time when they purchase 

  Fig. 8.2    Service models 
diagram according to 
Zhang et al. ( 2010 )       
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software and hardware systems. The initial investment is redeemed, eventually 
depending on the designated usage duration of the systems. Enabling cloud users 
to pay monthly or for their usage allows them to switch to cheaper options when-
ever available or required. The user can also terminate the contract earlier with the 
cloud service providers if the project fi nishes in a shorter timeframe (Cheng & 
Kumar,  2012 ).

•     System mobility     

 In a cloud computing environment, systems and programs operate on the clouds. 
That means end users can access the same information from different locations and 
run computationally demanding applications such as structural analysis only by 
using a web-enabled device, e.g., desktop computers or smart phones.

•     System fl exibility     

 The level of IT that a project needs varies throughout its lifecycle, hence the 
convenience of cloud-based resources. These can be fl exibly deployed and termi-
nated, as well as scaled up and down. Consequently, IT cost changes to a variable 
cost rather than a fi xed cost.

•     System maintenance     

 IaaS and PaaS providers continuously maintain their systems and deliver IT 
resources such as CPUs, memory, and operating systems as individual services. As 
a result, this avoids the disposal of companies’ obsolete computers and continuous 
installation of patches for operating systems.  

    Potential Risks in the Adoption of Cloud Computing 

 CC presents signifi cant risks and challenges. According to a survey of nearly 1800 
US businesses and IT professionals by the Information Systems Audit and Control 
Association ( 2010 ), 45 % consider the risks of CC as outweighing the benefi ts. 
Brender and Markov ( 2013 ) establish the main topics of concern regarding the adop-
tion of CC from a management point of view as follows: information security, privi-
leged user access, regulatory compliance and data location, investigative support, 
availability and disaster recovery, and provider lock-in and long-term viability.

•     Information security     

 Information security is one of the major concerns regarding the adoption of 
cloud services; the technology’s presence on the Internet and the substantial con-
centration of data present an attractive target for hackers (ENISA,  2009 ). According 
to Carroll et al. ( 2011 ), information security is rated as a top threat in interviews 
with South African participants. In addition, Sultan ( 2011 ) cites a survey carried out 
by the International Data Corporation (IDC) where around 75 % of respondents said 
they were concerned about security.
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•     Privileged user access     

 Another important risk is privileged user access; this denotes the existing risk of 
a malicious insider who may cause brand damage and fi nancial and productivity 
losses to a cloud customer (Hubbard and Sutton,  2010 ). For a better understanding, 
it is necessary to remember that the processing of sensitive data outside the prem-
ises of a company bypasses the security controls that an in-house IT department 
employs. Hence a good practice for customers is to procure information on the hir-
ing and oversight of privileged cloud administrators (Heiser & Nicolett,  2008 ). A 
solution established for this concern is the use of the least privilege principle, which 
proposes granting to individuals or processes the minimum privileges and resources 
for the minimum period of time required to complete a task (CSA,  2011 ).

•     Regulatory compliance     

 Regulatory audit compliance is an important concern among cloud subcontractors. 
According to Heiser and Nicolett ( 2008 ), traditional cloud providers have to submit to 
security certifi cations and external audit and provide customers with information 
about the security controls that have been evaluated. With regard to the privacy regula-
tions in different jurisdictions, data location is a big concern among companies sub-
contracting cloud services. One example is the data held in US-based data centers, 
which may be accessed by the US government as provided by the Patriot Act.

•     Data location     

 EU governments have privacy regulations that prohibit the release of certain data 
outside of the EU. Consequently, companies like Amazon and Microsoft allow their 
customers to choose the physical location of the data (e.g., EU or the USA).

•     Availability and disaster recovery     

 Availability of cloud services is an important point of concern for businesses, espe-
cially for critical business processes. Heiser and Nicolett ( 2008 ) suggest that any 
enterprise procuring outsourcing critical business processes to the cloud should estab-
lish, together with the provider, a service-level agreement (SLA) for the availability of 
service for critical business processes. A similar issue is disaster recovery. According 
to Carroll et al. ( 2011 ), it is considered as an area of critical importance and ranks 
second after information security by 66.7 % of the votes. In addition Prakash ( 2011 ) 
establishes the importance for a business to require information on what happens to 
their data in case of disaster and how long the recovery process could last.

•     Additional risks and challenges     

 After analyzing a study conducted by consulting fi rm Cambridge Technology 
Partners about Swiss businesses’ engagement in CC, Brender and Markov ( 2013 ) 
obtained several legal, technical, and operational risks or threats in migrating to a 
cloud service. The original study submitted fi ve reports analyzing the risks and chal-
lenges and proposing mitigation practices in the adoption of public cloud services by 
fi ve companies based in Switzerland. Two of these companies can be considered as 
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small and medium enterprises (SMEs) and the other three as economically signifi cant 
enterprises. 

 The risks summarized by Brender and Markov ( 2013 ) are teething problems, 
application performance on the cloud, loss of governance, determination of the 
competent authorities in case of confl ict, cost, economic denial of service, data seg-
regation, data destruction, data traceability, security during data transportation, 
security of fi nancial transactions, and physical security and natural disasters.  

    Mobile Cloud Computing 

 MCC employs both the storage services and application processing services of com-
putational clouds to enable off-device storage and compute-intensive applications on 
mobile devices (Ahmed, Gani, Sookhak, Ab Hamid, & Xia,  2015 ). According to 
Abolfazli et al. ( 2014 ), MCC focuses on alleviating resource limitations in mobile 
devices by implementing a variety of augmentation strategies, such as storage aug-
mentation, screen augmentation, application processing augmentation, and energy 
augmentation. Ahmed et al. ( 2015 ) establish MCC as a computing model which 
reduces the development and execution cost of mobile applications while at the same 
time extends the widespread services and resources of computational clouds for miti-
gating resource limitations in mobile devices, hence enabling the mobile user to 
acquire new technology conveniently on demand basis.

•     Infrastructure and management of mobile cloud computing     

 The augmentation of computing resources of mobile devices is possible thanks to 
MCC. Several infrastructures need to work in the same environment in order to enable 
MCC, namely, wireless infrastructure, backhaul, backbone, provider  infrastructure, 
and cloud infrastructure (Marotta et al.,  2015 ). This infrastructure can be better appre-
ciated in Fig.  8.3 .

  Fig. 8.3    Mobile cloud computing environment (Marotta et al.,  2015 )       
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   The end user establishes communication with a base station or access point though 
a mobile device, requesting a resource augmentation from the cloud. After reaching 
the base station, the request is forwarded through the backhaul to an Internet service 
provider (ISP). The backbone routes the request along one or several ISPs. Once the 
request reaches the destination ISP, it accesses the provider infrastructure, where the 
target cloud receives the request and allocates resources inside the cloud infrastruc-
ture. Inside the cloud infrastructure, virtual nodes communicate with one another 
through virtual links; such links are an abstraction of the real network links with spe-
cifi c features, such as routing protocol, capacity, and virtual node endpoints. Finally, 
the cloud provides the requested resources, replying to the mobile device across the 
fi ve infrastructures (Marotta et al.,  2015 ). 

 The Quality of Service (QoS) provides an objective view about the quality of 
network, considering parameters like throughput, delay, and jitter; QoS encompasses 
every element of the MCC infrastructure with the exception of the end user (Abolfazli 
et al.,  2014 ). On the other hand, the Quality of Experience (QoE) provides a subjec-
tive view about the quality of network, with parameters like satisfaction level with 
application navigation, cloud ubiquity, and response time (Rengaraju, Lung, Yu, & 
Srinivasan,  2012 ). Both QoS and QoE parameters are important for a MCC service. 
Usually, administrators focus their attention on QoS parameters, whereas end users 
pay more attention to QoE parameters. 

 In terms of management, Marotta et al. ( 2015 ) mapped fi ve functional areas into key 
requirements for any MCC management systems, namely, fault, confi guration, perfor-
mance, accounting, and security. These requirements are better explained in Table  8.1 .

   Marotta et al. ( 2015 ) establish two management entities in the network manage-
ment research fi eld, namely, agents and managers. The agent is a software module 
placed inside an infrastructure component and is responsible for monitoring local 

   Table 8.1    MCC management requirements (Marotta et al.,  2015 )   

 Requirement  MCC environment 

 Fault  The management system must be aware of the fi ve infrastructure faults to 
avoid QoS and QoE degradation 

 Confi guration  The management system must reconfi gure the fi ve infrastructures to achieve 
correctness and autonomy based on QoS and QoE 

 Accounting  The management system must monitor and measure the usage of the fi ve 
infrastructure through QoS and QoE for billing correctness and auditing 
purposes 

 Performance  The management system must support a large number of mobile services 
performing asynchronous communications to avoid compromising the proper 
operation of the MCC environment 

 Security  The management system must authenticate, authorize, and account (AAA) 
end users’ actions inside the MCC environment, avoiding impersonation 
attacks as well as providing a stronger auditing 
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parameters, such as maximum transmission unit and available memory. The man-
ager, on the other hand, is a role assumed by a network node, e.g., routers or com-
puters, and is responsible for retrieving information from agents and managing a 
network slice or domain.

•     Execution of cloud-based mobile applications     

 Cloud-based mobile applications run both on the cloud and mobile devices, con-
sisting of two types of components: transferable and nontransferable. Transferable 
components are compute-intensive tasks and do not interact with the mobile hard-
ware. Instead, they are transferred to the cloud. Nontransferable components are 
implemented in the mobile devices and are designed for especial functionalities, 
such as user interface and hardware access (Cuervo et al.,  2010 ). 

 In MCC Ahmed et al. ( 2015 ) defi ne three states for cloud-based application, such 
as running state, paused state, and terminated state. The execution of a mobile appli-
cation starts as soon as the user taps the application icon. After this, the application 
enters into the running state where different tasks can be performed. When the migra-
tion into the cloud is required, the application enters into paused state, and all the 
running states are saved and migrated to the cloud server where the application is 
resumed and reconfi gured using the saved states. Finally, after fi nishing the execu-
tion on the cloud server, the results are pushed back to the mobile device, where the 
application resumes its execution, where on completion the application stops and 
enters into the terminated state. 

 In context of optimal application execution, various metrics are defi ned by 
Ahmed et al. ( 2015 ) for optimal application migration of mobile applications. These 
metrics can be classifi ed into fi ve different areas, namely, network, application type, 
mobile device, and cost and user preferences. 

 Network-related parameters are wireless link quality, latency, security, available 
bandwidth, network latency, and network cost. In order to attain the optimal execu-
tion of mobile cloud applications, it is recommended to select a network with low 
latency, available bandwidth, and better wireless link quality, thus reducing execu-
tion time. 

 The application type plays an important role in the adoption of a cloud integra-
tion. The characteristics of mobile applications vary from application to application. 
According to Zhang and Figueiredo ( 2006 ), mobile applications can be classifi ed as 
CPU-intensive, memory-intensive, and input/output-intensive. In addition, Nazir, 
Ma, and Seneviratne ( 2009 ), Cano and Domenech-Asensi ( 2011 ), and Ballagas 
et al. ( 2007 ) classify mobile applications as delay sensitive, security intensive, and 
network intensive, respectively. When considering off-loading the processing tasks 
of an application to the cloud, the best candidates are memory and CPU-intensive 
applications; whereas input, network, and security-intensive application will show 
more constraints to run in a remote cloud. 

 Important metrics to consider related to mobile devices are CPU speed, memory, 
storage, battery, wireless access technologies, and number of interfaces. These 
parameters are used to build the processing load, which is used to determine if an 
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application process may not have a suffi cient number of CPU cycles for its execu-
tion. Subsequently, such application requires migration to a remote cloud server for 
smooth execution Lenders, Wagner, and May ( 2006 ). 

 The parameters related to cost are mainly the monetary cost of wireless networks 
and the cloud. Usually users can use WiFi for application off-loading; nevertheless 
whenever WiFi is not available, a mobile user can switch to the Internet service 
provided by the network. 

 In terms of user preferences, there are three parameters to consider for running 
an application in dynamics wireless environment with a variety of access technolo-
gies, namely, Quality of Services, cost, and security.  

    Main Challenges in the Construction Industry 

 Proverbs et al. ( 2000 ) established the main challenges and problems facing the UK 
construction industry at the time. These problems were also classifi ed by relevance 
according to interviews and surveys to construction company directors. 

 There are 18 challenges grouped in nine categories: (1) public perception, (2) ten-
dering problems, (3) procurement problems, (4) design challenges, (5) fi nance, (6) 
human resources, (7) productivity, and (8) material and (9) technological challenges. 

 A posterior trending research in sustainability revealed a whole set of challenges 
regarding sustainability in construction. Ayarkwa, Agyekum, and Adinyira ( 2011 ) 
highlighted the following barriers for the successful implementation of lean construc-
tion in the Ghanaian construction industry: fi nance, politics, management, technical, 
sociocultural, and knowledge. Häkkinen and Belloni ( 2011 ) studied the following 
barriers for sustainable building on the basis of literature and interviews carried out in 
Finland: steering and regulation, demand and the role of clients, procurement and 
tendering processes, process phases and scheduling of tasks, cooperation and net-
working, knowledge and common language, availability of integrated methods, and 
innovation. 

 The barriers found by Häkkinen and Belloni ( 2011 ), Ayarkwa et al. ( 2011 ), and 
Proverbs et al. ( 2000 ) can all be embedded into a list of challenges in the construc-
tion industry which encompasses the latest trending research in sustainability; such 
challenges are public perception, design, human resources, materials, tendering and 
procurement, fi nance, management, knowledge, sociocultural barriers, and political 
challenges. 

 There is a sustainability aspect inherent in each one of these challenges. In terms 
of sustainability, all the challenges are intertwined, as a consequence by offering a 
solution to one of the challenges others might be benefi ted. From simple inspection 
and analysis, six challenges show potential for improvement by the implementation 
of MCC technologies. Those challenges are (1) design problems, (2) materials, (3) 
fi nance, (4) technology, (5) management, and (6) knowledge. The remaining barri-
ers will be indirectly affected by the enhancement of the selected group.  
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    Mobile Cloud Computing as a Solution for Challenges 
in Sustainable Construction 

 MCC carries all the benefi ts and risks of cloud computing into a mobile device, thus 
providing to the user with mobility. This section addresses how MCC can support the 
construction industry in regards of the challenges of sustainable construction. The 
challenges addressed are (1) design, (2) materials, (3) fi nance, (4) management, and 
(5) knowledge. These challenges/barriers (selected from section “Main Challenges 
in the Construction Industry”) were obtained from analyzing prior literature and 
combining the typical challenges in construction with new sustainability issues and 
concepts.

•     Solutions for design challenges     

 According to Proverbs et al. ( 2000 ), over-specifi cation is one of the main issues 
related to design; some buildings have been found to have an unnecessary number of 
features and areas due to over-specifi cation. Nevertheless, nowadays, there are more 
technologies related to the design fi eld of construction (e.g., BIM and CAD), which 
provide designers with a much faster design cycle. With technologies like BIM and 
CAD being implemented in the current industry, there is a lot of design iterations and 
changes being made during a construction project, and this is one of the main causes 
of design-related errors. BIM brings the idea of converging all the models into one 
model where every party of the design team (electrical, architectural, etc.) can load 
their designs and see how it affects the other party. 

 For successfully implementing BIM in a project, it is necessary to use CC for col-
laboration and communication between different design teams. This enables BIM 
users to load and access the BIM model from the cloud. By adding MCC users are 
also able to perform design queries and access real-time information regarding the 
BIM model.

•     Solutions for material-related challenges     

 The main material-related issues in the construction sector are a lack of environ-
mentally sustainable materials and waste management. These barriers have a direct 
impact on the success of implementation of sustainable construction principles. The 
main solution for these barriers is providing digital control of the entire material 
lifecycle, from fabrication and shipment to inspection and disposal. Currently, mobile 
devices like tablets can provide a ubiquitous solution which eliminates paper-based 
material management processes (e.g., Jovix). MCC is a key element for making this 
kind of solution ubiquitous and totally eliminating the use of paper, consequently 
decreasing errors related to materials management.

•     Solutions for fi nancial challenges     

 Financial barriers have always been an issue in the construction industry, but lately 
with new sustainability practices, there is a fear of higher investment costs and long 
payback periods. According to Ayarkwa et al. ( 2011 ), the additional cost of providing 
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measures to improve the sustainability of construction works is a major barrier to the 
realization of sustainable construction concept. From a fi nancial point of view, CC can 
help to reduce costs in a construction project due to its fl exibility to expand according 
to the project’s requirements; however, these cost reductions contribute against the 
classic fi nancial barrier in a construction project and not against the sustainability-
related fi nancial aspects.

•     Solutions for management challenges     

 Project management encompasses many aspects of construction projects such as 
productivity, scheduling of tasks, and process phases. Shehu and Akintoye ( 2010 ) 
identifi ed the major challenges to the successful practice of program management in 
the UK construction industry; some of the top challenges are late delivery of projects, 
lack of knowledge to evaluate risks, lack of cross-functional communication, etc. 
MCC enables management tools to be used on site; consequently, managers can 
embed these features into their project management strategy. By embedding mobility 
and ubiquitous data access into their strategy, managers can enhance their productiv-
ity and cross-functional communication; thus, MCC should positively benefi t a proj-
ect’s punctual delivery and scheduling of tasks.

•     Solutions for knowledge challenges     

 The knowledge-related barriers found in the construction sector are mainly related 
to a lack of the required skill set or technical knowledge for a specifi c task in a proj-
ect. Häkkinen and Belloni ( 2011 ) discuss the lack of knowledge and information in 
a sustainable building project, highlighting the integration of  sustainability into 
building design. According to Ayarkwa et al. ( 2011 ), some of the barriers related to 
knowledge and awareness in a sustainable construction environment are a lack of 
professional knowledge, lack of awareness of clients, lack of awareness of benefi ts, 
ignorance/misunderstanding about sustainability, lack of education, and lack of 
knowledge in sustainable design. 

 CC can be a solution in terms of providing a common terminology between every 
construction project party. By uploading all the technical information in the cloud 
and giving access to the project’s management workforce, a common terminology 
can be established, and cross-communication can be improved. MCC has the poten-
tial to enable mobile devices to access any kind of technical information, thus giving 
access to the management workforce on a daily basis to obtain any relevant technical 
data from any location. Nevertheless, this solution should be used as a consultation 
bank and not as a replacement for staff training.   

    Conclusions 

 CC presents itself as a technology with mobility, fl exibility, and ease of mainte-
nance. MCC alleviates resource limitations in mobile devices by augmenting stor-
age, energy, and application processing. In contrast, information security is one of 
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the major challenges and concerns when adopting cloud services. According to 
Carroll et al. ( 2011 ), information security is rated as a top threat. With major tech-
nology companies like Google, Amazon, and Apple acting as cloud service provid-
ers, we can expect an enormous and constant effort from these companies in 
increasing information security. 

 By analyzing the benefi ts and risks of MCC, this paper offered solutions for some 
of the main challenges in the construction industry, such as design, materials, fi nance, 
management, and knowledge. The main proposition of value made by MCC is pro-
viding the users with mobility and the ability to perform queries and access real-time 
information ubiquitously. Based on this premise, the industry can create and incorpo-
rate a new set of tools for optimizing different aspects of a construction projects’ life 
cycle. Consequently, the information decentralization in the construction industry 
highlighted by Box ( 2014 ) could be reduced if such tools are implemented.      
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    Abstract     The articulation of business-IT strategic alignment includes its represen-
tation as strategic knowledge for organization to shape the best strategic plan. 
Although the complexity affects generally any organization, special concern is para-
mount on the business-IT strategic alignment in public service organization as effi -
ciency of its business is fundamental to serve the best to the public. The effi ciency is 
achievable through a well-aligned IT to business strategy. Hence, this study investi-
gates the articulation of the alignment patterns through mapping the business- aligned 
IT according to public service organization’s strategic domains. The motivation is to 
identify and analyze the business-IT strategic alignment patterns as a signifi cant fac-
tor to support strategic alignment evaluation. The alignment perspective patterns are 
mapped on a matrix developed from concepts in strategic alignment model. The 
established perspective patterns are valuable as an infl uential aspect in the re-strategy 
effort to increase the effectiveness of the public service performance.  
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      Introduction 

 Complexity in business and IT alignment in an organization is heavily infl uenced by 
changes in business environment and rapid advancement of IT innovations as business 
enabler (Chan & Reich,  2007 ). The importance to address the complexity is echoed in 
business and IT strategic alignment studies from multiple perspectives (Baker & 
Niederman,  2014 ; Belfo,  2013 ; Cuenca, Boza, & Ortiz,  2011 ; Luftman & Derksen, 
 2012 ; Schobel & Denford,  2013 ; Shanks, Bekmamedova, & Willcocks,  2013 ; Ullah 
& Lai,  2011 ) and is relevant in different business domains and organizational sizes 
(Gutierrez, Orozco, & Serrano,  2009 ). This indicates the holistic environment of the 
business and IT alignment in an organization. However, the state of misalignment 
between business and IT strategies still exists and continuously identifi ed as hindering 
factor to the organization’s effort toward effi ciency and effectiveness (Kappelman, 
McLean, Johnson, & Gerhart,  2014 ). Hence it motivates the ongoing effort on assess-
ing the state of alignment to reduce misalignment. 

 Misalignment imposes negative risks to organization’s profi tability and perfor-
mance level. Specifi cally in nonprofi t organization such as public service agencies, 
strategic alignment is pertinent as evident in government initiative study focusing on 
the impact of IT as its business service enabler and value creator (Gil-Garcia, Helbig, 
& Ojo,  2014 ). The interest to gain IT value that maximizes benefi t to the organization 
demands the mechanism to analyze business and IT strategic alignment (Yetton, 
Henningsson, & Bjørn-Andersen,  2013 ). However, the analysis is complicated when 
analyzing existing strategic alignment established after a period of time as it requires 
the evaluation of its alignment current state. The evaluation is the initial step in the 
entire business and IT strategic alignment analysis to enable organization to gauge 
the fi tness of its alignment in order to strategize potential IT value gains (Luftman, 
 2004 ). The alignment current state is the condition of the business and IT alignment 
represented by the alignment patterns and strengths. Failure to diagnose the correct 
current state will tamper the correctness of further analysis on the alignment and 
resulted in unsuccessful strategy for gaining IT values to the business (Avison, Jones, 
Powell, & Wilson,  2004 ). Although current studies on alignment evaluation acknowl-
edges the criticality of analyzing the current state of alignment, minimum focus has 
been given on investigating the mechanism to analyze it. 

 The classic model widely applied and the main reference in business and IT align-
ment is strategic alignment model (SAM) (Avison et al.,  2004 ; Gerow, Grover, Thatcher, 
& Roth,  2014 ; Gutierrez & Serrano,  2007 ; Khan, Qureshi, & Zaheer,  2012 ). SAM 
specifi cation of the four quadrants representing business and IT aspect position in the 
organization is the fundamental view for the multiple perspectives that exists in modern 
organization (Henderson & Venkatraman,  1999 ). The practicality of SAM has been 
critically challenged (Avison et al.,  2004 ; Ward,  2011 ) and demanded in business and 
IT management practices (Alaeddini & Salekfard,  2013 ). Practical approaches to ana-
lyze the state of the alignment have been proposed (Khaiata & Zualkernan,  2009 ; 
Luftman,  2003 ). However, evidence on the success of the approaches is minimal 
(Kaidalova & Seigerroth,  2012 ). 
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 The alignment framework described by Avison et al. ( 2004 ) motivates this study 
in analyzing the state of business and IT alignment through the articulation of its pat-
terns. However, further work associated to the original work has been focusing on 
developing alternative mechanisms or as supporting context for investigation on stra-
tegic alignment (Al-Debei & Avison,  2010 ; Bleistein, Cox, Verner, & Phalp,  2006 ). 
No evidence was found of attempts to implement Avison et al.’s ( 2004 ) proposed 
framework in public service organizations to address the call for more various imple-
mentations of the framework for comparative study. Therefore, we attempt to adapt 
the framework for analyzing the business and IT strategic alignment patterns in a 
public service organization. 

 A case study in a municipal council as representative of a public service organiza-
tion is applied in the investigation of this study. The council administers the entire 
municipality in six districts. 56.16 % of its spending budget has been allocated for 
services and resources related to the management of IT to support the business func-
tions toward ensuring effective and effi cient services to its constituents. However, 
preliminary investigation has discovered that assessment on the relationship of the IT 
with the council business strategy has not been performed since 2009, and the coun-
cil lacks proper articulation of its business and IT linkages (Pelan Strategik,  2009 ). 
Its IT position in the business is unclearly represented and defi ned due to the unsys-
tematic analysis of its alignment to the business. 

 Analysis to identify and articulate the strategic alignment patterns is important to 
verify the alignment established and supports the assessment process of the align-
ment (Bergeron, Raymond, & Rivard,  2004 ). The knowledge of the alignment per-
spective patterns allows organization to be aware of ineffi ciencies in its alignment 
(Silva, Figueroa, & Gonzãlez-Reinhart,  2007 ). The fi nding from the pattern analysis 
enables the public service organization to re-strategize its business effectiveness and 
effi ciency.  

    Mapping Business-Aligned IT Perspective Patterns 

 Mapping the business-aligned IT perspective patterns consist of three phases: (1) 
fi rst is input identifi cation that extracts the information in the IT landscape of the 
council. The information is analyzed and its linkages with the business strategies 
are established for the pattern-mapping process. (2) Next is mapping process, car-
ried out by mapping the business-aligned IT in a matrix. (3) Last is pattern identifi -
cation, where the mapping process outcome is referred to the Perspective Pattern 
Analysis Table to articulate the alignment patterns established. Figure  9.1  illustrates 
the details of the mapping process.

   Data is collected qualitatively from relevant information at different phases of the 
research. Observation is performed and logged in the initial phase through the engage-
ment with the council. The data collection process also involves gathering and selecting 
relevant offi cial documentations. To corroborate the information articulated from the 
documents, semi-structured interview sessions are carried out to collect supporting 
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information on the business and IT landscape in the council. A set of council personnel 
including seven head departments, two business executives, and three IT offi cers have 
been involved for the interviews to minimize bias and also to capture the holistic per-
spectives of the alignment. The observations also articulate the council’s existing 
approach in managing its business and IT alignment. 

 Content analysis technique on the documentations has been carried out to extract 
the required information for mapping the alignment. Similar method is performed to 
the interview manuscripts to obtain information that enhances the articulation from 
the documentations. The analysis then implements the alignment mapping to produce 
a pattern map. The map is then validated through a round table session with key deci-
sion makers in the council. Structured round table discussion is used to gain consensus 
agreement on the existing business direction of the IT landscape of the council. 

 Input identifi cation is the initial process of extracting information on the IT com-
ponents from the IT landscape documentations. The IT components consist of the 
existing active IT projects and information systems (IS) being used in the council. 
Identifi ed IT components are then analyzed to establish its alignment to the business 
strategies through dual classifi cations that linked it to its corresponding business 
strategies in the following sequence: (1) the IT functional type and (2) its develop-
ment impact to the business. HE is defi ned as the business strategy category for IT 
components that promote effi ciency to the organization’s administration and man-
agement. CR is the IT components that promote the fulfi llment of the customer 
request. IE is the IT components that promote improvements toward the quality of 
the current infrastructure. In the second classifi cation, CM is the business strategy 
classifi cation for IT components that requires constant maintenance for its business 
functional importance. CA is for IT components that increase the advantages as a 
competitive business within its market, and R is for IT components that lead restruc-
turing efforts to shift the business strategic direction. 

1.Identify the IT projects/ Information
   systems as inputs.
2.Analyse the inputs to articulate the
   functions and its impact towards the
   organisation.

Input Identification Pattern IdentificationMapping process

3. Classify according to its functional
    type:
    i. Handling Efficiency (HE)
    ii.Customer Request (CR)
    iii.Infrastructure Enhancement (IE)

3.Form the mapping in L-
   shaped arrows that represent
   three domains;
   i. Anchor
   ii.Pivot
   iii.Impact domain

2.Plot the input to the
   dimension matrix according
   to its functional type and
   development impact.

1.Transform SAM into 2X2
   dimension matrix dimension
   matrix.

1.Identify the formed
   perspective pattern.
2.Refer the pattern to the
   Perspective Pattern
   Analysis Table.
3.Accumulate the alignment
   perspectives occurrences.

4. Classify according to its
    development impact:
    i. Continuous Maintenance (CM)
    ii.Competitive Advantage (CA)
    iii.Restructuring (R)

Outcome: List of classified business
aligned IT

Outcome: The mapping
outcomes are arrows formation
that reflects a pattern.

Outcome: The cumulative
occurrence value of the
alignment perspective equals
to the strength level of
business and IT strategic
alignment.

  Fig. 9.1    Business-aligned IT perspective pattern-mapping process       
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 Concepts in SAM are adapted as the alignment mapping grounds by transform-
ing it into a 2 × 2 matrix representation to cluster the business landscape, IT land-
scape, and the two organizational level, strategic and operational level. The matrix 
consists of four domains as defi ned in Henderson and Venkatraman ( 1999 ). The 
business-aligned IT components established as input are mapped into the domain 
clusters of the matrix. The positioning of the input in the mapping is rationalized 
and determined by the organization decision makers. The positioning is then repre-
sented into L-shaped arrow formations on the matrix as alignment patterns. The 
mapping process produces an overall alignment pattern map of the organization 
business-aligned IT landscape. The L-shaped arrow formations denote the anchor, 
pivot, and effected domains as the three infl uential domains in the business-aligned 
IT. The anchor domain leads the business and IT linkages. The pivot domain then 
navigates the direction of the linkages, while the effected domain is the effect from 
the anchor. 

 The fi nal phase identifi es the strength of alignment patterns of the business and 
IT components in the council. The identifi cation process is performed by referenc-
ing the L-shaped arrows in the alignment map against Perspective Pattern Analysis 
Table by Coleman and Papp ( 2006 ) and consulted with the council decision makers. 
The pattern type refl ects the position of each IT components in the business land-
scape (Bergeron et al.,  2004 ). The perspectives in the L-shaped arrows are differen-
tiated according to its different confi gurations. The number of similar perspectives 
identifi ed represents its strength in the council’s alignment. Pattern with the stron-
gest strength indicates the primary alignment pattern in the council as the infl uential 
perspectives that impacts the business and IT alignment.  

    Results and Discussion 

 The council IT strategy has clustered its IT components into information systems 
(IS), electronic services (eS), and IT infrastructures (ITinfra). Each component 
comprises of subcomponents such as applications, systems, tools, and technical 
skills that refl ects the IT operations. The classifi cation of the IT clusters with the 
business strategies according to its functional type and development impact resulted 
in a set of eight pairings of business-aligned IT. The classifi cation performed in the 
council shows that the IT components within the IS cluster are aligned to promote 
effi ciency in the business, impacting its maintenance plan (IS{HE/CM}), competi-
tiveness (IS{HE/CA}), and restructuring plan (IS{HE/R}). While, eS cluster is 
aligned to support the customer needs and impacting the council’s competitiveness 
(eS{CR/CA}) and maintenance plan (eS{CR/CM}). ITinfra cluster is aligned to 
support the enhancement of the infrastructure, which impacts the maintenance 
(ITinfra{IE/CM}), competitiveness (ITinfra{IE/CA}), and restructuring plan 
(ITinfra{IE/R}). The eight business-aligned ITs are then formed into L-shaped 
arrows mapped in the matrix and resulted in the emergence of four patterns visually 
represented in Fig.  9.2 .
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   In the council, service level pattern reigned as the primary pattern based on its 
occurrence in the mapping. It shows that the IT components impact the council 
main business offering, which is providing business services effi ciently to its con-
stituents. The second strongest pattern emerged is the strategy implementation pat-
tern and technological potential pattern. The former indicates that the IT components 
have infl uence toward the business strategy implementation. The latter pattern indi-
cates the potentials of its existing IT components to gain more business values for 
the council. The weakest pattern formed is the competitive potential pattern indicat-
ing that the business and IT components in the council are less focused on making 
fi nancial profi ts in its competing business market. 

 The primary pattern serves as the most prominent indicator to the state of the 
strategic business and IT alignment in the council. However, the remaining three 
patterns are not dismissed. They are infl uential factors to complement the primary 
pattern and provide holistic indicators to the business and IT alignment. The infor-
mation can be referred to support decision making in re-strategizing the business 
and IT strategic level.  

    Conclusion 

 The implementation of the pattern-mapping framework has successfully derived the 
patterns for the business-aligned IT components in the municipal council. The sys-
tematic mapping process enables the articulation of the prominent pattern that 
refl ects the current alignment state between the business and IT strategies in the 
council. The research fi nding initiates the change in the practice of analyzing the 
alignment state in public service organization, which can assist in strategizing 
efforts of future strategic plans for performance improvements and innovations in 
its service offerings. 

  Fig. 9.2    Business-aligned IT perspective pattern map       
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 However, this study is limited as it is carried out in one instance of the public 
service organization. The single instance posed a constraint in claims for general-
ization from the research fi ndings. From the study, it has been observed that there is 
a social and cultural aspects involved that infl uences the state of the alignment. This 
is due to the involvement of highly intense cultural and social values derived from 
stakeholders in the organization’s working environment (Elias,  2012 ). These values 
can be an infl uential resource that impacts the business and IT alignment in an orga-
nization (Gregor, Hart, & Martin,  2007 ; Lee, Kim, Paulson, & Park,  2008 ; Reich & 
Benbasat,  2000 ). 

 The signifi cance of cultural values in relation to IT in public service organization 
is acknowledged and gaining interest in research (Welch & Feeney,  2014 ). Therefore, 
it is benefi cial to explore the impact or infl uence of the social and cultural perspec-
tives toward the business-IT strategic alignment. Principles in organizational semi-
otics in describing organization as an information system have the potential as the 
foundation for establishing and measuring business and IT strategic alignment in 
public service organization (Liu, Sun, Jambari, Michell, & Chong,  2011 ; Sun, Liu, 
Jambari, & Michell,  2016 ).     
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    Abstract     Great strides have been made in IT governance in the past decade. Today’s 
organizations need a fl exible, complementary, and collaborative IT governance set-
ting to prosper in a turbulent environment that would enable organizations to sustain 
realizing value from IT instead of restraining its contribution by emphasizing con-
trol. The review of existing literature to identify and determine best practices had 
been studied by previous researchers in order to construct the factors within each 
category. The aim of this paper is to identify the domain of IT governance and pro-
vide insights practice with each domain that was detected through literature.  

  Keywords     IT governance   •   IT governance mechanism   •   IT decision-making  

      Introduction 

 IT governance (ITG) has been raised in priority and contributes to higher returns on 
assets at a time while business increasingly invests money on technology. Several 
defi nitions have been consensus on the defi nition of IT governance and the need for 
good IT governance with the underlying principle being to create framework to 
direct, manage, and control the use of IT. IT governance is the integrated part of 
corporate governance that is focused on IT-related investment decisions driven by 
corporate and business unit needs (Brisebois, Boyd, & Shadid,  2007 ). Also, IT gov-
ernance is a shared decision-making process used by corporate executives and 
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focused specifi cally on ensuring that investments into information systems generate 
business value (Brisebois et al.,  2007 ; Winniford, Conger, & Erickson-Harris,  2009 ). 

 Today’s IT business environment requires good IT governance mechanisms. Role 
of IT governance mechanisms has been heightened since the corporate collapse of 
Enron and WorldCom and the subsequent passing of governance legislation in the form 
of the Sarbanes-Oxley Act in the USA in 2002 (Brown & Grant,  2005 ). Organizations 
need to employ well-designed, well-understood, and transparent governance mecha-
nisms to deliver stakeholder value to intensify the role on boards and executives to 
ensure effective oversight of IT, making IT governance integral to overall corporate 
governance in order to achieve effective IT governance (Weill & Ross,  2004 ). 

 However, Information Technology Governance Institute ( 2009 ) stated, in spite of 
the adoption of IT governance structures, processes, and mechanisms by large com-
panies, others have yet to even begin to start their IT governance programs. And in 
addition to this, many top-management executives have little understanding of the 
structures and mechanisms needed to ensure adequate IT governance.  

    An Overview of Information Technology Governance (ITG) 

 ITG is a term that has been evolving rapidly over the last few years, especially in 
practitioners’ communities. The IT Governance Institute is taking a leading role in 
the debate. Today’s organizations need a fl exible, complementary, and collaborative 
IT governance to prosper in a turbulent environment. And that would enable organi-
zations to sustain realizing value from IT instead of restraining its contribution by 
emphasizing control. 

 Peterson ( 2004 ) indicates that well-known academics (Weill and Ross; Van 
Grembergen; Zmud and Sambamurthy; and Peterson) all started their IT framework 
development by defi ning the term IT governance. According to them, good IT gover-
nance is a subset of good corporate governance, and at its core, a good IT governance 
framework will cause the organization to use specifi c structures and mechanisms to 
align its enterprise IT strategy with its business performance goals. In order that ITG 
is recognized as an extension of corporate governance, the IT Governance Institute 
(Information Technology Governance Institute,  2008 ) indicates that corporate gover-
nance is the “Methodology by which a corporation is directed, administered and con-
trolled, whereas IT governance supports achieving corporate objectives, strategy, 
direction, administration and control, using appropriate IT investment and resource 
management.” It consists of the leadership, organizational structures, and processes 
that ensure that the enterprise’s IT sustains and extends the organization’s strategies 
and objectives (Information Technology Governance Institute,  2008 ). In other words, 
IT governance is the mechanism to ensure that organizational strategic processes in 
place sustains and extends the organizations’ goals and objectives. 

 Weill and Ross ( 2004 ) emphasized the signifi cance of IT governance when IT is 
integrated within the organization. Weill and Ross ( 2004 ) defi ne IT governance as 
‘specifying the decisions, rights, and accountability framework to encourage desir-
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able behavior in the use of IT’. Zmud and Sambamurthy ( 1999 ) describe IT gover-
nance as a measure of organizational authority for IT activities. Peterson ( 2004 ) 
adds that ‘IT governance describes the distribution of IT decision-making rights and 
responsibilities among different stakeholders in the enterprise, and defi nes the pro-
cedures and mechanisms for making and monitoring strategic IT decisions’. 
However, Patel ( 2002 ) declared that IT governance serves to address the design and 
development of effective organizations through IT, structures, and processes. Chin, 
Brown, and Hu ( 2004 ) concluded from their review of the literature that IT gover-
nance is affected by the corporate governance structure, stressing the integration of 
IT with the organization. They noted that IT governance is affected by the organiza-
tion’s culture and IT competence. Moreover, they mention that how enterprise 
embraces the usage of IT will determine the benefi ts received from that usage. In 
same way, Schwartz ( 2007 ) defi ned IT governance as ‘an organizational body or 
group focused on aligning the strategy of the IT department with organizational 
goals and strategies’. And therefore, IT governance people implement mechanisms 
to measure the performance of the IT department. 

 Weill and Ross ( 2004 ) conducted a survey of 256 IT organizations; they declared 
that IT decision makings were led by management, business unit leaders, and IT 
specialists in each of the respective areas:

•    IT principles. IT and top management or business unit leaders.  
•   IT architecture. IT specialists and top management or business unit leaders.  
•   IT infrastructure. IT specialists and top management or business unit leaders.  
•   Business application need. Corporate and business units, with or without IT.  
•   IT investment. IT and top management or business unit leaders.    

 Weill and Ross ( 2004 ) outlined in their survey of best practitioner of effective IT 
governance performance that 45 % or more managers in leadership positions could 
accurately describe their IT governance, while in below-performing enterprises, only 
few in leadership positions could describe their governance process. In addition, two 
principles emerged from the best performing cases of IT governance including:

    1.    Business and IT professionals collaborate on business-oriented IT decisions 
(investment, principles, and business application needs).   

   2.    The best arrangement of decision rights for technical decisions (IT architecture 
and IT infrastructure) depends on such factors as the synergies between business 
units, the current IT portfolio, strategic goals, industry differences, and so on.    

  Organizations’ ability to develop important policies, such as privacy, security, 
and business continuity; to implement important IT decisions; and to coordinate IT 
personnel activities effectively have major effect to enhance IT performance. 
Anyway, good IT governance is about how effectively IT used to grow and develop 
the business. This meant the steering committees of decision making have to ensure 
that organization uses IT resources effectively and effi ciently. Similarly, IT gover-
nance is the process by which fi rms align IT actions with their performance goals 
and assign accountability for those actions and their outcomes. They focused on 
the implementation of structures and processes in an IT system. 
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 Many researchers deliberated in the contexts of ITG, IT performance, and invest-
ment. Peterson ( 2002 ) and Ribbers, Peterson, and Parker ( 2002 ) stated that effective 
IT governance structure and process lead to high IT performance. Bowen, Cheung, 
and Rohde ( 2007 ) suggest that IT governance effectiveness infl uences IT governance 
and IT implementation success. Linking practice with strategy, the framework pro-
posed here adopts the balanced scorecard framework for monitoring corporate per-
formance as the impact of IT governance effectiveness. Although Ortiz ( 2003 ) points 
out solid relationship between IT governance implementation and organizational 
performance, there is no direct infl uence of IT governance on IT investment perfor-
mance in the USA and Canada (Gu, Xue, & Ray,  2008 ). However, IT governance 
was found to moderate the relationship between IT capital and IT investments. 

 Recently, there have been attempts to think about IT governance holistically. As 
the two main IT control and implementation frameworks, ITIL and COBIT have 
begun to mature; there have been attempts to map frameworks to each other 
(Information Technology Governance Institute,  2008 ). Robinson ( 2007 ) attempted to 
look at IT governance holistically by crafting IT governance architecture by providing 
robust model that encompasses all aspect of IT governance structure, processes, and 
mechanisms, as shown in Fig.  10.1 . This is a very new area of research in IT gover-
nance in which further refi nement will benefi t both academics and practitioners alike.

   Robinson ( 2007 ) developed his IT governance architecture as a multilayered 
model, with the business drivers of the organization at the top of the pyramid, 
 working down through layers that include the internal environment, “accountabil-
ity and authority” framework (entrustment framework), and models for policy and 
procedure decisions. Moving further down his IT governance architectural pyra-
mid, he goes on to illustrate the importance of creating and delivering value and 
performing risk and resource management. Finally, providing the foundation to all 
IT governance activities are the functions of performance management and value 
management. 

 However, this literature shows that proper IT governance provides signifi cant value 
to the organization in terms of strategic competitive advantage, increased value of IT 

  Fig. 10.1    IT governance focus area       
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investments to the fi rm, and ensuring strict compliance with corporate governance 
regulations, such as SOX. Yet a large portion of the literature also showed that ensuring 
a fi rm’s structures, processes, and mechanisms are optimized for good IT governance 
remains a multifaceted and complex task. 

    IT Governance Mechanism 

 IT governance is complex and dynamic in nature; a typical IT governance frame-
work is used to describe the structures, processes, and mechanisms related to IT key 
decisions in an enterprise (Information Technology Governance Institute,  2003 ; 
Van Grembergen, De Haes, & Guldentops,  2004 ; Weill & Ross,  2004 ) as shown in 
Fig.  10.2 . Several researchers have depicted that at least 20 % higher returns on 
assets result in those organizations that adopted proper IT governance mechanisms 
than those with weaker governance (Weill & Ross,  2004 ).

   IT governance consists of a set of interdependent subsystems using a mix of struc-
tures, processes, and relational mechanisms that work together as a whole in order to 
assist the proper deployment of ITG using (Grant, Brown, Uruthirapathy, & McKnight, 
 2007 ; Patel,  2004 ; Peterson,  2004 ; Van Grembergen & de Haes,  2005 ,  2009 ; Van 
Grembergen et al.,  2004 ; Weill & Ross,  2004 ; Zmud & Sambamurthy,  1999 ). 

 However, Van Grembergen and De Haes ( 2009 ) have identifi ed 33 practices for 
IT governance and classifi ed them in three categories of structure, processes, and 
relational mechanism. 

 Examples of ITG dimensions: structures, processes, and relational mechanisms, 
include:

•    Structures. CIO on Board, executive management committees, IT strategy com-
mittee, IT leadership committees, and IT steering committee(s).  

•   Processes. Strategic information systems planning, balanced (IT) scorecards, infor-
mation economics, service level agreements, control objectives for information and 
related technologies and the ITIL, IT portfolio, and demand management.  

•   Relational mechanisms. Active participation and collaboration between princi-
pal stakeholders, partnership rewards and incentives, business/IT co-location, 
cross-functional business/IT training, and rotation.     

Structures

IT Governance

Processes

Relational Mechanisms

  Fig. 10.2    Elements of an 
ITG framework       
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    IT Governance Constraints 

 There are many constraints that face organizations that are trying to implement an 
effective IT governance structure and process when there are signifi cant IT invest-
ments involved. Without effective governance to deal with these constraints, IT 
projects will have a higher risk of failure. Each organization faces its own unique 
challenges as their individual environmental, political, geographical, economic, and 
social issues differ. 

 It would never be able to list all concern relating to IT governance, but following 
are common to most organizations. The IT Governance Institute (ITGI) suggests that 
the organizations’ challenges and concerns include the following fi ve points:

 –    Aligning IT strategy with the business strategy;  
 –   Cascading strategy and goals down into the enterprise;  
 –   Providing organizational structures that facilitate the implementation of strategy 

and goals;  
 –   Insisting that an IT control framework be adopted and implemented;  
 –   Measuring IT performance.    

 Anyway, any one of these issues can present obstacles to providing effective 
governance.

 –    Senior Management not engaging IT.  
 –   Poor Strategic Alignment  
 –   Lack of Project Ownership  
 –   Poor Risk Management  
 –   Ineffective Resource Management      

    IT Governance Dimension 

    Structure - Oriented 

 Structure describes the way IT function is carried out and how the organizational 
structure can organize the IT division in the organization (Rau,  2004 ). IT governance 
structure scope covers a range of issues that would include most, if not all, of the 
possible IT issues in a particular setting (i.e., procurement, standards, architecture, 
policies, business-IT alignment). 

 The literature of term of structure refers for two aspects: (1) Authority and 
Membership (2) Coordination of mechanism.

    1.    The  authority  indicates how power, rights, roles, and responsibilities are distrib-
uted between and among levels and/or even devices for making IT decisions 
between management-business and IT committee cooperation (Van Grembergen, 
 2003 ; Weill & Ross,  2004 ) (e.g. steering committees).     
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 Weill and Ross ( 2004 ) mentioned that the most effective IT decision-making 
structures include CIOs on various executive steering committees, executive man-
agement committees, IT leadership committees, and business/IT relationship man-
agers (e.g. steering committee, offi ce of IT architecture, service level agreements), 
the establishment of various technology and business councils, and ‘architecture, 
engineering, and infrastructure’ boards that develop, implement, and enforce IT 
policies, procedures, and standards throughout the organization. The minimal 
effective IT decision-making structures were the capital approval committee and 
the architectural committee. On the other hand, Grant et al. ( 2007 ) detail the gov-
ernance structure on how many committee levels or layers there are and outline 
each of their primary roles; for example, through designating responsibility to an 
IT executive and relevant IT committees (Van Grembergen & de Haes,  2005 ). 
Also, Ward and Peppard ( 2002 ) presented IT governance structures as a hierarchy 
of business and IT steering groups, starting at the top with the executive steering 
groups and moving down the hierarchy through separate business strategy and IT 
steering groups to lower-level groups that control decisions of application manage-
ment, service management, and technical management. In addition, the IT function 
itself requires structure as well as deciding where the IT decision-making authority 
is located within the organization (Van Grembergen et al.,  2004 ). 

 However, an effective IT governance structure ensures that all stakeholder 
concerns and interests are considered including measures of both project perfor-
mance and IT sustainment performance. In the same way, Schwartz ( 2007 ) stated 
ITG structure should answer key performance questions, such as is the investment 
in IT worth the return, does the IT department management measure their perfor-
mance, and is the IT department functioning well overall.

    2.    The  coordination of mechanism  refers to the actual distribution of authority 
among level of decision-making. Weill and Ross ( 2004 ) viewed structure as ‘a 
rational set of arrangements and mechanisms’.    

  Anderson ( 2004 ) mentioned the effective implementation of an IT governance 
structure requires an understanding of how IT and the business should work 
together. Also, Luftman ( 2002 ) pointed out the relational mechanisms between IT 
governance structures, business functions, and IT processes and communications 
are critical to preventing IT alignment failure. Chin et al. ( 2004 ) emphasized the 
importance of integrating the IT governance structure into the overall organiza-
tional governance to provide strategic advantage, to achieve business objectives, 
and to optimize the value received from information technology. Similarly, Patel 
( 2002 ) emphasized the importance of aligning IT strategy with business strategy, 
suggesting that IT governance should be rooted in business logic. Luftman and 
Brier ( 1999 ) examined the IT/business alignment and found that the most impor-
tant enablers of this alignment included senior executive support for IT, IT being 
involved in business strategy development. 

 Ward and Peppard ( 2002 ) stated that IT governance decision is “strong links to 
and from” through the executive steering groups and the lower-level groups, to 
ensure that the decisions made at the various levels of the other steering groups 
are coordinated and acted upon. As an example, the IT strategy committee reviews 
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and approves IT strategy which provides high-level direction and control over IT 
to deliver value and manage risks, while the IT council committee considers dif-
ferent levels of policies and investments (Van Grembergen et al.,  2004 ). In prac-
tice, different committees encompass different memberships and authority and 
are subject to organizational culture. However, Weill and Ross ( 2004 ) suggest that 
the number of governance mechanisms be limited. 
 Weill and Ross ( 2005 ) identify three IT governance structures for organizations as:

    1.    Centralized,   
   2.    Decentralized or   
   3.    Federal IT governance structures.    

  According to Luftman ( 2003 ), the IT governance structural choice impacts the 
IT strategic alignment process. In a Centralized IT governance structure, the orga-
nization’s corporate IT unit has complete authority and decision-making power 
for all IT decisions, while in a Decentralized IT governance structure, it distrib-
utes all authority and decision-making power to individual business and func-
tional unit within the organization for their IT architecture, standards, and 
applications (Peterson,  2002 ). While in a Federal IT governance structure, author-
ity over decision making is distributed between a central body and individual 
organizational units (or a state level CIO and state agency CIOs) over corporate 
IT architecture. In other words, the Federal structure is a combination of the 
Centralized and Decentralized structures. 

 In addition, by studying the nature of IT governance, Chin et al. ( 2004 ) com-
pared the impact of centralized versus decentralized controls and structures. They 
found that centralized control of IT allowed for board oversight, consistent strate-
gic approach, and economies of scale. The authors also noted that though central-
ized control may result in sacrifi cing specifi c needs of individual subunits, 
decentralized control of IT to enable the addressing of those specifi c needs also had 
its disadvantages. They found that organizations that had decentralized control 
experienced increased costs and reduced integration. A hybrid approach used by 
some fi rms in their study enabled central control of IT infrastructure and specifi c 
deployments at divisional levels. Weill and Ross ( 2004 ) also considered the issue 
of centralized versus decentralized governance and found that organizations that 
were top performers as measured by profi t tended to have centralized IT gover-
nance, which resulted in standardized approaches, lower costs, and formalized 
assessments of IT-related endeavors. Even with a degree of decentralization to 
enable fl exibility, Weill and Ross concluded that a hybrid approach would have 
merit, rather than giving total control of IT governance to the divisional level.  

    Process - Oriented 

 Henderson, Venkatraman, and Oldach ( 1996 ) defi ne process in terms of the IT 
infrastructure such as systems development and operations infrastructure. More 
recently, the emphasis of IT governance is to implement processes that ensure 
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strategic alignment between IT and business. Strategic alignment ensures that IT 
projects are aligned with strategic business objectives, and consequently are funded 
and prioritized. Van Grembergen ( 2003 ) refers to the process of ‘formalization of 
strategic IT decision making’ and that appropriate IT monitoring procedures are 
required to achieve improvements and sustain positive outcomes including key per-
formance indicators through service level agreements, IT demand management, IT 
portfolio management, and chargeback systems (Symons,  2005 ) (e.g. IT balanced 
scorecard). Weill and Ross ( 2005 ) also identify that the most effective alignment 
processes were tracking IT projects and resources consumed. The least effective 
were charge back mechanisms and tracking the business value of IT investments. 

 Besides IT balanced scorecards, project tracking systems enable the IT strategy 
committee to detect and correct any deviations and alter strategy when required 
(Information Technology Governance Institute,  2003 ). Furthermore, Van Grembergen 
and de Haes ( 2005 ) suggest organizations need to fi nd a good balance of measures 
between output and performance, comprising technical measures and business mea-
sures. Technical measures evaluate technical-related issues such as IT downtime and 
access failure (an internal perspective), while business measures evaluate business-
related issues such as customer satisfaction (an external perspective). 

 While the IT governance process can take on various forms within different com-
panies, depending upon whether IT management is a centralized organization, 
decentralized, or a hybrid of both within the corporate entity, Selig ( 2008 ) presented 
hierarchical model of ‘IT/business steering and governance boards, committees, 
and roles’. The top management team consists of “executive and small business 
unit,” while steering committees are responsible to review IT/business alignment 
plans, IT investment portfolios, set portfolio priorities, and select, approve, and fund 
major IT projects. In other words, the corporate boards are responsible for working 
in “different areas of focus” like ‘program, technology, architecture, infrastructure, 
and operations management’ to ensure the business and IT goals of the organization 
are optimized.  

    Rational - Oriented 

 Relational mechanisms—this term describes how to manage the ITG framework for 
attaining and sustaining business/IT alignment that cover advocates, channels, and 
educational efforts that overspread IT governance principles, policies, and outcomes 
of IT decision-making processes (Information Technology Governance Institute, 
 2003 ; Weill & Ross,  2004 ). 

 As stated by the IT Governance Institute, IT governance requires leadership to 
ensure that IT activity is sustained and extended to achieve the organization’s goals. 
The emphasis on leadership is confi rmed by Weill ( 2004 ) who found that the factor 
that most separates top-performing organizations from substandard-performing 
organizations is the quality of senior leadership in making IT decisions. Leadership 
should be proactive and strategic (Broadbent,  2003 ), which requires commitment 
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from the top and supportive behavior that leads to effective resource allocation to IT 
(Weill & Ross,  2004 ). 

 Weill and Ross ( 2004 ) stated that leadership requires commitment from the top 
and supportive behavior that leads to effective resource allocation to IT. Van 
Grembergen ( 2000 ) adds that organization capacity is the key success factor for IT 
governance exercised by the board, executive management, and IT management. As 
defi ned by Henderson et al. ( 1996 ), organizational capacity refers to the human 
skills and capabilities required to support and shape the business. Meanwhile, Weill 
and Ross ( 2004 ) declared the need to educate the organization on how governance 
decisions are made in order to reduce the mystery of IT and encourage lower level 
managers to accept responsibility for effective IT use. Moreover, Weill and Ross 
( 2004 ) confi rmed that implementation of IT governance requires organizations to 
rethink their governance structure and individuals to re-learn their roles and rela-
tionships. An important emphasis of well-defi ned identifi cation of all involved par-
ties from board of directors to low level managers will have big impact to clear IT 
governance and unambiguous roles and responsibilities (Van Grembergen et al., 
 2004 ). Information Technology Governance Institute ( 2009 ) indicates the board of 
directors committees have to play an active role to ensure that IT goals and objec-
tives are aligned with the business’ goals and objectives. 

 Finally, are about ‘the active participation of and collaborative relationship 
among corporate executives, IT management & business management’ (Van 
Grembergen,  2003 ) (e.g. training) as shown in Table  10.1 .

        Setting of Effective ITG Elements 

 An understanding of the IT governance concept is essential for organizations to gain 
a better perspective on the governance activity and provides focus for management 
attention. The review of existing literature is to identify and determine best practices 
that had been studied by previous researchers in order to construct the factors within 
each category. In order to identify settings practices, those had been studied by pre-
vious researchers or were identifi ed in professional publications or pioneer organi-
zations; an understanding of the IT governance concept is essential to achieve 
higher effi ciency and effectiveness within IT governance functions. However, the 
role of IT in transforming government has grown due to the performance rankings, 
budget crises, and technology changes. 

 Conceptualizing IT governance is not easy. Defi nitions, whether academic or 
practical, commonly refer to IT governance as a set of decision-making structures, 
roles, responsibilities, and practices geared toward achieving desired objectives 
(Weill & Ross,  2004 ). In other words, IT governance implementation requires defi n-
ing structure (roles and responsibilities), processes, and relational mechanisms at 
each of the operational, management, and strategic levels within organizations. 
Furthermore, where IT governance is concerned, the key issues are how strong and 
well-articulated corporate governance is, how it translates into IT governance, how 
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both are deployed over the whole organization, and whether it knows how to use IT 
governance to support innovation. 

 The process of IT governance starts with setting clear objectives for the organiza-
tions IT in order to provide the initial directions. This is followed by strategic plan-
ning and execution of the IT objectives. The implementation of the IT governance 
strategy, policy, and action plan will ensure that IT governance is managed more 
effectively. A continuous loop is then established for measuring performance, com-
paring it to objectives, leading to redirection of activities and changed objectives 
where appropriate. In other words, ITG adjustment is the business-IT objective as the 
fi rst process to provide direction through IT activities, measuring performance, com-
paring objectives, and getting outcome in the re-direction processes which require 
changing in proper time to adjust and signify the objectives acceptably. Due to estab-
lishing direction, IT module must concern benefi ts by developing automation, cut-
ting costs, and controlling risks. According to our defi nition to IT governance in 
section “Overview of Information Technology Governance (ITGov)”, we classify IT 
governance elements to such domains, then we defi ne practice with each category, as 
shown in Table  10.2 .

   Table 10.1    IT governance dimensions   

 Category  Driver  Authors 

  Structure-oriented   ⦁  Authority and 
membership 

 Grant et al. ( 2007 ), Van Grembergen 
( 2003 ), Van Grembergen and de Haes 
( 2005 ), Van Grembergen et al. ( 2004 ), 
and Weill and Ross ( 2004 ) 

 ⦁  Coordination of 
mechanism 

 Anderson ( 2004 ), Chin et al. ( 2004 ), 
Luftman ( 2002 ), Weill and Ross  2004 , 
and Weill and Ross ( 2005 ) 

  Process-oriented   ⦁  Key business/IT 
alignment process 

 Henderson et al. ( 1996 ) and Van 
Grembergen ( 2003 ) 

 ⦁  Regulatory and 
environmental process 

 COBIT, ISACA (2015) 

 ⦁  Resources utilization and 
operation management 
process 

 COBIT, ISACA (2015) 

 ⦁  Risk, compliance, and 
security process 

 ISACA (2015), COBIT, ITIL 

 ⦁ Performance monitoring  Information Technology Governance 
Institute ( 2003 ) and Symons ( 2005 ) 

  Rational 
mechanisms- 
oriented  

 ⦁  Leadership and 
management style 

 Information Technology Governance 
Institute ( 2003 ) and Weill and Ross 
( 2004 ) 

 ⦁  Commitment, supportive, 
and awareness 

 Van Grembergen et al. ( 2004 ) and Weill 
and Ross ( 2004 ) 

 ⦁  Skills and knowledge 
(organ capacity) 

 Van Grembergen ( 2000 ) and Weill and 
Ross ( 2004 ) 

 ⦁  Collaborative and 
communication 

 Van Grembergen ( 2003 ) and Van 
Grembergen and De Haes ( 2009 ) 
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       Methodology of Effective IT Governance 

 This paper describes the case of an IT governance implementation in a Malaysia 
Public Sector service. Case research is particularly appropriate for research within the 
IT area because researchers in this fi eld often lag behind practitioners in discovering 
and explaining new methods and techniques (Benbasat, Goldstein, & Mead,  1987 ). 
As already mentioned, IT governance is now on the agenda of many executives, and 
consultants are dispersing the concept. Like Benbasat et al. ( 1987 ), we believe “that 
the case research strategy is well-suited to capturing the knowledge of practitioners 
and developing theories from it”. The role of the researchers was purely the role of 
observers who were interested in investigating how the IT governance practices were 
applied by practitioners and how the experience and knowledge of practitioners could 
help to improve their proposed IT governance framework. In this case research, data 
was gathered by conducting several face-to-face in-depth interviews with IT and busi-
ness representatives: the CIO, project managers of the IT governance project, a mem-
ber of the Board of Directors who is also the member of the Executive Committee, 
and the director of ‘organization’.  

    Assessing Effective IT Governance Setting at Case ‘X’ 

 This section reports and interprets the results of the extreme case analysis. To create 
effective IT governance benchmark, Malaysian public sector services organizations 
were invited to participate in the research, leveraging the channels of existing CIO 
networks. From this request, organization ‘X’ committed to participate under the con-
dition that anonymity was guaranteed. In this organization ‘X’, interviews took place 
to assess the effective IT governance setting practices used (see “Appendix”), on a 
scale from 1 to 3 (1—Low, 2—Medium, 3—High). During each face to face inter-
view, it was ensured that at least one senior representative from the business and one 
senior representative from IT were present who had a view on how IT governance was 
addressed in their environment to get a full view of the IT governance practices. 

 When comparing the averages of IT governance practices maturity per domain of 
structures, processes, and relational mechanisms, it again appears that in general the 
highly aligned organizations have clearly more effective IT governance  structures and 
processes, as shown in Fig.  10.3 . This fi gure also shows that practices,on average, were 
bit less compared to structures, indicating that it is probably more diffi cult to imple-
ment achieved processes compared to structures. This fi nding is also supported by the 
personal experiences of the researchers in running an IT governance practices.

   A possible explanation might be that the structures and processes applied in 
organization X, which had already been working on IT governance for more than 6 
years, were already thoroughly embedded in day-to-day practice and became part of 
the organization’s culture. This could explain that there was less need to manage the 
relational aspects of IT governance (Fig.  10.4 ).
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  Fig. 10.3    Average elements of ITG       

  Fig. 10.4    Average ITG category       

       Conclusion 

 In summary, IT has been playing a more important role for organizations in achiev-
ing their goals. ITGov is an integral part of corporate governance. IT governance 
ensures that IT goals are met and IT risks are mitigated such that IT delivers value to 
sustain and grow the organization. Thus, it’s crucial for organization to establish 
good governance in IT to obtain more effective use of IT. IT governance should be 
highly practical and relevant to practical organizations. The aim of this paper is to 
identify the domain of IT governance and provide insights practice with each domains 
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which were detected through literature. This paper wants to contribute to that part of 
the IT governance body of knowledge, by describing how an organization can imple-
ment IT governance, using a mixture of processes, structures, and relational mecha-
nisms, and by analyzing how these practices are used at a Malaysian public sector 
agency. This paper will therefore be the start for a new area of research within the 
rich fi eld of ITG and may hopefully be a basis for new insights to come.      

    Appendix 

 Please fi ll the assessment in the Scale columns based on the format below.

    1.    Low importance   
   2.    Medium Importance   
   3.    High Importance    

 Table 10.3    Scale practices of effective IT governance  

 Effective IT governance subsystems 

  Category   Indicator   Measures    Scale  

 Structure-oriented  ⦁ Authority  How well an effective empower and 
clear roles and responsibilities be 
assigned for board of directors, an 
executive and relevant IT committee 

 ⦁  Coordination of 
mechanism 

 How well an effective excellent 
coordination could be established and 
maintained to improve organizational 
performance 

 Process-oriented  ⦁  Key business/IT 
alignment 

 How well an effective strategic 
objective aligned to IT projects and 
delivery to improve organizational 
performance 

 ⦁  Regulatory and 
environmental 
process 

 How well an effective regulatory and 
policy be developed, adjusted, 
controlled or directed according to 
particular rules, principles or 
specifi cations 

 ⦁  Resources 
utilization and 
operation 
management 

 How well an effective utilization of IT 
resources (process, infrastructure, 
information, and people) and 
management of operation be done 

 ⦁  Compliance, risk, 
and security 

 How well an effective complies with 
standard defi ned, policies, and 
procedures to ensure complete 
compliance to legal and corporate 
policies 

 ⦁  Performance 
monitoring 
process 

 How well an effective focus in 
achieving critical business objective to 
ensure IT deliver value to business 

(continued)
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    Chapter 11   
 Implementing a Mass Customization Business 
Model in the Health Industry                     

     Marc     Poulin    

        M.   Poulin      (*) 
  Canadian University Dubai ,   Dubai ,  United Arab Emirates   
 e-mail: marc@cud.ac.ae  

    Abstract     The healthcare industry is undergoing many challenges due to rising costs, 
lower governmental support, and ineffectiveness of many treatments. One popular 
approach to address these issues is the P4 vision where prevention and patient partici-
pation is paramount. To implement these newer approaches, there are business pro-
cess challenges in order to control costs and offer the new personalized approach. The 
mass customization business model has been successful in offering various levels of 
personalization with costs and delivery delays similar to mass production. Although it 
has been researched and implemented for the manufacturing industry, research has 
shown potential in the service industry. 

 This article presents a business model founded on mass customization to address 
certain challenges in the health industry. The article discusses the issues and pres-
ents an approach to remedy the problems. The business model is demonstrated 
through an actual global health company head quartered in Dubai.  

  Keywords     Business model   •   Healthcare industry   •   Mass customization   •   IT   •   B2C  

      Introduction 

 In many parts of the world, it is no secret that the health systems are becoming more 
costly and not effective. Their current medical system encourages doctors to increase 
treatment through drugs and medical procedures rather than on healing patients. 
Doctors are paid when patients are sick. There is a recent trend in the last decade 
toward an integrated healthcare system focusing, predicting, and preventing disease 
rather than treatment. According to renown Steven Trobianic, M.D., Yale Board 
Certifi ed Neurologist, we are standing at the brink of a consumer-driven healthcare 
revolution that will forever change how we view the process of aging, the medical 
care we receive, and the medications we use. A recent approach toward this change 
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is the popular P4 medicine: personalized, predictive, preventive, and participatory. 
This research will be illustrated through a new health organization that seeks to 
address this problem in the health industry. 

 This holistic approach to health involves a new context for providing healthcare. 
First, due to the personalization component, there are many more potential treat-
ments to address the variety of personal health problems among patients. There are 
fewer “once one-solution-fi ts-all” policies but rather a multitude of factors that when 
combined together can confuse a practitioner in providing the best service. Secondly, 
in many parts of the world, healthcare budgets are being compressed especially in the 
public sector. Consequently, it makes it challenging for doctors to demand higher 
prices for personalized services, especially when not guaranteeing results. Lastly, 
patients are becoming more educated through accessible online information and 
health technologies that can provide vital measurements such as heart beat and blood 
pressure at a very low cost. 

 This challenge in the health industry is similar to fi rms following a mass produc-
tion model, which mainly focuses on high volume for each product it offers, a limited 
variety of products to offer, and low prices. Since the 1990s, many such fi rms have 
turned to the mass customization business model to offer variety at low prices. The 
hypothesis of this article claims that the mass customization model can be transferred 
in the health industry, which would help support the new health trends. 

 The article presents an innovative business model to support a new offer in the 
health industry. The proposed business model incorporates key success factors from 
mass customization. The research is exploratory in nature while the model is being 
implemented in an actual global health company. The article will present the model, 
the challenges, and learnings thus far.  

    Literature Review 

 Current business models in the healthcare industry are struggling with issues such as 
rising costs through ineffi cient use of resources and being reactive to patient health-
care problems. Many services are offered by both the public and private sector, which 
present further challenges in providing a seamless service to patients, instead of the 
current situation of spreading services and patient data in separated systems. Chawla 
and Davis ( 2013 ) demonstrate the potential of using the available healthcare-related 
data through data mining to personalize the assessment of your health. 

 Mass customization (MC) was fi rst coined by Davis ( 1987 ) where he defi ned MC 
as a paradoxical concept that refers to a fi rm offering a relatively wide range of prod-
uct variety but with price and delivery delay closely resembling those of mass produc-
ers. Among the various defi nitions, it is not exactly clear where MC begins or ends 
with regard to product variety and price. He states that with MC, price premiums 
associated to customization of a product should still make the fi nal product accessible 
to the mass market. In terms of delivery delay, Franke and Piller ( 2004 ) suggest that 
customers are willing to wait about 10 % longer for personalized products, but this can 
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vary by industry. In previous research, “personalization offers” via an eight-level per-
sonalization offer model, Poulin, Montreuil, and Martel ( 2006 ) expand the standard 
MC defi nition. The model claims that fi rms can mass produce personalized products 
with a much wider range of price and delivery delay. Complexity of offers depends on 
the customer penetration point in the supply chain and in the number of offers existing 
simultaneously. 

 MC and personalization has frequently been identifi ed as an important business 
strategy to compete in today’s global economy (Lampel & Mintzberg,  1996 ; Pine, 
 2008 ). The literature indicates that key success factors that arose were modulariza-
tion, standardization, postponement, confi gurators, and customer interaction 
(Duray,  2004 ; Hvam, Mortensen, & Riis,  2008 ; Piller & Tseng,  2003 ). 

 Many models were developed to represent ways to mass customize. In an attempt 
to provide managers with a framework to develop the type of mass customization 
they should pursue, Gilmore and Pine ( 1997 ) identifi ed four distinct approaches: 
collaborative, adaptive, cosmetic, and transparent. Collaborative customizers con-
duct a dialogue with individual customers to help the customers defi ne their needs, 
to identify what product/service mix would precisely meet those needs, and hence 
to design individualized products/services accordingly. On the other hand, adaptive 
customizers offer one standard, but customizable, product that is designed in such a 
way that users may alter it themselves. Cosmetic customizers present a standard 
product differently to different customers by packaging it differently for each cus-
tomer (e.g., communicating the product benefi ts differently or engraving the cus-
tomer’s name on the product). Finally, transparent customizers provide individualized 
customers with unique product offerings but without letting them know explicitly 
that the product offering has been customized for them. Gilmore and Pine ( 1997 ) 
state that companies may combine two or more of the approaches so as to meet the 
precise needs of their customer. 

 In the service industry, such as with healthcare, the concept of mass customiza-
tion is different since there is an inherent customization process during the creation 
and delivery of the service. The customer involvement at various stages of the ser-
vice can create challenges but also opportunities to satisfy their customer, which is 
highly impacted on the decisional freedom given to employees (Kaplan & Haenlein, 
 2006 ). As with products customization, the customer involvement is a key issue that 
needs to be controlled. With products, product platforms are created where a set of 
rules will control the personalization outcome, but for services, these “platforms” 
are less rigid and diffi cult to implement especially when there is a high level of 
personalization. Gwinner, Bitner, Brown, and Kumar ( 2005 ) claim that the ability 
for employees to adapt and live up to customer needs is a strength that enables cus-
tomization after the service has begun and cannot be preconfi gured. A negative 
impact would be to have costly customized services with poor quality since the 
employee was given too much latitude. Furthermore, relative to product mass cus-
tomization, Heim and Sinha ( 2001 ) claim that service customization could be much 
more complex in variety, and it is diffi cult to predetermine all the possibilities. An 
important element is to carefully assess the customer needs during the confi guration 
process. The concept of personas is sometimes used to represent a customer seg-
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ment that require a number of service components, or “customer operating seg-
ments” (Frei,  2008 ), similar to modules in a product platform.  

    Research Methodology 

    Problem Description 

 The fi rm from the research study wanted to fi nd a way to make a serious change, but 
they knew traditional business models in the health industry would not work. The 
follow requirements needed to be met:

    1.    The healthcare services should not only be reactive and focus only on sick 
patients but should also be preventive or proactive to reduce the number of 
patients becoming sick.   

   2.    The approach needed to be personalized, not a “one-size-fi ts-all” approach such 
as when prescribing medicine, in order to have the most effectiveness.   

   3.    Services needed to be affordable, not necessarily dependent on insurance or gov-
ernment support.   

   4.    Mobile technology, health devices, and software should be adopted and linked 
together for monitoring quickly and effectively.   

   5.    The service should use a holistic view of the client’s health and not only on tra-
ditional westernized view of healthcare treatment.      

    Problem Statement 

 What business model can enable a fi rm to offer personalized and effective health 
services and controllable cost and quick delivery time? 

 Subproblems that result from the main problem are:

 –    How is the personalization done effectively and quickly?  
 –   How are the services provided quickly and at reasonable cost?  
 –   How can the model incorporate new technologies easily?     

    Research Approach 

 Since the problem addressed is new and primary data is available, an exploratory 
and descriptive research approach was adopted. The approach was to take notice of 
all key issues and note how industry and research solutions could address the prin-
cipal challenges. Key variables and parameters were identifi ed for future research. 

 Information was collected by participatory approaches of the author and by inter-
views with upper management in the fi rm. Open-ended questions were used to iden-
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tify the constraints, objectives, and possible solutions. With this analysis, business 
model was created by referring to literature and industry experts. The research is 
currently ongoing but many fi ndings can be shared. 

 To assure the validity and reliability of the information, interviews were con-
ducted with all upper management and at various points in time. Although there 
were some changes in answers due to fl uctuations within the environment, the 
answers were consistent.   

    Proposed Model 

    The Service Offer 

 The proposed model is founded on the key success factors of mass customization: 
product platforms, postponement of differentiation, confi guration tool kits, cus-
tomer involvement, and use of technology. 

 The fi rst step for mass customization models is to identify the potential solution 
space and the product platforms that will need to be created to address the solution 
space. The solution space is limited by costs, time, accessibility, and technology 
available. The fi rm’s vision is laid on the founding physician’s view on healthcare 
as being holistic and preventative. The approach was to consider any biomarker or 
key information of the client to monitor his current state and risk of developing 
health issues. Their MMM model was based on the process of  m easuring,  m entor-
ing, and  m onitoring a patient. Hence, the business model needed to include tech-
nologies and processes that would support these three steps and being able to scale 
at low cost. The solution space is currently vague as it will be limited by price, 
technologies, and regulations in each market. 

 One of the most important steps was to create the product platform. In mass 
customization, this consists of a certain number of modules and components that 
can be joined together by following a set of rules, in order to produce a product for 
the end client. For instance, in the car industry, VW has created a product platform 
that is used to produce various cars (VW golf, WV Tiguan, Audi A3, Audi A4, etc.) 
by sharing the same car frame, and components like the 2 L turbo motor, but some 
luxury components are only reserved to some products (Audi). The increase in stan-
dard parts and modules allows for savings while offering variety. In the service 
industry such as healthcare, there are supplementary challenges in creating a plat-
form since there are many sources of variability, and it is diffi cult to create compre-
hensive rules that can address any condition. 

 In healthcare, the “product” is actually a combination of physical products and 
services to produce the end service for a customer. The fi rst building blocks of the 
platform are processes and resources required to measure the patient’s condition. 
The fi rst elements in the platform can be shown by part A in Fig.  11.1 , which shows 
the overview of the service offer. Various equipment and processes are used to 
obtain data and information, and a particular attention was made to adopt standards 
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and fl exible equipment, that can be mixed and matched to do a wide variety of tests. 
Equipment and processes (such as taking blood) could provide pure data that needs 
to be processed, or some equipment will process the data and provide value-added 
information (B in Fig.  11.1 ). The algorithms and rules will use the data and informa-
tion to provide a report (D in Fig.  11.1 ) that includes some of the raw data and some 
risk factors calculated from functions in C. The report in D is meant to observe the 
condition of the patient or client but not to prescribe any products, actions, or men-
toring. It is actually in step E where other algorithms analyze the data from the 
measurement step and then proposes actions for the physician. Some actions are 
straightforward, but for many categories, the algorithm will narrow down the poten-
tially good propositions for the patients. It is up to the physician to make the fi nal 
decision in the mentoring (F) step. Once the client has been recommended products 
and actions, he will be monitored at a distance by the physician and other health 
professionals in the network. This is accomplished with an app provided by the fi rm 
and medical devices/accessories that captures key measurements and transmits to 
the app. A popular device is the Fitbit watch or band that can measure heart rate or 
steps in real time. The physician will have another version of this app that enables 
him to have visibility on all his patients and thus monitor in real time. The physician 
is now in a mode to monitor key biomarkers and make adjustments before the 
patients have serious health issues. An example of this could be prediabetic patients 
with high blood pressure. Depending on the feedback from the monitoring step, the 
physician might again go to step D and redo measurements that can only be done at 
the clinic or a hospital. Several studies such as by Acheampong and Vimarlund 
( 2016 ) have shown how this type of collaboration between the health professionals 
and patients can help detect many potential health risks.

   Another key component to this model is the constant improvement in the algo-
rithms. During the complete process, patient data is kept in a central data base (B) 
where analysis and data mining will be done to see the effectiveness of the algo-
rithms. Over time, algorithms will be modifi ed in functions of learnings made over 
the large volume of data. Since the company is deploying on a global scale, data 
volume will grow rather quickly.  

  Fig. 11.1    Service model for customized preventive healthcare       
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    Implementing Mass Customization Principles 

 In order to provide this personalized health model, it is clear there will be a wide 
range of fi nal “products,” almost an infi nite amount of “solutions.” It is clearly not 
a one-size-fi ts-all approach or even putting patients in predetermined “profi les” that 
correspond to preset recipes for healthcare. When the company combines the poten-
tial tests, devices, food, and lifestyle recommendations, the solutions space is almost 
unlimited. In order to provide this service at an affordable cost, the following mass 
customization principles were adopted.  

    Product Platform 

 The company carefully selected components of their solution that could be easily 
mixed and matched to create variety. For instance, a blood test for blood sugar was 
chosen so it can be used for all types of patients. Similarly, to the creation of a prod-
uct platform form products, the fi rm designed a platform for all services rather than 
the traditional approach of designing for one or few services at a time. 

 In order to make the components of the platform function properly, a set of rules 
and algorithms were developed to indicate how they all work together. These will 
include constraints and setting of parameters when components are matched 
together for a service.  

    Postponement 

 An important concept to adopt for cost reduction is the postponement of differentia-
tion between services. The fi rm tried to make the early processes such as measuring, 
as similar as possible, between services in order to minimize the variety of resources 
and thus reduction of setups.  

    Confi gurators 

 Confi gurators are vital in mass-customized offers as they enable the match between 
customer needs and the endless combination of services that the fi rm could provide. 
Customers do not want to be confused by all the variety but want their needs met. 
The fi rm has not presently fi nished the customer interface of its confi gurator, but 
they have created a fi rst version of the algorithms to match customer needs with a 
service. Although it’s left to the end, the customer interface is very important in the 
buy-in of the customer and understanding the service.  
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    Customer Involvement 

 Customer involvement is quite natural in the customization of services in comparison 
to the products. From the initial stage of measuring, the customer is involved in the 
customization of his solution. The fi rm was careful in minimizing the number of 
processes during this interaction and in making the process simple throughout all the 
complexity. For instance, in a basic program, there are about 225 biomarkers recorded 
as data to generate reports and recommendations. Most of this data is not initially 
seen by the customers since they are captured by medical instruments.

        Conclusion 

 The article attempted to present an innovative business model inspired by mass 
customization models in order to address new challenges in the health industry. The 
fi rm in the case study is in its early stages of business but has seen the benefi ts of the 
suggested model. The author will be closely involved in the ongoing business 
development in order to conduct more studies on several components of the model, 
the success and failures, and hopefully generalize approaches for other similar 
industries. Personalization of services is constantly increasing and is still a chal-
lenge for companies wanting to fi ll that need.      
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Chapter 12
Genetic Algorithm Systems for Wind Turbine 
Management

Sarah Odofin and Ayodeji Sowale

Abstract In this paper, the importance of wind turbine renewable energy 
management is important. Wind turbine is sophisticated, expensive and complicated 
in nature. Fault diagnosis is vital for wind turbine healthy operational state for reli-
ability that is of high priority prognostic for effective management system. A novel 
algorithm is proposed to optimise the observer monitoring system performance to 
support practical operation. Reducing unplanned maintenance costs for uninter-
rupted healthy reliable operations will aid the online monitoring of the turbine 
behaviour.

Keywords Wind turbine • Genetic algorithm • Optimisation • Observation

 Introduction

Wind turbine as a kind of clean renewable energy resource has contributed greatly 
to the world’s power production which has several benefits amongst other sources 
of energy supply and is still rapidly expanding in terms of market, installation and 
deployment (Bertling & Ribrant, 2006). Operations, maintenance and reliability of 
wind turbines have received much attention over the years due to the rapid expan-
sion of wind farms (Odofin, Gao & Sun, 2015). The trends of how to reduce opera-
tional and maintenance (O&M) cost are researchers’ concerns to guarantee low 
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repairs, higher availability period, more reliability, safety and minimise the costs of 
maintenance as well as repair. To keep power production cost minimal, the modern 
strategy supports large-scale form to be placed offshore where wind speeds are 
much higher. Though, availability may fall below 60 % of offshore wind turbine 
systems, leading to a substantial interruption due to the high occurrence of compo-
nents failure (Nelson, 2009).

These are costly tasks as, for example, the cost of replacing the gearbox 
accounts for about ten percent of the wind turbine construction and installation 
cost, which eventually results in an increase of the energy production cost. There 
is a continuing increase of growth in the yearly wind turbine installed in a global 
size, thereby making it to have a prospect in the nearest future as seen in Fig. 12.1 
(Tchakoua et al., 2014). The cumulative demand of energy is of acute significance 
for the world economic growth and environmental protection. Plant operator’s key 
importance is close observation for unexpected faults normally during practical 
operation which could eventually sense some form of false alarms which are criti-
cal for reliable operation. The assured action is taken with regard to warning 
power downtime or preventing the turbine from shutting down in order to escape 
severe or risky failure happening.

Condition monitoring (CM) and fault diagnosis are of high priority to wind tur-
bine due to complexity, expenses and prone to faults which sustains the system 
performance. This motivates monitoring the behaviour of the system to give timely 
response to the human operator or controller.

The prospective unexpected changes in component could affect the repair cost, 
unplanned maintenance, hazards and less tolerance system performance of the com-
ponent failure that could lead to key economic problem. Availability is focused on 
Kusiak and Li (2011) that revealed about 75 % of the yearly interruption is triggered 
by about 15 % of the failures, the average failure rate and average downtime per 
component in WTs.
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Fig. 12.1 The annual global chain installed wind power capacity from 1997 to 2014 (Tchakoua 
et al., 2014)
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 Fault Diagnosis for Wind Turbine Management

There have been various types of conventional monitoring turbine system like 
supervisory control and data acquisition (SCADA) which can only predict some 
specific faults with a reasonable amount of 60 min precision before they happen; 
according to Engelbrecht (2007), this could lead to some missed signals. Other 
monitoring devices like observer (filter) approach have been employed for monitor-
ing and diagnosing wind turbine system for consistent reliability check.

In practical wind farm operations, uncertainties like disturbances and modelling 
errors are really inevitable. This has motivated the need for a profound effective real 
monitoring system such that the fault diagnosis tool will be more robust against any 
uncertainties during normal operations. Many approaches have been proposed to chal-
lenge this uncertainty concern, like the unknown input observer and the optimisation 
approach like evolutionary, eigenstructure assignment. Though, the study has been 
progressing to achieve a reliable method. Environment degradation could often have 
direct or indirect effects on practical systems; this has driven the need to improve the 
solution reliability. A healthy real monitoring system can be used to detect and diag-
nose the exact situation and the extent of unexpected changes in the system. There is 
a need for innovative intelligent approach to advance a reliable operation and reduce 
the maintenance cost for continuous sustainable approach towards renewable energy 
production that would be beneficial to industries and end- user consumers.

 GA Optimisation-Based Approach

Genetic algorithm (GA) is a stochastic optimisation method for solving constrained 
and unconstrained problems based on natural selection process to perform a bio-
logical evolution. Algorithm is known as a precise procedure of guidelines on how 
to execute an uncertainty task/a highly effective method for problem-solving. GA is 
a developed soft computing approach for searching natural selection and genetics 
and evolutionary stochastic optimisation motivated by the evolutionary biological 
methods of survival of the fittest mainly for optimising models. This universal phi-
losophy is employed to solve the robustness concern in model-based FD. GA is an 
artificial intelligence (AI) for solving extensive collection of everyday problems 
naturally based on searching rule to exhibit robust quality anticipated search set 
which guides the design process (Odofin, Ghassemlooy, Kai, & Gao, 2014). AI is a 
useful tool that is capable of solving large engineering complex problems which are 
apparently difficult to be solved using other traditional techniques. This problem- 
solving tool is better at diagnosis state and enhancing wind turbine system perfor-
mance. GA has proven to be able to handle rapidly most complex uncertainty 
challenges than just other artificial intelligence algorithms that are slower and will 
not cope when applied to other situations (Fig. 12.2).
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Monitoring design goal is to propose an improved observer real-time monitoring 
and fault diagnosis system. The better observer is a combination of GA, eigenstruc-
ture assignment and augmented system concepts presenting an improved optimised 
monitoring system performance according to Kai, Gao and Odofin (2015) and Zhu 
and Gao (2014) (Fig. 12.3).

The observer gain matrix K( )  is proposed to reduce the effect of uncertainties in 
the estimation error. This permits an operative monitoring system to tolerate a sus-
tainable performance adaptations providing enough time to planned turnaround 
maintenance process for effective turbine management.

The parameter designed matrix whose elements can be chosen freely is as 
follows:
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Therefore, the parametric representation of the observer gain K  is given by
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The evolutional final optimal process can be displayed below (Fig. 12.4).
The optimal GA-based observer gain matrix fault is calculated and verified as
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The trajectory monitoring path is excellent, and tracing the actual wind turbine 
speed fault signal signifies as the “red line”, and the “blue line” shows observer 
system tracking the real signal. The system performance and robustness properties 
are as desired for wind turbine dynamic system (Figs. 12.5 and 12.6).

The global optimised observer solution would improve the system performance 
and has proven to reduce the concerns of the practical applicability with the aid of 
the hybridised GA technique.

 Conclusion and Future Work

The proposed monitoring and fault diagnosis system sustained the main concern of 
wind turbine. The main contribution is the momentary innovative hybrid monitoring 
system that will enhance an effective management system in wind energy industry. 
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GA has proven the competency employed to find the optimal solution to the observer 
that aids adequate management tool. The robustness and performance key property 
of the control system have been greatly optimised. The computation cost has been 
reduced in the system performance. The proposed designed techniques will reliably 
sustain the improved monitoring system strategy. Other additional investigations 
would be developed considering other artificial intelligence systems.
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    Chapter 13   
 Qualitative and Quantitative Study 
on Videotaped Data for Fire Emergency 
Response                     

     Vimala     Nunavath     ,     Andreas     Prinz     , and     Tina     Comes    

        V.   Nunavath       (*) •     A.   Prinz       •     T.   Comes     
  Department of Information and Communication Technology ,  CIEM, University of Agder , 
  Jon Lillethuns Vei 9 ,  Grimstad ,  Norway   
 e-mail: vimala.nunavath@uia.no; andreas.prinz@uia.no; tina.comes@uia.no  

    Abstract     During search and rescue (SAR) operations, information plays a signifi -
cant role in empowering the emergency response personnel at various levels. But, 
understanding the information which is being shared between/among emergency 
personnel is necessary to improve current coordination systems. However, such sys-
tems can help the fi rst responders to gain/increase their situational awareness and 
coordination. Moreover, there is still the lack of automatic and intelligent tools that 
can contribute to structure, categorize, and visualize the communicated content that 
occur during SAR operations. Therefore, in this paper, we present the concept of 
such analysis by using the qualitative methodology and current fi ndings from an 
indoor fi re game. The result shows fi rst responders’ communicated content and their 
corresponding content categories. This approach, therefore, provides a better way to 
learn about exchanged information and relevant information categories from video-
taped data.  

  Keywords     Indoor fi re emergency management   •   Qualitative data analysis   
•   Videotaped data   •   Serious game   •   Information sharing  

      Introduction 

 A complex network of different Emergency Response Organizations (EROs) such 
as fi re, police, and health care personnel get involved in responding to any emer-
gencies. During the response, these responders need to coordinate and share the 
quality information with each other to ensure that they have a shared understanding 
of the situation to align their actions. By interviewing different EROs who are 
involved in the emergency management, they all also agree that to accomplish the 
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goals and tasks, all fi rst responders are mostly scattered geographically at the 
emergency scene and share a lot of information between or among these fi rst 
response teams. Furthermore, these EROs also said that just sharing data does not 
help them in gaining situational awareness and coordination. They should have 
access to accurate, quality, and needed information (Nunavath, Radianti, Comes, & 
Prinz,  2015 ). 

 On the other hand, having access to the quality information in a chaotic situation, 
however, is also a challenging task as it involves uncertainties and highly volatile 
information sharing. So, the goal of the information sharing is to provide the right 
information to the right person at the right time. Whereas, Situational Awareness 
refers to the dynamic understanding of an emergency situation that a responder has, 
i.e., “what is going on” (Endsley,  1995 ; Nunavath et al.,  2015 ). Therefore, the 
research questions which we try to get answers in this paper are “ What kind of infor-
mation is being shared, how much quality present in the shared information and 
how this information will lead fi rst responders in gaining situational awareness, 
coordination. ” The answers to these questions will help the EROs to change their 
future response behavior as well as to learn about their failures. 

 However, there has been a lot of research done on applying qualitative methodol-
ogy for analyzing data in many domains, e.g., psychology (Smith,  2015 ), sociology 
(Marvasti,  2003 ), education (Jacobs, Kawanaka, & Stigler,  1999 ), political science 
(Van Evera,  1997 ), and public health (Baum,  1995 ). But, as per our knowledge, in 
emergency management, not many looked into generating information content cat-
egories from the collected videotaped data (consists: shared information) by using 
qualitative methodology. So, the method used for analyzing the content categories 
from communicated data thus in fact considered as the main contributions of this 
paper. 

 Augmented reality serious games are excellent instruments to use in disaster 
management exercises (Meesters & van de Walle,  2013 ). These experiments can 
help to understand the communicated content and fi nd out the corresponding infor-
mation content category. Especially for emergencies, only very mature systems 
can be tested in reality because if errors occur, it can result in harmful conse-
quences. Furthermore, experiments are vital to helping researchers and practitio-
ners to understand better the exchanged information and related information 
content categories which emerge within and across emergency response teams 
(Kurapati, Kolfschoten, Verbraeck, Corsi, & Brazier,  2013 ; Nunavath et al.,  2015 ). 
In this paper, a game was designed to allow the research team to report qualitative 
and quantitative analysis made on the collected communicated data from a search 
and rescue game experiment. 

 We present our results for analyzing exchanged information with their corre-
sponding information content. The analysis was done only after the game play. The 
purpose of this kind of analysis is to make the researchers, as well as the EROs, 
learn by highlighting the particular aspects of the response behavior such as coor-
dination, situational awareness, information sharing, and information quality. We 
anticipate that EROs can be benefi ted by this kind of analysis for training and 
exercise purposes to improve their response behavior as well as shorten the 
response time. 
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 This paper begins by describing the description of the developed emergency sce-
nario, which was used to collect the data. The paper then explains the research 
method that we used for analyzing the collected videotaped data. The result part 
shows the analyzed content and corresponding information content categories. The 
conclusion section summarizes the lessons learned from this research and discusses 
directions for future work.  

    Developing a Serious Game and Scenarios 

 For collecting data, a serious indoor fi re game was designed and played with a total 
duration of 30 min at the University of Agder (UiA) with 23 voluntary participants 
and 11 observers (i.e., four fi refi ghters and rest UiA staff) to test a developed 
smartphone application called SmartRescue. This app is an Android-based appli-
cation which allows both fi rst responders as well as victims to send and receive 
emergency- related data such as the location of the fi re and the victims with the help 
of embedded sensors of the smartphone such as accelerometer, gyroscope, GPS, 
humidity, thermometer, and so on. 

 In this game, two scenarios were designed. In the fi rst scenario, only fi rst 
responders were given the smartphones with installed Zello application ( Zellowalkie- 
talkieapp ) that used as information sharing tool. In the second scenario, both the 
players and victims were given with SmartRescue application and walkie-talkies 
(WT). These WTs were used as information sharing tool. The detailed description 
of the tools and the fi rst responder groups division for both scenarios can be seen in 
the previous research (Nunavath, Radianti, Comes, & Prinz,  2016 ). 

 No, we actually divided the 23 members into 3 teams (each team includes 3 other 
members (total 9 members)) and one CM (1) and one MCU (1). The total will be 11 
(acted as emergency responders). Each team consists of three members: one as 
smoke diver leader (SDL) and other two as smoke diver members (SDs) and the rest 
as victims. The participants were briefed about their goals and tasks before the game 
start. The design of the game and division of the teams were done according to the 
obtained knowledge from the interviews with the real fi refi ghters and also from the 
provided documents (beredskap,  2003a ,  2003b ). 

 From the interviews and guidelines from the documents, we got to know that 
only SDs enter into the burning building in pairs to start search and rescue process 
to evacuate the victims from the affected area. However, SDL does not enter into the 
affected building. He stays near the entrance to the building to obtain the big picture 
of the situation. He is also responsible for guiding his team members (SDs) by pro-
viding the needed information. SDL reports to the CM and receives orders and 
information from him. If any of the SDs is injured, SDL will inform to the CM and 
replaces his role with SD role. Crew Manager is in charge of his crew safety. He 
orders and shares/provides the needed information with SDLs. However, Medical 
Care Unit is responsible for noting down the brought victims (either injured or 
found or dead or conscious or unconscious) and informing to the CM (Sarshar, 
Radianti, & Gonzalez,  2015 ).  
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    Research Methodology 

    Videotaped Data Collection 

 During the game, we have used four video recorders to record the entire game. 
These video recorders placed in all corners of one of the fl oors in a building where 
the fi re game was conducted. Moreover, we gave smart glasses and GoPros to the 
participants to record entire SAR operation of both scenarios. The reason for using 
video recorders for data collection was that it can provide the researchers a unique 
opportunity to revise the tapes again and again. 

 Moreover, videos can be played, replayed, speedup, allowed or paused, discussed, 
analyzed, and reanalyzed. Thus, provides the videos provide the insight of the com-
munication content with the action (Morse & Pooler,  2008 ). Furthermore, after the 
game, the research team had a chance to discuss the key points with the players and 
with the observers. And then the players were given the opportunity to make any fur-
ther comments on their experience and diffi culties during game experiment if they felt 
to discuss. The discussion lasted approximately 30 min for both scenarios.  

    Videotaped Data Analysis 

 The verbal content of the emergency communication messages was analyzed 
through the thematic analysis which is a basic method for qualitative analysis 
method. Thematic analysis is a method for identifying, analyzing, and reporting 
patterns (themes or categories) of the data (Braun & Clarke,  2006 ). The analysis 
was inductive with themes driven from the data collected. So, after the game, the 
research team extracted the recorded videos and uploaded to our personal computer 
to analyze them. After uploading, we have played the videos, again and again, to 
extract and transcribe the communicated messages in excel sheets for both scenarios 
and the obtained data was separated into two columns and now ready for coding. 
The fi rst column is with the timeline of the communication and the second column 
is with the communicated content. 

 Coding is one of the several methods of working with and building knowledge 
about data. A Code is an abstract representation of an object or phenomenon or a 
way of identifying themes in a text. Coding the text for qualitative analysis is a way 
of tagging or indexing it to facilitate later retrieval and allows you to recontextualize 
the data (Pat Bazeley,  2013 ). Before coding, transcripts were fi rst read, and the con-
tent familiarized. Coding was done in NVivo 10.0 (QSR International) and codes 
that summarized the meaning of text segments were used. Coded sections of the 
transcripts were then organized into preliminary categories. 

 As we code, Nvivo tool indexes (adding or tagging fl ags to) the text or videos by 
storing the references to the document at the node. In this tagging process, Nvivo is 
not making a copy of the text at the node, but connecting the concepts or categories 
with the data. The data that have been coded will be accessible from the nodes. In 
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coding process, transcripts were reread and double coded and discussed with other 
researchers to maximize the reliability. If the communicated messages double coded, 
i.e., fall into different categories, it can be tagged more than once at any node. So, this 
text at the node is not doubled (Pat Bazeley,  2013 ). From Fig.  13.1 , the process of 
coding style that we have used can be seen.

        Results 

 In this section, the result of the qualitative analysis of the videotaped data is pre-
sented for both scenarios. As the game was designed for 30 min, for the fi rst sce-
nario, the total messages that were communicated during the game were 75 and for 
the second scenario, it was 68. 

    Qualitative and Quantitative Analysis 

 After the fi nal coding, four information content categories (also called as nodes) 
emerged from the data: S ituational Awareness, Information Sharing, Coordination, 
and Information Quali ty. These categories were similar for both scenarios. Primary 
information categories and subcategories are described later. 

  Fig. 13.1    Coding style       
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    Situational Awareness 

 As described earlier, the category which was emerged from the communicated data 
was “Situational Awareness.” This information category was further divided into 
subcategories, i.e., Reporting, Rescuing, and Assessment. During search and rescue 
operation, fi rst responders need to get awareness of the situation to accomplish their 
missions and goals. The awareness of the situation can be achieved only when they 
have proper access to the quality information. From the communicated data, for 
reporting, fi rst responders had followed both top-down and bottom-up approach. 
That means SDs and SDLs report information to their respective leaders. The 
reported information helped the fi rst responders to assess the situation and to per-
form tasks and achieve their goals such as rescuing. The excerpt of the communi-
cated content for situational awareness can be seen in Table  13.1 .

   As you can see from Fig.  13.2 , in scenario one, the communication content about 
 Situational Awareness (SA)  was shared 50 out of 75 messages. Whereas, in the sec-
ond scenario, the communicated content about SA was 83 times out of 68. The 
reason for this result must be because of several messages can be coded several 
times at different nodes. Moreover, in the second scenario, the players, both fi rst 
responders and victims were given with SmartRescue application which helped 
them to get access to the information such as the location of the fi re and the victims 
through embedded sensors. This available information must have been shared and 
made the fi rst responders gain the Situational Awareness.

       Information Sharing 

 Another node (category) which was derived from the analysis was Information 
Sharing. This category was further subdivided into Irrelevant Information Shared 
and Delay. While responding to emergency, information sharing plays a vital role in 
which fi rst responders collectively utilize their available informational resources. 
But, the information which is being shared might consist of irrelevant information 
and with delays. From the game and communicated content, we extracted commu-
nicated data with irrelevant information and with delay. Table  13.1  presents the 
excerpt of such information. 

 From Fig.  13.2 , for the fi rst scenario, Irrelevant and Delay Information have been 
shared 29 times out of 75 messages. But, in the second scenario, only 5 times out of 
68, Irrelevant and Delay Information have been shared. The reason might be because 
of not having supporting tools in the fi rst scenario and having access to relevant 
information in the second scenario.  

    Coordination 

 The third category which was emerged from the qualitative analysis was Coordination. 
This category also further parted into two subcategories, i.e., coordination success 
and coordination failure. Coordination is done based on the available information. 
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When SDs perform and confi rm the actions based on the orders that have been got 
from their respective leaders, then that message confi rms the coordination Success. 
Whereas, when SDs fail to perform the actions of the given orders of their leaders, 
that kind of messages proves coordination failure. The excerpt of such kind of mes-
sages is given in Table  13.1 . 

 For both scenarios the communication content that shared for  Coordination (C)  
was almost same. Even though having and not having SmartRescue application did 
not make much difference in sharing coordination-related messages. The difference 
can be seen in Fig.  13.2 .  

     Table 13.1    Extracted categories and subcategories and examples by using qualitative analysis   

 Categories  Sub-categories  Description 
 Example of communicated 
content 

 Information 
sharing (exchange 
of information 
within or among 
teams) 

 Irrelevant 
information 

 Irrelevant information 
occurred when needed 
(shared) 

 Requested: “we need 
wheel-chair” 
 Responded: “At the east, 
fi re starting in the middle” 

 Delay  When information is 
requested, it was replied 
with time delay 

 Required: “at 00:10:01, any 
fi re in the north” 
 Replied: “at 00:20:05, yes, 
north corridor is on fi re” 

 Situational 
awareness (to 
know what is 
happening in the 
vicinity) 

 Reporting  Reporting to 
corresponding leaders 
and fellow emergency 
personnel 

 “Room clear” 

 Rescuing  Actions/messages that 
lead or involve saving the 
victims 

 “A victim hiding in the 
media room. Can you 
please help them to get him 
out” (From MCU to CM 
and from CM to SDL and 
from SDL to SDs) 

 Assessment  Process of achieving, 
acquiring or maintaining 
situational awareness 

 “Go to other directions to 
see if you can fi nd any 
victims going nearest fi re” 

 Coordination 
(aligning one’s 
actions with other 
members to 
achieve a shared 
goal) 

 Coordination 
success 

 Messages that were 
performed results in 
coordination success 

 “Can you check room 23?” 
 “Yes checked” 

 Coordination 
failure 

 Messages that were not 
performed results in 
coordination failure 

 “Please see rooms 60, 61, 
62” 

 Information 
quality 
(information that 
meets the needs of 
teams) 

 Timeliness  Messages that shared and 
received in time and 
up-to-date 

 “In the east, 67 room, the 
fi re is started” 

 Completeness  Messages that shared and 
received were with 
complete information 

 “Please come back and see 
room 55 an 56” 
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    Information Quality 

 The last category that was obtained from the qualitative analysis was information 
quality (IQ). During SAR operation, information has to meet the needs of fi rst 
responders to accomplish their goals. However, information quality, unfortunately, 
is diffi cult to observe, capture, or measure. So, to measure the IQ, quality dimen-
sions are the way. Based on the literature (Singh, Singh, Park, Lee, & Rao,  2009 ) 
and qualitative analysis, we have subdivided this category into two subcategories, 
i.e., Timeliness and Completeness. 

 From the communicated data, Timeliness and Completeness related communicated 
content shared 32 times out of 75 messages in scenario 1. While in second scenario 55 
shared messages were with timeliness and completeness. The reason for sharing more 
quality information in second scenario was about having access to accurate and quality 
information. It was possible because of the SmartRescue supporting tool.    

    Discussion 

 Throughout this paper, we have analyzed the videotaped data which was collected 
from an emergency indoor fi re game both qualitative and quantitatively to understand 
the fi rst responders’ situational awareness, coordination, and information quality 
through shared information in both scenarios. However, it is seen from the communi-
cated information that in both scenarios, the fi rst responders shared similar kind of 
information but with different volume. As a result, the situational awareness, informa-
tion sharing, coordination, and information quality for both scenarios are distinct. 
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  Fig. 13.2    Quantitative analysis for scenario comparison based on the information categories       
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 However, the methodology that we have used is extremely well suited to analyz-
ing the complicated and functional data. An advantage of this method is that large 
volumes of textual data and different textual sources can be dealt with and used with 
proven evidence. Especially, in emergency management, qualitative analysis can be 
used as an important way of analyzing the communicated data to understand the 
response behavior and to learn the categories of the exchanged information. 

 The visualized data in Fig.  13.2  confi rms that there is a signifi cant difference 
between scenario 1 to scenario 2 on situational awareness, information sharing, and 
information quality. Exchanged information has an effect on this signifi cant differ-
ence. Whereas, communication content for coordination category was almost same. 
Hence, visualization is a good way of communicating the data in an effi cient way to 
create a mental picture by looking at the fi gures (Nunavath et al.,  2015 ). 

 When communicated content gets analyzed, we envision that EROs get an idea of a 
lot of things, i.e., what and how much information was being used to get situational 
awareness and coordination, how much quality information was shared, and so on. The 
results presented in this paper are based on the small dataset. But in real emergency situ-
ations, large datasets are observed and communicated. To analyze such large sets of 
emergency data after any emergency, this kind of approach is a suitable way.  

    Conclusion and Future Work 

 Improving situational awareness, coordination, information quality, and informa-
tion sharing in any emergency situations through automatic methods requires an 
understanding of the information communicated by those who are responding to the 
event. Our analysis of videotaped data during an indoor fi re drill with two scenarios 
identifi es categories of situational awareness, information sharing, and coordination 
and information quality of information through exchanged information during 
search and rescue operation. Furthermore, based on the results of our study, our 
potential future research directions will be to run the same experiment with a large 
number of real fi refi ghters analyze the generated communicated content with the 
same methodology. The results which we get from the future study will be com-
pared with the present study to check the validity of the results. 

 Moreover, another future direction will be to develop a working framework to 
inform the design and implementation of software systems that employ information 
sharing strategies. The expectation is that such systems to be used by fi rst respond-
ers to help them for improving situational awareness, coordination, and information 
sharing and information quality during fi re emergency events.     
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    Abstract     This paper presents AIbot, an assistant system for helping the explora-
tion and fruition of distance didactic activities in Virtual Worlds. The proposed 
automatic assistant aims at reaching a natural appearance and a usual interaction 
style: it concretizes in an avatar, the typical character that habitually represents 
users during their Virtual World experiences. The utilization of an AIML engine lets 
AIbot to interact with users in a quasi natural manner and using the ordinary text 
chat channels. Aiming at evaluating how the Virtual World environment infl uences 
user perceptions of artifi cial intelligence, a controlled experiment has been per-
formed as a modifi ed Turing test: the users randomly interact with a human con-
trolled avatar and with AIbot aiming at understanding the nature of the interlocutor 
intelligence between human or programmed. Results are really positive and provide 
interesting suggestions on the adoption of automatic user assistant systems in 
Virtual Worlds.  

  Keywords     Virtual worlds   •   e-Learning   •   Artifi cial intelligence   •   Bot   •   Automatic 
aiding systems   •   Turing test  

      Introduction 

 In this paper, we present AIbot (Fig.  14.1 ), an automatic system adopted as a perma-
nent e-learning assistant for Virtual World remote students in their didactic and 
exploring actions. The system integrates several technologies for conversation and 
virtual character control. The Research also introduces an Artifi cial Intelligence 
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Test specifi c for evaluating the AIbot system aiming at complementing the users’ 
impressions collected with a questionnaire.

   Chabots (chatterbots, or chat bots) are computer programs designed to simulate an 
intelligent conversation with one or more human users via auditory or textual meth-
ods. Traditionally, the aim of such simulations is to fool the user into thinking that the 
programs output has been produced by a human (The Turing Test) ( Chatterbot ). 

 Chatbots come in form of auto answering machines or even in 2D or 3D web 
interfaces with an interpreter program that interacts with users. Pandorabots ( Pandora 
Bots ), Alice Artifi cial intelligence Foundation ( Alice Bot ), Elizabeth ( Elizabeth Bot ) 
and program-O ( Program-O ) are examples of chat bot interpreter programs based on 
AIML. Chatbots took several roles varying between: Entertainment, Commerce and 
industry service, Gaming ( Blue Mars ) and Education (Ramachandran, Movva, Li, 
Anantharam, & Graves,  2007 ). When hosted in 3D Virtual Worlds, these programs 
are often in the form of automatically controlled objects or characters (the avatars). 
Second Life (SL) is an interactive virtual world in which players create their own 
avatar that represents themselves in the interaction with the simulated world and with 
the alter egos of other people ( Second Life ). Exploring SL drives users in a mixture 
of worlds ranging from extreme realism to very fantastic, sometimes bizarre, places. 

 Many academic institutions adopt Virtual Worlds for didactic settings ( Bifrost & 
University of Southern Denmark ; De Lucia, Francese, Passero, & Tortora,  2009a ; 
 EDTEC Virtual Campus & San Diego State University ) or for fostering distance col-
laboration (De Lucia, Francese, Passero, & Tortora,  2008 ,  2009b ; Erra & Scanniello, 
 2010 ). Also commercial enterprises ( AMD Developer Central ;  IBM Italia Region ) 
are involving themselves in SL activities with a broad band of interests ranging from 
the simple need to occupy new spaces and experiment new forms of communication, 
to the interest towards a very big user community. Distance learning (De Lucia et al., 
 2009a ), scientifi c (Cochrane,  2006 ) or commercial simulations are some examples of 
the power of SL technology in satisfying user interests. SL also has the possibility of 
developing and controlling your own characters using the OpenMetaverse library 
( LibOpenMetaverse ); more details of its use will be explained in the later sections of 

AIbot Data

Artificial Intelligence

AIbot
AIML engine

Avatars

Islands

Second Life

Island Server
OpenMetaverse Lib

  Fig. 14.1    The AIbot system organization       
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this paper focused on the system implementation. 3D interface bots come in SL in 
two forms: Prim-bots connected by LSL script ( AA (Artifi cial Avatars) ;  Linden 
Scripting Language ;  XD Fusion ) and Avatar bots connected in variety of ways ( J&M 
Creations-Scripts ;  SLBot ;  Toys Bot ) with their intelligence engines. The Turing Test 
(TT) was fi rst introduced by Turing ( 1950 ) and it is a test on machine’s ability to 
demonstrate intelligence. It is also presented as an imitation game in which the 
machine mimics human behaviour. A human judge engages in a natural language 
conversation with one human and one machine, each of which tries to appear human 
and whose real nature is unknown to him. If the judge cannot reliably distinguish the 
machine from the human, the machine is said to have passed the test. 

 Numerous versions of the TT have been mooted through the years ( The Turing 
Test Page ), using it to test the intelligence of their programs or modifying it accord-
ing to the context in which the intelligence has to be verifi ed. The Ultimate TT 
introduced by Barberi ( 1992 ) is a virtual TT with a comprehensive environment of 
sight, sound and body, allowing the judge to base his decision not only on written 
words, but on spoken speech, non-verbal cues and body movement. The test still 
holds to the spirit of the original TT. There is still a human judge that uses his intel-
ligence and savvy to test the subject. Like the original test, the judge has no way of 
knowing if the subject is human or not before interacting with it. Like the original 
test, the goal is to create a simulation of human actions so realistic that not even 
other humans can tell the difference. Neumann, Reichenberger, and Ziegler ( 2009 ) 
suggested variations of the (standard interpretation of) the TT for the challenges 
arising from new technologies such as internet and virtual reality systems. Hingston 
( 2009 ) described a new design for a TT for game bots. He tries to reach a more natu-
ral evaluation method, where the judges are simply game players and judging is an 
inherent part of the game. 

 The rest of paper is organized as follows: section “The Proposed System” 
describes the proposed system. The evaluation of the experience is discussed in sec-
tion “Evaluation”, while section “Results” gives more details on the results. Finally, 
section “Conclusion” concludes.  

    The Proposed System 

 The proposed system is an automatic assistant and is adopted for providing informa-
tion on SL e-learning activities and settings. AIbot welcomes distance learners on 
Unisa Computer Science Island in SL and aims at reaching a natural interaction 
style: it appears as an avatar and adopts the usual communication channels and 
behaviours. Because of its representation and conduct, when in the virtual setting, 
users perceive it just as another user, naturally ask information to it and seem more 
available to interact with AIbot respect to other forms of assistant (scripted objects 
or panels). 

 Figure  14.1  shows the main components of the system and their interactions. In 
particular, the central node depicts the AIbot core component that adopts the 

14 AIbot: Do Virtual Worlds Strengthen the Credibility of Artifi cially Intelligent Bots?



162

OpenMetaverse library ( LibOpenMetaverse ) for communicating with the SL server 
(represented by the top leftmost component of the diagram). Two separate nodes 
host the data broker (the rightmost part of the image in Fig.  14.1 ) and the AIML 
(Wallace,  2003 ) engine adopted for the AI. 

    The AIML Engine 

 AIbot is capable of autonomously answer to user phrases listened on the text chat 
channel. At this aim, an artifi cial intelligence engine has been embedded and con-
trols the conversation. The Artifi cial Intelligent Markup Language (AIML) is a 
XML dialect for creating natural language software agents ( AIML ) and is used for 
interpreting user phrases and generating the AIbot natural human answers. AIML 
specifi es pairs composed by a pattern and a template. When an utterance from a user 
matches a pattern in the pairs, the agent returns the associated template phrase. 

 AIML was originally adapted from a non-XML grammar also called AIML and 
formed the basis for the fi rst Alicebot, A.L.I.C.E., the Artifi cial Linguistic Internet 
Computer Entity ( Alice Bot ). In particular, to obtain the most natural and human- like 
conversation, we adopt the open source cross platform Rebecca AIML ( Rebecca 
AIML ), also known for being embedded in the ALICE software ( Alice Bot ), the 
famous original chat robot, three-time winner of the Loebner prize for the “most 
human computer” ( Loebner Prize ). Rebecca AIML also comes with a set of admin-
istrative tools and supports C# ( Microsoft C# ) language which we adopted to develop 
AIbot. Table  14.1  reports some extracts from automatic chat conversation between 
our AIbot and a human controlled avatar. How is it possible to see, the credibility of 
AIbot conversation varies according to the spoken subject.

       The AIbot Blind Controller 

 The AIbot controller is a C# program that uses Second Life OpenMetaverse library 
to connect to SL, controlling its avatar and, in particular, the conversations with other 
users. The program listens to the chat channel, invokes the AIML engine service to 
generate the answer and sends it back to SL, following the usual chatting interaction 
metaphors. In particular, when the engine is parsing the chat and producing the 
answer, the automatically controlled avatar appears digitizing the chat messages on 
an imaginary keyboard, following the expected behaviour of SL characters, which 
users are accustomed to see. As Fig.  14.2  depicts, the program interface is organized 
in three main areas aggregating similar commands:  The Simulation Controls, The 
Avatar Movement  and  The Chat Area. 

   The AIbot controller interface exposes only the main control commands pro-
vided by the OpenMetaverse library. In addition, we designed the AIbot application 
without providing users with a complete view on the SL environment, so that we 
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developed a blind SL client: AIbot is fundamentally an AI manager and needs just 
a reduced interface for controlling the actions. 

 The  Simulation Controls  area ,  as shown in Fig.  14.3 , groups commands for con-
necting and disconnecting from the SL environment and changing the SL avatar 
used. Acting on this interface, it is possible to retrieve the avatar position and to 
display its status with respect to the logging operations. Other simple avatar behav-
iours, like following an avatar, sitting or fl ying and changing the character status 
(i.e. present or away) are controlled in the  Movement  area shown in Fig.  14.3 . Also 
basic avatar movements may be requested acting on the four buttons towards N, E, 
S and W directions and walking the distance selected in a numeric text box.

   As an answer to what listened on the common chat channel, the  Chat Area  is 
updated with the text generated by the AIML engine. This area has a twofold utility: 
it allows the human AIbot controller to access the text and send it to SL with a ran-
dom delay as a normal conversation answer. The fi rst benefi t is in the correct control 
of answers (AIbot human controller can change or modify the answer), but the user 
intervention is useful also to simulate a thinking time delay in the AIbot–users 
interaction.   

   Table 14.1    Samples of chatbot conversations   

 The human  The program 

 Do you like art  Yes I enjoy art very much, especially painting 
 What kind of paintings  I can’t decide. You choose 
 How about abstracts  What is it to you 
 ........................................................  ........................................................ 
 I prefer using Google  Have you tried a web search? Does it fi nd 

what you are looking for? 
 Usually, doesn’t it fi nd what you are looking 
for? 

 I think there might be a few exceptions 

 Interesting comparison, like what exceptions. 
what does that have to do with exceptions 

 “Interesting comparison”? What does it have 
to do with exceptions? 

 .......................................................  ....................................................... 
 Not sure  You’re not sure of what? 
 I don’t know  I am as good as it gets 
 Your as good as it gets in what?  Is that a fact 
 .......................................................  ........................................................ 
 Do you like logic  I use it as often as possible 
 That’s nice  Me either 
 Just a bit actually  Not much, eh? 
 Do you like television  Yes I love TV 
 What is your favourite show  My favourite show is STAR TREK 

VOYAGER 
 Nice  Are you getting bored? 
 I like your style  You like my style 
 Yes  Alright then 
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  Fig. 14.2    The AIbot controller interface       

  Fig. 14.3    The fake chess-playing machine       
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    Evaluation 

 The proposed work aims at evaluating if Virtual Worlds infl uence users’ perceptions 
and let them feel stronger reality sensations with respect to a traditional chat setting 
(mainly due to involvement, realism, etc.) when interacting with an automatic 
answer machine, because of the surrounding environment and of the adopted com-
munication metaphors. Our idea is experimenting if the AI behind a SL automatic 
character and immersed in a Virtual World may appear more effective and more 
human-like. In order to accomplish this, we designed a controlled experiment as an 
empirical evaluation inspired by the classic TT. 

    The Modifi ed Turing Test 

 For the evaluation of the AIbot system, and in particular of the support provided by 
Virtual Worlds to the credibility of automatic answering avatars, we adopted a mod-
ifi ed version of the TT. In general, the purpose of the TT is not specifi cally to deter-
mine whether a computer is able to fool an interrogator to exchange a machine for 
a human, but rather whether a programmed intelligence could imitate a human. 

 The main difference between the classic TT and the variation we propose is that 
we exploit the Turing idea for organizing a comparison between in-world and out- 
world observers. In our design, with respect to the classical TT, we added the judge 
actors that passively and from outside SL observe the conversation aiming at guess-
ing the nature of participants. 

 This change in the test mechanism adds a new challenge to the experience, in view 
of the fact that the environment ability to strengthen the naturalness of the bot is tested 
by a direct performance comparison. If it is possible to observe any statistical differ-
ence between in-world and out-world AI recognizing performances, we can argue that 
SL, and Virtual Worlds in general, impact on user credibility of AIML chat bots.  

    Where Is the Hidden Dwarf? 

 One of the prerequisites of the proposed modifi ed TT is in the possibility of hiding a 
human interlocutor and an automatic one behind a SL avatar. The Chat Area controls 
have this specifi c goal. According to the proposed TT, the AIbot human controller 
schedules the response times and intervenes in the discussion only when needed. 
This mechanism enables to recreate the fake chess-playing machine ( The Fake 
Chess-Playing Machine ) of the end of last century. The system was playing chess 
with human users simulating a robot automatic behaviour, but its intelligence was 
due to a person hidden inside the machine. According to this metaphor, the interven-
ing AIbot human controller, is the hidden dwarf who is not obliged to be closed in a 
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dark and narrow box, as depicted in Fig.  14.3 . However, our metaphor slightly dif-
fers: users know that both human and automatic intelligence are involved, but their 
goal is to understand which the SL avatar that hides the AIML controller is.  

    The Experiment 

 The tasks to accomplish were easy, just requiring the SL text chat; however, all 
subjects were trained on basic SL commands and communication channels in a col-
lective session performed before the experiment start. Overall, 24 students of the 
fi rst level degree in Computer Science of the University of Salerno offered them-
selves as subjects and voluntarily took part in the experiment. In particular, the 
experiment was organized in 12 comparison sessions and each one lasted less than 
half hour involving the following actors:

•    The  AIbot avatar , that automatically answers to the chat messages using the 
AIML engine, leaded by a human controller, whose goal is simply avoiding 
answers that can clearly reveal the speaker as a program (i.e. answers such as, “I 
am a (ro)bot”, “I am an automatic answering machine”, “I have no human feel-
ings”, etc.).  

•   The  SL avatar  connected and controlled in SL by a human.  
•   The  Subject avatar  that performs a conversation chatting with both AIbot and the 

SL avatars inside the SL environment.  
•   The external  judges  that evaluate, from outside the SL environment, the two chat 

conversations generated by the Subject avatar with the SL and with the AIbot 
avatars.    

 The subject sample was equally partitioned in the SL avatar and Judge sets and 
the experiment has been singularly performed by each couple of subjects (SL avatar 
and Judge) in the SE4eL (Software Engineering for e-Learning) laboratory of our 
University. 

 Figure  14.4  depicts the experiment organization with the actors involved in the 
empirical evaluation. As shown, the chat is at the core of the communication 
accessed from inside SL by SL subjects and observed from outside by the Judges. 
In particular, the experiment proposes two subtasks to the subjects in a random 
order:

     1.     Conversation with AIbot avatar     

  A human speaker controls the AIbot and limits to fi ltering out direct self-nature 
answers that can suggest the nature of interlocutor to subjects

    2.     Conversation with the SL avatar      

 A human speaker controls a regular SL avatar acting on the standard SL client 
and chats with the subject. 
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 Both conversations continue also when the subject is sure about the nature of his 
interlocutor but the SL avatar signals to the experiment conductor he is ready to take 
a decision: the number of exchanged messages is then adopted as a performance 
metric on which basing the comparison test. The judges simply observe, from out-
side SL, the track of conversations message by message and evaluate the nature of 
the interlocutors without being infl uenced by the environment. Also their AI recog-
nizing performances are evaluated in terms of number of read messages (remember 
that the SL conversation does not interrupt as the SL avatar has a sure answer about 
the nature of his interlocutor). 

 After the experiment, both subjects, the participating human and the external 
judge, answer to the question:

    1.     What of the two conversations you had was with a human?      

 This question has only a control nature, since until now, AIML bots have always 
been recognized and we do not hope to alter users’ perception so much to change 
this. The subjects are also asked to answer to the following questions aiming at 
understanding the degree of credibility, perceived:

    2.     How sure was your judgement?      

 This question aims at quantifying how the subject is sure of his decision.

    3.     How quick was your judgement?      

 This question aims at quantifying the perceived quickness in taking the fi nal 
decision. 

 The last two questions of the proposed questionnaire are reserved to participants 
in the SL avatar role:

    4.     How SL Avatars represent human being?    

  Fig. 14.4    The experiment organization       

 

14 AIbot: Do Virtual Worlds Strengthen the Credibility of Artifi cially Intelligent Bots?



168

   5.     Even if synthetic, do you think SL makes the bot more credible?      

 All the questions are evaluated on the fi ve-point Likert scale (Oppenheim,  1992 ) 
ranging from 1 (for nothing) to 5 (very much). 

 At the end, we obtained a subjective evaluation by analysing the questionnaire 
answers and an objective assessment was performed on the performance metric 
values establishing the statistical plausibility of the following hypotheses:

    H   0  : A 3D virtual environment does not affect AI credibility when perceived via the 
textual chat and from a speaking avatar.    

 Against the alternate one:

    H   1  : A 3D virtual environment improves AI credibility when perceived via the tex-
tual chat and from a speaking avatar.      

    Results 

 The experiment provided both subjective (questionnaire) and objective (perfor-
mance metric) evaluations. Figure  14.5  reports the box plots describing the scores 
obtained by each question of the questionnaire. The boxes are aggregated with 
respect to the subjects the related question is directed to: on each box, the central 
mark is the median, the edges of the box are the 25th and 75th percentiles, the whis-
kers extend to the most extreme not outliers data points while the outliers are plotted 
individually as crosses.

   The left-hand side of Fig.  14.5  reports results for the questions 2 and 3, the right- 
hand side of the picture aggregates questions 4 and 5. As it is possible to see in 
Fig.  14.5 , with respect to questions 2 and 3, the SL environment gives user a higher 
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  Fig. 14.5    The questionnaire results       
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sureness in recognizing the interlocutor nature (Subject avatar) and a relative quick-
ness perception with respect to outside SL (Judge). Indeed, by deeply analysing the 
experiment chat records, we noticed as defect of the AIbot prototype the absence of 
knowledge on the surrounding environment and events. However, this issue affected 
only two sessions and, even if it reduces the perception of realism, it will be par-
tially overcome by the fully working AIbot. Indeed, the working system will be 
devoted to automatic assisting users and the AIML patterns will be strongly local-
ization customized for explicitly matching questions about the Unisa Computer 
Science Island ( Unisa Computer Science ) and hosted activities. 

 The score obtained by questions 4 and 5 states that SL avatar are perceived to be 
well representing humans (μ = 3.92) and that, once found the AIbot program, it 
appears to be well integrated (or hidden) in the environment and similar, in terms of 
behaviour, to the other users (μ = 4.25). 

 Figure  14.6  reports the objective performance metric defi ned as  the number of 
exchanged messages the user needs before being able to understand if he is interact-
ing with a human or an automatic entity . The boxes are organized with respect to 
the target of recognition process:  AIbot  and  AIbot J.  ones refer to the recognition of 
AIML speaker, respectively, from inside and outside SL, while  SL avatar  and  SL 
avatar J.  are the plots depicting human intelligence recognition performances. As it 
is possible to see, also for objective metric the SL environment seems to improve the 
performances. The AIbot and AIbot J. boxes of Fig.  14.6  (i.e. respectively, the per-
formances for recognizing AI by Subject avatar and by the Judges as external 
observers) reveal a little difference and the second appears to require less messages 
to take a decision on the interlocutor nature.

   Basing on AIbot and AIbot J. values, it is possible to confute, via a Mann–
Whitney test (Gibbons,  1976 ), the null hypothesis reported in the previous section. 
This test has been chosen as non-parametric hypothesis verifi cation because of the 
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  Fig. 14.6    The performance metric: number of messages required for understanding the interlocu-
tor nature       
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low cardinality of compared samples that does not support the normality require-
ment of other parametric tests. With W = 179.5 and p = 0.047, at a signifi cance level 
α = 0.05 there is not enough statistical evidence to conclude that AIbot does not 
improve AI credibility (i.e. AIbot requires more messages with respect to AIbot 
judged). Indeed, it is also possible to quantify at 90 % confi dence that the true dif-
ference between AIbot and AIbot J. is between 0.036 and 1.963. 

 The opposite trend is shown by the performance metric measuring the number of 
messages in the case of a human interlocutor. Figure  14.6  shows, on the rightmost 
side, the box plots depicting the recognition performances of a human in SL (SL 
avatar) and from outside the environment (SL avatar J.). The fi rst observation on 
these data is that the recognition happens quickly than in the case of AIML conver-
sation. In addition, the 3D environment seems to negatively infl uence the perfor-
mances: an average value of 8.58 messages is required for recognizing human 
intelligence in SL while an external observer needs, on average, 9.17 messages. As 
a post-experiment discussion with subjects revealed, this phenomenon has been due 
to the movements of human-controlled avatars that appear different from AIbot 
ones. Indeed, during the experiment, the human movements were providing impor-
tant clues to the subjects. Resuming, SL enhances AIbot performances providing a 
setting that requires more messages to let users discover the programmatic nature of 
AIML conversations while for human interlocutors the contrary happens.  

    Conclusion 

 This paper presents end evaluates AIbot, an AIML chatting assistant system for 
helping the e-learning community that meets on Unisa Computer Science Island, in 
Second Life. AIbot appears as an avatar, the typical character that usually represents 
users during their Virtual World experiences. The utilization of an AIML engine lets 
AIbot to be able to interact with other users in a natural manner and on the ordinary 
text chat channels. 

 An evaluation of the system has been organized as a controlled experiment to 
establish if the Virtual World environment infl uences user perceptions of artifi cial 
intelligence. In particular, we performed a modifi ed Turing test: the users randomly 
interact with a human-controlled avatar and with AIbot aiming at understanding if 
the nature of the interlocutor intelligence is human or programmed. With the same 
aim, a second set of subjects, the judges observes, message by message, the chat 
record. Results obtained analysing subjective opinions and objective performances 
are good and suggest improving the AIbot intelligence by adding more knowledge 
about localization and activities.    
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    Chapter 15   
 Implementation of Hybrid Artifi cial 
Intelligence Technique to Detect Covert 
Channels Attack in New Generation Internet 
Protocol IPv6                     

     Abdulrahman     Salih       ,     Xiaoqi     Ma       , and     Evtim     Peytchev      

    Abstract     Intrusion detection systems offer monolithic way to detect attacks 
through monitoring, searching for abnormal characteristics, and malicious behavior 
in network communications. Cyber-attack is performed through using covert chan-
nel which currently is one of the most sophisticated challenges facing network secu-
rity systems. Covert channel is used to ex/infi ltrate classifi ed information from 
legitimate targets; consequently, this manipulation violates network security policy 
and privacy. The New Generation Internet Protocol version 6 (IPv6) has certain 
security vulnerabilities and need to be addressed using further advanced techniques. 
Fuzzy rule is implemented to classify different network attacks as an advanced 
machine learning technique, meanwhile, Genetic algorithm is considered as an opti-
mization technique to obtain the ideal fuzzy rule. This paper suggests a novel hybrid 
covert channel detection system implementing two Artifi cial Intelligence (AI) tech-
niques, Fuzzy Logic and Genetic Algorithm (FLGA), to gain suffi cient and optimal 
detection rule against covert channel. Our approach counters sophisticated network 
unknown attacks through an advanced analysis of deep packet inspection. Results 
of our suggested system offer high detection rate of 97.7 % and a better performance 
in comparison to previous tested techniques.  
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      Introduction 

 The growth of dependability on the Internet in every day services made people sus-
ceptible to all kinds of cyber-attacks such as fraud, spam, phishing, and all types of 
unauthorized access through ID theft. Despite the fact that the security issues in 
IPv6 were addressed and improved, other issues are still need to be investigated due 
to the inherited design vulnerability and the incomplete implementation process of 
this protocol in all operating systems (Zander, Armitage, & Branch,  2006 ). The 
protocol itself is already over a decade old; however, its approvals in early stages 
reaching 12.25 % according to latest statistics performed (Salih, Ma, & Peytchev, 
 2015a ,  2015b ). 

 The low and inevitable acceptance of IPv6 results in an insuffi cient understand-
ing of its security properties (Martin & Dunn,  2007 ; Supriyanto, Hasbullah, 
Murugesan, & Ramadass,  2013 ). IPv6 had no cryptographic protection when 
deployed and even the successful deployment of Internet Protocol Security (IPsec) 
within IPv6 cannot give any guarantee or additional security against hidden channel 
attacks (Supriyanto et al.,  2013 ; Zander et al.,  2006 ). 

 The protocol dimension representing the removed, changed, and new values in 
the header fi elds according to its suggested new design by the Interned Assigned 
Numbers Authority (IANA) and Request For Comments (RFC 2460) (Martin & 
Dunn,  2007 ; Zander et al.,  2006 ). IPv6 header fi elds as given in Table  15.1  have 
potential to carry anomaly attacks depending on the modifi ed value of each fi eld in 
the packet transmission over the net (Choudhary,  2009 ; Supriyanto et al.,  2013 ; 
Wendzel, Zander, Fechner, & Herdin,  2015 ).

   There are two main types of Intrusion Detection System (IDS) techniques that 
can perform security analysis: the anomaly detection method and the misuse detec-
tion (signature-based) method. Anomaly detection depends on the conventional pro-
fi le in order to identify any abnormality in the traffi c, whereas signature-based 
detection uses signature identifi cation technique to detect attacks (Gomez & 
Dasgupta,  2002 ; Liu & Lai,  2009 ). Interestingly, three important techniques are 
used by misused detection approach:

    1.    Signature-based approaches.   
   2.    Rule-based approaches or also called expert systems.   
   3.    Genetic Algorithms (GA).    

   Table 15.1    Extracted IPv6 header fi elds and their correspoud format values   

 ID  Field  Covert channel  Bandwidth 

 1  Traffi c class  False traffi c class  8 bits/packet 
 2  Flow label  False fl ow label  20 bits/packet 
 3  Payload length  Increase value to insert extra data  Various 
 4  Next header  Set a valid value to add an extra extension header  Various 
 5  Hop limit  Increase/decrease value  ≈1 bit/packet 
 6  Source address  False source address  16 bytes/packet 
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  Internet Control Message Protocol version 6 (ICMPv6) is a vital component and 
an integral part of IPv6 and should be fully implemented by every IPv6 node accord-
ing to RFC (4443); however, this particular aspect obviously means hidden channels 
(Martin & Dunn,  2007 ). ICMPv6 reports errors encountered in processing packets 
(Choudhary,  2009 ) and it does other Internet-layer functions such as diagnostics. It 
produces two types of messages: Information Notifi cation and Error Notifi cation. It 
uses Type and Code fi elds to differentiate services, in which both are vulnerable to 
be misused by bad guys to perform different attacks, i.e., denial of Service (DoS), 
Man-in-the-Middle (MITM), and spoofi ng attacks (Choudhary,  2009 ; Martin & 
Dunn,  2007 ; Supriyanto et al.,  2013 ). 

 In this paper, we suggest a new hybrid approach using fuzzy logic and genetic 
algorithm to detect network storage covert channels in IPv6. The process analyses 
the IPv6 and ICMPv6 header fi elds values and explains the viability of holding 
strange values which consequently indicating an abnormal behavior and possible 
covert channel existence. 

 The rest of the paper is organized as follow: section “Related Work” describes 
briefl y some related works; section “Proposed Framework” discusses the proposed 
research methodology, the theory, and techniques implemented; section “Experiment 
and Result Discussion” discusses the experiments and initial results obtained from 
the testing phases, and fi nally section “Conclusion and Future Work” discusses 
Conclusions and Future work. 

 Our proposed security system offers a better performance in high accuracy and 
prediction of the future unknown attacks against legitimate targets.  

    Related Work 

 Previous researchers in network anomaly detection focused on IPv4 (Sohn, Seo, & 
Moon,  2003 ; Vivek & Kalimuthu,  2014 ; Zander et al.,  2006 ); however, fewer 
researchers were concerned about security vulnerabilities of the new generation 
protocol IPv6 due to its incomplete implementation. Hidden information could be 
transferred very easy in the data section of the packet due to the large size and it is 
relatively unstructured in comparison to headers. 

 Salih et al. ( 2015a ,  2015b ) argue that covert channels could be encoded in the 
unused or reserved bits in the packet header frame, these unused header fi elds are 
designed for future protocol improvements, as they will be dismissed by IDS and 
Firewalls (Liu & Lai,  2009 ; Supriyanto et al.,  2013 ; Zander et al.,  2006 ); further-
more, this exception caused by the presence of specifi c values in protocol standards 
(Martin & Dunn,  2007 ; Zander et al.,  2006 ). Different machine learning techniques 
have been used in IDS in a revolutionary status since 1990s. Genetic algorithm 
started to be used in IDS since 1995 when Crosbie and Spafford (Jongsuebsuk, 
Wattanapongsakorn, & Charnsripinyo,  2013 ) applied a hybrid approach of a multi-
ple agent and Genetic Programming (GP) to detect network anomalies. GA is used 
in many proposed approaches in intrusion detection techniques due to its intensive 
capabilities. 
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 Sohn et al. ( 2003 ) mentioned the Support Vector Machine in passive warden to 
detect TCP anomaly within the IP ID and TCP ISN. This method was not preferable 
for well understood and explicit features in his proposed IP IDs and ISNs steganog-
raphy hidden communication channels; furthermore, SVM can only identify simple 
aspects as it could unlikely detect complex structure deployed in TCP/IPv6 fi elds 
and their interdependencies. 

 Gomez and Dasgupta ( 2002 ) suggested fuzzy and genetic algorithm to detect 
and classify behavioral intrusion suing a benchmark data KDD99 dataset. They 
used evolutionary techniques and genetic algorithm which managed to classify four 
attack classes and one normal class. 

 Salih et al. ( 2015a ,  2015b ) proposed new Intelligent Heuristic Algorithm (IHA) 
with an enhanced machine learning technique; Nave Bayes classifi er to detect covert 
channels in IPv6. The authors used enhanced decision trees C4.5 and Information 
Gain to improve the detection rate. Accuracy in this approach was 94 % with very 
low false negative rate.  

    Proposed Framework 

 Different approaches exist for anomaly detection, i.e., signature, behavior, and 
protocol- based detection. Infrequent researchers use machine learning technique to 
tackle anomaly attacks in IPv6 and ICMPv6 due to its incomplete implementation 
and design complexity (Zander et al.,  2006 ). Our approach uses pattern behavior of 
the header value to determine the identifi ed data that has been transferred stealthily 
by the attacker using covert channels without affecting the normal communication. 

    Fuzzy Genetic Algorithm (FGA) 

 Genetic Algorithm is an evolutionary Artifi cial Intelligence (AI) optimization tech-
nique based on some synthetic keys such as natural selection and genetics (Chen, 
Jakeman, & Norton,  2008 ). Fries ( 2008 ) verifi ed that John Holland with his aca-
demic colleagues at the University of Michigan has invented GA in the 1960s and 
the 1970s and explained the mechanism behind it. GA is based on Darwinians bio-
logical principle of evolution: The survival of the fi ttest. It uses three dominant 
functions: selection, crossover, and mutation when optimizing a population of can-
didate solution and to predefi ne fi tness. This algorithm has been successfully imple-
mented (Hoque, Mukit, Bikas, & Naser,  2012 ; Jongsuebsuk et al.,  2013 ) to solve 
signifi cant collection of complex optimization problems when search area is too 
broad. We propose an enhanced version of (Fries,  2008 ) rule-based algorithm with 
new and different attacks, i.e., covert channels in the new generation network proto-
cols IPv6/ICMPv6. The framework uses new simulated primary data and NSL-
KDD99 benchmark data to verify the results. The suggested Fuzzy Genetic 
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Algorithm (FGA) as shown in Fig.  15.1  can perform classifi cation process of two 
classes: normal and anomaly with an improved high detection rate.

   The following steps are the main modules in the framework. An overview of the 
algorithms example is given in Algorithm 1, Algorithm 2, and Algorithm 3.

    1.    Data Capture: Jpcap library packet sniffer is a Java API used to capture simulated 
packets for 2 min and dissection process is done to extract the targeted IPv6 and 
ICMPv6 header fi elds as given in Table  15.2 .

       2.    Packet Analysis: In this stage the input pcap data after fi eld selection process will 
go through the following subprocesses:

    (a)    Transform and normalize every attribute of the header to some sort of a real 
number giving the range of 0.0–7.0, which means the minimum and the 
maximum subset values of the attribute from the training data will set in a 
range of 0.0 and 7.0.   

   (b)    After transformation and normalization processes of the attributes and convert 
them to numerical formats, detection rules will be suggested as given in 
Tables  15.3  and  15.4  for all records. The output of the detection rule will be 
the probability of each packet and will count for true positive and true nega-
tive. The algorithm randomly will create a rule in the initial stage. Then an 
evolutionary concept is used from GA to improve the rule in the training state.

        (c)    We need to extract the records according to the rules, processing the fi tness 
function in equation 1 to calculate the fi tness value of each detection rule. 
Occasionally save the highest fi tness value which indicates the best rule.       

   3.    Process the evolutionary GA approaches: crossover, mutation, and alien to 
extract the next rules.      

new population

Initial population

Initialization

Start

no

yes

old population

End

alien

mutation

crossover

Quit?

  Fig. 15.1    Suggested 
genetic algorithm process 
to tackle covert channel 
attacks       
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    Fuzzy Algorithm (FA) 

 In this stage, we encode a fuzzy logic for each attribute and then normalize the sub-
set value in a range of 0.0–7.0 as mentioned earlier. The encoded fuzzy logic rule is 
explained in Algorithm 1. So every single rule will involve ten blocks of feature 
values as given in Table  15.2  including the class type at the end of the string and 
then each rule will be mapped to its corresponding record as shown in Fig.  15.2 .

   Once we run the rule over a record trying to match each attribute with one block 
of the rule. The probability measurement whether it is an attack or not will be per-
formed by the parameter of each block using the Fuzzy rules as shown in Algorithm 1. 
An assessment of the probability for each block will be done to predict the likeli-
hood if the record is an attack class or a normal class, and this is done through taking 
into account the average of the probability against the threshold mean value. 

 Then we compare the predicted output against the actual result as in Fries ( 2008 ); 
furthermore, we will calculate the rule measurement performance through maximi-
zation of the fi tness function using equation (1) as its embedded in Algorithm 2.

  
fitness function

a

A B
= -

b

  
 ( 1 ) 

   

    Table 15.2    Covert channels data format and values   

 ID  Header format  Value type  Class 

 1  Traffi c_Class  Numeric  Normal or covert 
 2  Flow_Label  Numeric  Normal or covert 
 3  Hop_Limit  High, low, moderate  Normal or covert 
 4  Payload_Length  Increased, decreased, low  Normal or covert 
 5  Source_Address  Numeric  Normal or covert 
 6  Next_Header  Numeric  Normal or covert 
 7  ICMPv6_Type  Numeric  Normal or covert 
 8  ICMPv6_Code  Numeric  Normal or covert 
 9  Reserve_Bit  Numeric  Normal or covert 
 10  ICMPv6_Payload  Numeric  Normal or covert 

    Table 15.3    Fuzzy logic detailed for each data record   

 Data type  Value 

 Fuzzy logic  0  1  0  0  1  1  1  0  0  1  0  1 
 Symbol  a  b  c  d 
 Numeric  2  3  4  5 
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      Genetic Algorithm 

 Principally, not all attacks against legitimate targets have static patterns; however, 
fuzzy logic will detect both types: normal and abnormal. The suggested fuzzy logic 
as given in Table  15.3  is encoded into four parameters; a, b, c, and d where

  a b c d£ £ £    

  According to a trapezoidal shape (Fries,  2008 ) it is very likely to be capable 
using the parameters to measure the likelihood of the attack through each attribute 
as described in Algorithm 3. 

        If   (value >a)  &&  (value <b) {  
  specifi city = (value – a) / (b-a)  
  }  
  else if   ( value ≥ b and value ≤ c) {  
  specifi city = 1.0;  
  }  
  else if   (value > c and value < d) {  
  specifi city = (d – value) / (d-c)  
  }  
  else   {  
  specifi city =0.0  
 } 

 Algorithm 1 
 Fuzzy logic based on Jongsuebsuk et al. ( 2013 ) with some modifi cations and 
corrections 

Attribute 1    Attribute 2

a cb d a cb da cb d

Block 1 Block 2 Block 3

Attribute n  Fig. 15.2    Explained string 
encoding       
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        Preprocessing Simulation Data 

 We performed two experiment tests on our suggested model; fi rst, we used our 
simulated attack tool built and written in Python programming language (Scapy) to 
simulate attacks in a controlled LAN network lab environment. A sample of the 
covert channel’s attack is given in Table  15.5  and then we captured packets in pcap 
format using Wireshark. The attribute instances from the header values have prepro-
cessed into transformation, discretization (Wendzel et al.,  2015 ), and normalization 
as mentioned in packet analysis section. According to previous research performed 
by Salih et al. ( 2015a ,  2015b ) a new limited generation of covert channels primary 
data will be created including instances of different possible attacks in IPv6 and 
ICMPv6. The primary data consists of 600,000 records which contain more than ten 
attack instances. The objective tested attacks are Covert channels, Denial of Service 
(DoS), Probing, and R2L.

       Evaluation Criteria Parameters 

 To evaluate the performance of the algorithm, we used the following three metrics:

•    False positive rate (FPR): ratio of normal packets will be classifi ed as attacks out 
of the total normal packets accounts.  

•   False negative rate (FNR): ratio of attacks that misclassifi ed as normal from total 
numbers, but it is attack.  

•   True Positive & True Negative (Detection rate): is the total normal and attacks 
that have been correctly classifi ed out of the whole testing data (Fig.  15.3 ).

 Algorithm 2 
 Fuzzy Genetic Algorithm is based on algorithm in Fries ( 2008 ) with few 
corrections. 

   Table 15.5    Sample of simulated attacks using covert channels in IPv6   

 Attack test case  Performed commands 

 Payload fi elds 
covert channels 

  -send(IPv6(dst=  
  “FFe2::3”) /IPv6DestOpt(options=  
  [PadN(optdata=("22222222")  
  )]+[PadN(optdata=  
  ("3333333333333333"))]) /  
  ICMPv6EchoRequest(id=1))  

 Covert channel 
using PadN option 

  -IPv6DestOpt(type=02data= ”YYYYY”)/icmpechorequest  
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              Initial rules ();  
  while   {   
         For   each packet {  
      for   each rule {  
                       for   each attribute {  
  specifi city = fuzzy ();   // Algorithm 1  
  total  = total +specifi city;   
  }  
          If   (totalprob > threshold)  
        class is attack;  
      else  
     class is normal;  
    }  
   compare the predicted result with actual result  
  fi nd   A, B, α, and β,  
  }  
  calculate fi tness       // create next generation  
  preserve_best ()  
  crossover ()  
  mutation ()  
  alien ()  
  }  
  // A is total number of attack records. B is total number of normal 
records. α is total number of attack records correctly identifi ed 
as attack  β is total number of normal records incorrectly classi-
fi ed as attack (false positive).  

         Experiments and Results Discussion 

 In the fi rst step of the proposed framework, we designed and confi gured a separate 
IPv6 LAN topology network as shown in Fig.  15.4  according to the network system 
environment requirements. A Security tool was created along with THC in Hauser 
( 2013 ) to simulate different attacks in both protocols: IPv6 and ICMPv6 (Martin & 
Dunn,  2007 ; Supriyanto et al.,  2013 ).

Attribute Values

0
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a=1      b=3          c=5 
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  Fig. 15.3    A fuzzy logic 
trapezoidal represented 
four parameters based on 
Fries ( 2008 ); A ≤ B ≤ C ≤ D       
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   We implemented the system using Weka 3.7 database system built with java 
programming Language and performed on personal computer with 3.1 GHz Inter 
core i5 CPU 3450 and 8 GB RAM. With regards to the GA implementation, we 
focused on ten sizes of the population for each generation; however, each individual 
will present a possible detection rule, and we chose two best individuals or rules, in 
which should have the highest fi tness value from the present generation. We used 
uniform random as a selection method to select the parent in crossover process, this 
is to identify the members of the new generation, fi nally applying the single-point 
crossover in which will give the implemented rate of 20 % for alien and 30 % for 
mutation. 

 The training dataset contained 11 attributes or features including the one target 
value or labeled class either normal or attack (covert) as given in Table  15.6 . We 
performed two experiments: fi rst test was for the known attacks simulated from 
rules using Fuzzy Genetic Algorithm depicting two main attacks DoS and Probe 
using the primary dataset as a test data. In the second test, we evaluated our approach 
on a benchmark data such as Network Simulation Language Knowledge Data 
Discovery (NSL-KDD’99) choosing 20 % of the dataset for testing phase in order to 
detect known and unknown attacks (Tavallaee, Bagheri, Lu, & Ghorbani,  2009 ).

 Algorithm 3 
 The Fuzzy logic to identify three known attacks. 

FFe2::1/64

FFe2::2/64

FFe2::3/64

FFe2::4/64

Linux Kali
Attacker

Switch
Router

FW

Internet

Linux Ubuntu

2001:db6:675c:7000::1/64

2001:db6:675c:7000::2/64

2001:db6:675c:7000::3/64

Windows 7

Linux Ubuntu

Win 7 Client

Unix Server

Win XP Client

  Fig. 15.4    Confi gured IPv6 LAN network topology to perform attack simulation       
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          If   (dos_rule =1 || probe_rule=1 || R2L=1)  
  It is attack;  
  else if  
  If   (dos_rule = 0 || probe_rule= 0 || R2L= 0)  

      it is normal;  
  end if  
  }  

•         Experiment 1 : The size of the primary dataset was not suitable to be used as 
testing data, so we chose 10 % for a training dataset in the fi rst attempt consisted 
of 60,000 instances, although the process focused on detecting the following 
attacks instances:

 –    Probe  
 –   Denial of Service (DoS)  
 –   Root to Local (R2L).       

 The fi rst experiment results given in Table  15.7  and the graph in Fig.  15.4 , we 
observe signifi cant accuracy rates of the suggested approach detecting DoS training 
dataset by 95.3 %, the Probe attack detection by 96.8 %, and R2L accuracy detection 
by 97.7 % with a false positive rate by 3.7 %. However when we performed the test-
ing phase overall of the attack types the results have increased to 97.7 % and the 
false positive decreased to 1.7 % which shows a better performance and high accu-
racy improved by using the suggested FG Algorithm.

•      Experiment 2 : In order to extend the profi ciency of the proposed model and to 
validate it, we used the NSL-KDD99 dataset (Tavallaee et al.,  2009 ). This dataset 
was collected at the Massachusetts Institute of Technology (MIT) in Lincoln Lab 
to evaluate intrusion detection systems; however, it lacks instances of IPv6 attack 
types except the ICMPv4, and IP ID covert channels (Zander et al.,  2006 ) which 
have similar principle techniques manipulating such attacks. McHugh and 
Mahoney in Mahoney and Chan ( 2003 ) criticized the DARPA dataset for not 
containing some background noise, i.e., packet storms, strange packets, etc.    

   Table 15.6    Analysis output format of covert channel characteristics   

 R #  TC  FL  HL  PL  NH  SA  Type  Code  RB  PYL  Class 

 1  0  0  High  Increased  0  0  0  1  0  1  Covert 
 2  1  1  Low  Unchanged  1  1  1  0  1  1  Covert 
 3  1  1  Moderate  Decreased  1  1  0  0  0  0  Normal 
 4  1  1  Moderate  Decreased  1  1  0  1  0  0  Normal 
 5  1  1  Low  Unchanged  1  1  1  0  1  1  Covert 
 6  1  1  Moderate  Decreased  1  1  0  0  0  0  Normal 
 7  0  1  Moderate  Unchanged  1  1  1  0  1  1  Covert 
 8  1  1  Low  Unchanged  1  1  0  0  1  1  Covert 
 9  0  1  Low  Unchanged  1  1  1  1  0  0  Covert 
 10  1  1  Low  Unchanged  1  1  1  0  1  1  Covert 
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 We trained the fuzzy genetic algorithm on testing dataset in which 20 % of the 
NSL-KDD data was taken for this purpose. Each connection record consists of 41 
features and labeled in order sequences such as 1, 2, 3, 4, 5, 6, 7, … 41 in addition 
to the 42nd attribute which is the assigned class: normal or anomaly. These attri-
butes fall into four main categories as in Mahoney and Chan ( 2003 ) and Tavallaee 
et al. ( 2009 ). We chose six types of DoS instances, four attack types of Probe 
instances, and four types of R2L attack instances from the training dataset perform-
ing fi ve test Cases C1, C2, C3, .., C5 for each category as given in Table  15.8 . We 
have tested 14 attack types as well as the normal connections. Considerably, we 
chose 4 types of the attacks as unknown attacks in the testing dataset in order to test 
our Fuzzy Genetic Algorithm (FGA). The attack types are Neptune, Xmas Tree, 
Multihop, and Spy. Finally, we tested each type of attacks separately to examine and 
investigate the accuracy and to observe the performance of the detection method. 
See Table  15.8  for details of the testing cases results.

       Discussion 

 The results of both experiments confi rm the initial hypothesis of our suggested 
Fuzzy Genetic Algorithm (FGA). The performance of the process was impressive 
with regards to the signifi cant accuracy to each test experiments phases so far. In 
Table  15.7  and Fig.  15.5 , we observe the distinguished correctness and low false 
positive of the suggested mechanism.

   The test was carried out using our primary data which were generated from two 
security tools: our security tool written in Python and (THC) tool which was written 
in C (Hauser,  2013 ). The testing dataset was taken from the overall training dataset 
to perform the detection; moreover, the accuracy is competitive with an average of 

    Table 15.7    Results of primary data using FGA to detect different attacks   

 Attack name  Attack type  Total packets  Test data 

 TPR  FPR 

 DR %  %  % 

 Smurf  DoS  27,500  10,000  94.8  5.2   95.3  
 Pod  DoS  95.8  4.2 
 Teardrop  DoS  97.8  2.2 
 Covert channels  DoS  94.6  5.4 
 Ipsweep  Prob  17,800  8000  96.8  3.2   96.8  
 Portsweep  Prob  94.8  5.2 
 Spy  R2L  14,700  5000  97.8  2.2   97.7  
 Stan  R2L  95.9  4.1 
 Multihop  R2L  97.7  2.3 
 Normal  Normal  30,000  30,000  99.6  0.4  99.6 
  Total testing rate    97.7    1.7  
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  Fig. 15.5    Results of suggested FGA framework to detect covert channels       

97.7 % of the total testing data and with 96.6 % for the training dataset. To validate 
the effi ciency of the suggested technique, we performed the second experiment with 
another classifi cation algorithm: Naïve Bayes classifi er. Obviously, this step gave us 
an indication of potential improvement of our suggested approach. 

 To analyze the results given in Table  15.9  and the Graph in Fig.  15.6 , we com-
pared the outcome (DR) of the Test Cases observing that only one test case (TC4), 
which we used Naive Bayes classifi er was better than FGA. However, in test cases 

    Table 15.8    Suggested fi ve test cases to detect attacks using hidden channels   

 #  Data type  Category  C1  C2  C3  C4  C5 

 1  Smurf  DoS  x  x 
 2  Pod  DoS  x  x 
 3  Teardrop  DoS  x 
 4  Jping  DoS  x 
 5  UDP fl ood  DoS  x  x 
 6  neptune  DoS  x  x 
 7  Ipsweep  Prob  x 
 8  Portsweep  Prob  x  x 
 9  Hostscan  Prob  x 
 10  Xmas tree  Prob  x  x 
 11  Spy  R2L  x 
 12  Satan  R2L  x 
 13  ftp_write  R2L  x  x 
 14  Multihop  R2L  x 
 15  Normal status  Normal  x  x  x  x  x 
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TC1, TC2, TC3, and TC5, FGA was improved exclusively and depicted the unknown 
attacks with the highest accuracy detection rate (DR) by 96.37 %, meanwhile Naive 
Bayes algorithm obtained an average of detection rate of 91.15 % in test case 1 with 
differences of 5.22 %, then in test case 2 Naive Bayes obtained 61.9 % accuracy in 
detection rate, while the FGA accuracy detection rate was 95.6 % with over 33.7 % 
differences in DR.

   Table 15.9    Results of suggested fuzzy genetic algorithm (FGA) results using fi ve test cases   

  TC   Data type  Naive Bayes DR (%) 

 Av  FGA 

 Av (%)  (%)  DR(%) 

  1   Neptune  92.4  91.15  97.8   96.37  
 Xmas tree  91.7  96.1 
 Multihop  90.7  93.1 
 Spy  89.8  98.5 

  2   Jping  88.6  61.9  98.4   95.6  
 UDP fl ood  28.6  94.8 
 Pod  68.5  93.6 

  3   Ipsweep  55.3  64.46  94.6   94.03  
 Portsweep  93.6  92.4 
 Hostscan  44.5  95.1 

  4   Smurf  95.6  91.75  90.5   90.3  
 Satan  87.9  90.1 

  5   Teardrop  67.3  72.3  89.9   91.65  
 ftp_write  77.3  93.4 
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  Fig. 15.6    Results of unknown attack detection testing NSL-KDD dataset using suggested FGA 
framework       
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    Signifi cantly, Naive Bayesian Algorithm gave a low detection rate in test case 3 
with the difference of 29.84 % obtaining 64.46 % accuracy, but FGA obtained in the 
same test case over 94.03 %. Fuzzy Genetic Algorithm has an overall detection rate 
with 93.59 % running on NSL-KDD’99 dataset in the second experiment, while get-
ting 97.7 % in the fi rst experiment using our primary generated attack data types.  

    Conclusion and Future Work 

 Similar to what Fries ( 2008 ) and Jongsuebsuk et al. ( 2013 ) suggested for TCP/IPv4 
attacks, new attempts required to detect storage covert channels and anomaly attacks 
in TCP/IPv6 using Artifi cial Intelligence Techniques in respond to the novel vulner-
abilities in this protocol. Potentially, this approach should act as a countermeasure 
restrain to sophisticated attack tools used by hackers. Using Fuzzy Genetic 
Algorithm to tackle such network threats in IPv6 and ICMPv6 protocols will add a 
new route of cutting-edge solutions for security systems in the real world. We have 
answered the project question about the possibility to detect and mitigate unknown 
and new attacks through covert channels manipulation using Artifi cial Intelligence 
techniques. However, approaches in Supriyanto et al. (2013); Salih et al. (2015a, 
2015b); Liu and Lai (2009); Saad, Manickam, and Ramadass (2013); and Bahaman, 
Anton Satria, and Mas’ud ( 2011 ) dealing with IPv6 security sophisticated threats 
have some concerned issues as mentioned in Salih et al. ( 2015a ,  2015b ). 

 In this paper, we applied an enhanced Fuzzy Genetic Algorithm (FGA) approach 
to suggest a novel IDS for IPv6/ICMPv6. We implemented a hybrid Genetic and 
Fuzzy rules due to the fast, fl exible, and high performance given to detect unknown 
attacks (Hoque et al.,  2012 ) and covert channels in IPv6. Furthermore, we proposed 
ten characteristics of different attack instances against this New Generation Internet 
Protocol. This proposed approach in FGA heterogeneously reduces the probabilistic 
stimulation, which leads to higher accuracy in detection and classifi cation process, 
because the Fuzzy Genetic Algorithm is a rule based, consequently leads to less 
computation time, lower false negative rate (FNR), and higher true positive rate 
(TPR) in comparison to other tested MLA techniques. 

 Future work will focus on the MITM attack detection to examine the certainty 
and specifi city of the features selected in the primary dataset. Aiming to use an 
enhanced Support Vector Machine (SVM) in a supervised learning approach and 
compare it against our current approach to see the effi ciency and the performance of 
both methodologies. However, an SVM can only identify simple features (Sohn 
et al.,  2003 ), it is unlikely to detect complex values in IPv6 header fi elds and the 
embedded (Wendzel et al.,  2015 ) interdependencies without other advanced tech-
niques. This will reduce and eliminate partially the unauthorized access and its side 
effects on classifi ed data communication using IPv6.   

A. Salih et al.



189

     References 

    Bahaman, N., Anton Satria, P., & Mas’ud, Z. (2011). Implementation of IPv6 network testbed: 
Intrusion detection system on transition mechanism.  Journal of Applied Sciences, 11 (1), 
118–124.  

    Chen, S. H., Jakeman, A. J., & Norton, J. P. (2008). Artifi cial intelligence techniques: An introduc-
tion to their use for modelling environmental systems.  Mathematics and Computers in 
Simulation, 78 (2), 379–400.  

     Choudhary, A. R. (2009, November). In-depth analysis of IPv6 security posture. In  2009 5th 
International Conference on Collaborative Computing: Networking, Applications and 
Worksharing .  

         Fries, T. P. (2008, July). A fuzzy-genetic approach to network intrusion detection. In  Proceedings 
of the 10th Annual Conference Companion on Genetic and Evolutionary Computation  
(pp. 2141–2146). ACM.  

    Gomez, J., & Dasgupta, D. (2002, June). Evolving fuzzy classifi ers for intrusion detection. In 
 Proceedings of the 2002 IEEE Workshop on Information Assurance  (Vol. 6, No. 3, pp. 321–
323). New York: IEEE Computer Press.  

    Hauser, M. (2013).  IPv6 security vulnerabilities . Retrieved February 10, 2016, from   https://www.
thc.org/thc-ipv6      

    Hoque, M. S., Mukit, M., Bikas, M., & Naser, A. (2012).  An implementation of intrusion detection 
system using genetic algorithm . ArXiv preprint arXiv: 1204.1336.  

      Jongsuebsuk, P., Wattanapongsakorn, N., & Charnsripinyo, C. (2013, January). Network intrusion 
detection with Fuzzy Genetic Algorithm for unknown attacks. In  2013 International Conference 
on Information Networking (ICOIN)  (pp. 1–5). IEEE.  

    Liu, Z., & Lai, Y. (2009). A data mining framework for building intrusion detection models based 
on IPv6. In  Advances in information security and assurance  (pp. 608–618). Berlin: Springer.  

    Mahoney, M. V., & Chan, P. K. (2003, September). An analysis of the 1999 DARPA/Lincoln 
Laboratory evaluation data for network anomaly detection. In  Recent advances in intrusion 
detection  (pp. 220–237). Berlin: Springer.  

        Martin, C. E., & Dunn, J. H. (2007, October). Internet Protocol version 6 (IPv6) protocol security 
assessment. In  Military Communications Conference, 2007, MILCOM 2007, IEEE  (pp. 1–7). 
IEEE.  

  Saad, R. M. A., Manickam, S., & Ramadass, S. (2013) Intrusion detection system in IPv6 network 
based on data mining techniques—Survey. In  Proceedings of 2nd International Conference on 
Advances in Computer and Information Technology ACIT 2013, Malaysia .  

       Salih, A., Ma, X., & Peytchev, E. (2015a). Detection and classifi cation of covert channels in IPv6 
using enhanced machine learning. In  Proceedings of the International Conference on Computer 
Technology and Information Systems, (ICCTIS) N & N Global Technology DUBAI, UAE .  

       Salih, A., Ma, X., & Peytchev, E. (2015b). New intelligent heuristic algorithm to mitigate security 
vulnerabilities in IPv6.  International Journal for Information Security (IJIS), 4 . doi: 04.
IJIS.2015.1.3.  

     Sohn, T., Seo, J., & Moon, J. (2003, October). A study on the covert channel detection of TCP/IP 
header using support vector machine. In  ICICS  (pp. 313–324).  

        Supriyanto, Hasbullah, I. H., Murugesan, R. K., & Ramadass, S. (2013). Survey of internet proto-
col version 6 link local communication security vulnerability and mitigation methods.  IETE 
Technical Review, 30 (1), 64–71.  

     Tavallaee, M., Bagheri, E., Lu, W., & Ghorbani, A. A. (2009). A detailed analysis of the KDD CUP 
99 data set. In  Proceedings of the Second IEEE Symposium on Computational Intelligence for 
Security and Defense Applications 2009 .  

   Vivek, T. K., & Kalimuthu, M. (2014, March). Improving intrusion detection method for covert 
channel in TCP/IP network.  International Journal of Computer Science Trends and Technology 
(IJCST), 2 (2).  

15 Implementation of Hybrid Artifi cial Intelligence Technique to Detect Covert…

https://www.thc.org/thc-ipv6
https://www.thc.org/thc-ipv6


190

      Wendzel, S., Zander, S., Fechner, B., & Herdin, C. (2015). Pattern-based survey and categorization 
of network covert channel techniques.  ACM Computing Surveys (CSUR), 47 (3), 50.  

          Zander, S., Armitage, G., & Branch, P. (2006, December). Covert channels in the IP time to live 
fi eld. In  Proceedings of Australian Telecommunication Networks and Applications Conference 
(ATNAC) .    

  Abdulrahman     Salih     is a Ph.D. candidate at Nottingham Trent University. He received his M.Sc. 
with Distinction in IT Security from University of Westminster, London in 2010, and his B.Sc. 
(Horns) Software Engineering from Nottingham Trent University in 2007. He worked as a Network 
Security Engineer for Planet Solutions in London before rejoining NTU. He is the founder and 
CEO of KNCIS in Sweden-UK, specializing in Cyber Security Analysis. FB104480@ntu.ac.uk  

  Xiaoqi     Ma     is a Senior lecturer and a leader of many modules; Security Technologies, Computer 
Security and Advanced Security Technologies in the School of Science and Technology at 
Nottingham Trent University. He is a member of the Intelligent Simulation, Modelling and 
Networking Research Group (ISMN). He obtained PhD from Reading University in 2007 in 
Cryptographic Network Protocols. He contributed in more than 20 publications in International 
Journals, conferences, and book chapters, xiaoqi.ma@ntu.ac.uk  

  Evtim     Peytchev     is a Reader in Wireless, Mobile and Pervasive Computing in the school 
of Science and Technology at Nottingham Trent University, UK. He is leading the Intelligent 
Simulation, Modelling and Networking Research Group, which consists of fi ve lecturers, three 
Research Fellows, and six research students. He is the Module Leader for Systems Software; and 
Wireless and Mobile Communications. He also teaches on the modules Software Design and 
Implementation; Mobile Networking; Enterprise Computing; and Computer Architecture,  evtim.
peytchev@ntu.ac.uk  

A. Salih et al.



191© Springer International Publishing Switzerland 2017 
R. Benlamri, M. Sparer (eds.), Leadership, Innovation and Entrepreneurship 
as Driving Forces of the Global Economy, Springer Proceedings in Business 
and Economics, DOI 10.1007/978-3-319-43434-6_16

    Chapter 16   
 What Is and How to Develop Sustainable 
Innovation?                     

     Stig     Ottosson     ,     Anastasiia     Moldavska     ,     Olga     Ogorodnyk     , 
and     Torbjørn     Skogsrød    

    Abstract     Today the terms sustainable development and sustainable innovation are 
often used. But what is meant by these terms, other than that they in some ways are 
connected to the terms ‘green’ and ‘ecological’ seen in a long-term perspective? 
How, in turn, are sustainable innovations developed? Studying the literature on the 
topic leads to the conclusion that there is no precise or established defi nition of 
sustainable innovation, sustainability and sustainable development. 

 A conclusion in the paper is that we now need to focus on how to develop new 
sustainable innovations, and for these, product development is the most important 
element. It has been found that Dynamic Product Development (DPD™) is a 
model that satisfi es the different defi nitions on sustainability that have been 
proposed. 

 The result of a product development project is based on the product developer’s 
knowledge, experience and ability. The leadership of an entrepreneur (or intrapre-
neur) is also important for the level of sustainability of an innovation that is achieved. 
Therefore, the product developers and entrepreneurs need to be educated in a 
broader perspective than is common in the technical fi eld today. The product devel-
opers must also be monitored in the actual work situation to ensure that new prod-
ucts that are not sustainable are not being marketed. This, in turn, calls for a similar, 
broader perspective in management education. 

 To describe  what  a sustainable innovation is and  how  it is developed, the follow-
ing defi nitions are proposed:  a sustainable solution  is a solution that has been 
developed to be a long-lasting, environmentally responsible solution for the pro-
vider (the business), the society and also the users;  an innovation  is a new solution 
that has been ‘sold’ and is used by more than one user or that is used in at least 
one-use situation;  the innovation process , done as  an innovation project , contains 
all of the stages from idea generation, development (R&D) and commercialization 
to an implemented solution on the market.  
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  Keywords     Innovation   •   Innovation process   •   Innovation project   •   Sustainability   • 
  Sustainable innovation  

      Introduction 

 The terms ‘sustainability’, ‘sustainable development’, ‘sustainable solutions’ and 
‘sustainable innovations’ are frequently used, for example, in marketing and sales 
situations. These terms usually represent positive characteristics. 

 This paper discusses the background of the terms ‘sustainable’ and ‘innovation’. 
The focus is mainly on how to develop new products and services from the point of 
view of their environmental impact ‘from the cradle to the grave’.  

    Theory 

 Today, ‘sustainable innovation’ includes two terms that are popular, but rather 
unclear. Here, they will be discussed individually, leading to solutions for carrying 
out sustainable product development. 

    History of ‘Sustainability’ 

 The popularity of the term ‘sustainable’ started with the report, ‘Our Common 
Future’, which was released in 1987 by the World Commission on Environment 
and Development (WCED). The commission was chaired by Mrs. Gro Harlem 
Brundtland, who served previously as the prime minister of Norway for three peri-
ods. The Brundtland Report stated that development only is sustainable if it ‘meets 
the needs of the present without compromising the ability of future generations to 
meet their own needs’ (World Commission on Environment Development,  1987 ). 
A popular simplifying picture, based on the Brundtland Report, is shown in 
Fig.  16.1 . Note that there is no focus on how to develop sustainable solutions, but 
only depicts what is wanted from the solutions.

   In the years following the release of the Brundtland Report, many discussions 
arose on what sustainable development is and how it can be applied in practice. For 
example, between 1995 and 2000, sustainable development was actively debated, 
and attempts were made to change the defi nition from the initial report. The key 
issue was that the term ‘sustainable development’ is not merely ambiguous, but 
essentially contested (Jacobs,  1995 ). In other words, the term was not regarded to be 
clearly defi ned in a sense that it did not include several internal concepts and was 
also not interpreted in the same way by different individuals. Further, in 1999, 
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according to a defi nition proposed by Elliott ( 1999 ), ‘sustainable development’ was 
stated as being ‘fundamentally about reconciling the development and the environ-
mental resources on which society depends’. 

 In 1989, the non-profi t organization, The Natural Step, was launched (  http://
www.thenaturalstep.org    ). It proposed four sustainability principles, based on the 
principles that in a sustainable society, nature shall not be subject to the systematic 
increase of:

    1.    Concentrations of substances from the earth’s crust (such as fossil CO2 and 
heavy metals)   

   2.    Concentrations of substances produced by society (such as antibiotics and endo-
crine disruptors)   

   3.    Degradation by physical means (such as deforestation and draining of ground-
water tables)   

   4.    Structural obstacles to people’s health, infl uence, competence, impartiality and 
meaning    

  The Natural Step also proposed a four-step procedure (A, B, C and D) to accom-
plish sustainable development (see Fig.  16.2 ). Note that the model presents a strict 
business viewpoint and that there is no guidance on how to develop sustainable 
products and solutions.

   Since 1995, the concept of Dynamic Product Development (DPD™) has been 
and is being developed (Ottosson,  1996 ). The ™ mark is only used to prevent the 
term to be misused and its principles distorted. The term ‘sustainable’ was not used 
in the early work in the development of DPD™, but the focus was on how to develop 
new products in a responsible and effi cient way, which can be seen as satisfying the 
value ‘D’ in Fig.  16.2 . The core was a user-centred design taking society’s demands 
as well as business’ demands into account in an integrated way—which was a bit 
controversial because the focus at that time was on ‘design for the manufacture and 
assembly’ of products. In DPD™, the three outer demands for the product develop-
ers were (are) established as satisfy ‘performance’, ‘cost’ and ‘development time’ 
set for each development project (see Fig.  16.3 ).

  Fig. 16.1    The three pillars 
of sustainability (Figure 
from ‘The Three Pillars of 
Sustainability’)       
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   In 1999, the concept of ‘sustainable development’ was articulated in other scientifi c 
papers as ‘a discourse of ethics, which specifi es human conduct with regard to good 
and evil’ (Acselrad,  1999 ). Haughton ( 1999 ) summarized the ideas of sustainable 
development in ‘fi ve principles based on equity: futurity—inter-generational equity; 
social justice—intra-generational equity; transfrontier responsibility—geographical 
equity; procedural equity—people treated openly and fairly; and interspecies 
equity—importance of biodiversity’ (Haughton,  1999 ; Hopwood, Mellor, & 
O’Brien,  2005 ). These discussions led to the conclusion that ‘the conceptual basis 
of sustainable development has been weak from the start’ (Fischer & Hajer,  1999 ). 

 In 2000, the state of the art of the sustainable development process was summed 
up as ‘three elements to be sustained (Nature, Life Support, and Community) and 
three elements to be developed (People, Economy and Society)’ (Valentin & 
Spangenberg,  2000 ). 

  Fig. 16.2    The ABCD process of The Natural Step as a guideline (Based on The Natural Step)       

  Fig. 16.3    The DPD™ view of satisfying different demands in the development process (Ottosson, 
 2009 )       
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 In 2001, ‘one of the few agreements within the sustainable development debate 
was that there is no clear agreement on what the term means’ (Chatterton & Style, 
 2001 ). Research continued as the sustainability question became more and more 
important because of global warming and calculations of fossil fuel reserves. 
Workshops were organized, but it was concluded that sustainability is ‘laden with so 
many defi nitions that it risks plunging into meaninglessness, at best, and becoming 
a catchphrase for demagogy, at worst’ (Workshop on Urban Sustainability ds a 
Comprehensive Geographical Perspective on Urban Sustainability. NJ: Rutgers 
University,  2001 ). 

 In 2002, the issue was to fi nd a defi nition, not for the whole countries or compa-
nies but for each citizen of the earth individually: ‘after all, its [sustainable develop-
ment’s] main message is that in thinking about environment and development 
issues, just as in thinking about one’s own life, one must fi gure out how to live off 
interest and not capital’ (Holliday, Schmidheiny, & Watts,  2002 ). Even though this 
attempted to clarify the message, it did not explain how to apply it to everyday life 
and which new laws to follow. As a result Luke ( 2005 ) claimed that ‘the sustainable 
development project is neither ‘sustainable’ nor ‘developmental”. Such a position is 
easy to understand, because if a concept cannot be clearly defi ned, how can it bring 
any kind of sustainability or development to the world? 

 As a result, thoughts about the pluralism of the term started to appear. The UK 
Government, for example, in its sustainable development strategy, defi nes sustain-
able development as ‘the simple idea of ensuring a better quality of life for every-
one, now and for generations to come’ (Defra,  2005 ). At the same time, attempts to 
make the concept universal continued: ‘sustainable development is a human-centred 
view of the inter-relations between environmental and socio-economic issues’ 
(Hopwood et al.,  2005 ). Figure  16.4  shows how social, environmental and eco-
nomic dimensions in 2005 were seen to be related to each other.

   In 2007, one view was that ‘rather than focus on searching for a defi nitive 
meaning of “sustainable development” … it is necessary to recognize the multi-
plicity of sustainabilities’ (Rocha, Searcy, & Karapetrovic,  2007 ). To some extent, 
this was happening because the majority of defi nitions were far from being the same. 

  Fig. 16.4    Key dimensions 
of measuring sustainable 
development based on 
Stevens ( 2005 ) (The 
illustration is from ‘The 
Three Pillars of 
Sustainability’)       
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For example, Harding ( 2006 ) had stated that ‘the triple bottom line refers to satis-
faction of not just the long recognized bottom line of meeting economic goals 
(profi ts) but also the need to meet environmental and social goals (or bottom lines) 
simultaneously in carrying out business’. At the same time, Gibson ( 2006 ) had 
summarized general requirements of sustainable development as ‘social and eco-
logical integrity; opportunity; equity; effi ciency and throughput reduction; democ-
racy and civility; precaution and adaptation; and immediate and long-term 
integration’ (Gibson,  2006 ; Rocha et al.,  2007 ). As is seen from the last defi nition, 
some of the attempts to explain the term brought even more confusion than clarity 
to the concept of ‘sustainable development’. 

 In addition, some scientists, instead of simplifying the problem and dividing it 
into manageable parts, were adding new questions.

  ‘Analytically, the debates over the meaning of the term can be seen as revolving around 
three general questions: is sustainable development about integrating environmental 
considerations into the economic development process or is it about a development pro-
cess of a different quality; is sustainable development fundamentally a political, legal, 
economic or an environmental/ecological concept; is the concept inherently confl icting 
and what is the nature of the contradiction?’ (Jensen,  2007 ). 

   Others were solving the problem with a rather simple answer—‘sustainable 
development does not consume resources. It uses and re-uses them, endlessly’ 
(Orecchini,  2007 ). From such a point of view, it is possible to conclude that the 
(only) aim of sustainable development is to increase the use of renewable energy 
sources and to have a strong recycling and reusing policy. 

 In 2008, Skowroński ( 2008 ) wrote that ‘what the sustainable development con-
cept has to offer is a qualitatively new form of aware and responsible life at the 
level of the individual and of society’. Jabareen ( 2008 ) commented on that ‘On one 
hand, ‘sustainability’ is seen as a characteristic of a process or state that can be 
maintained indefi nitely. On the other hand, however, development is environmental 
modifi cation, which requires deep intervention in nature and exhausts natural 
resources’. 

 In 2008, Mark ( 2008 ) proposed that ‘Sustainable development includes all busi-
ness and community planning and operating decisions with due consideration for: 
(1) people—employees, customers, shareholders, community residents, or anyone 
that is involved or affected; (2) planet—material and energy resource management 
that does not hurt the environment; and (3) profi ts—or economics or prosperity. 
Sustainable development takes a different, more caring look at how people interact 
with themselves and how their activities affect the planet and the general well-being 
of life for sustained economic growth’. 

 In 2010, modern technology, as a major factor for making the world more sus-
tainable, was highlighted as ‘Preserving resources by minimizing their environmen-
tal impact, improving energy effi ciency, reducing waste, and adopting new 
environmentally friendly technology will be the trends in the future for robot manu-
facturers’ (Heinberg,  2012 ). 
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 However, at the end of 2010, many questions about sustainable development 
remained. ‘Does it [sustainable development] refer to climate change and the envi-
ronment; or is it [sustainable development] more than that?’ (Walters,  2010 ). 

 In 2011, Baumgartner ( 2011 ) stated that sustainable development ‘is about 
enhancing the possibilities for improvement in the quality of life for all people on 
the planet and it is about respecting and living within the limits of ecosystems’. 
Such a defi nition describes the core of the concept well, but does not answer the 
hardest question—how can this be achieved? At the same time, formulations of 
clear goals of the term were appearing: ‘the fundamental objective of sustainable 
development is to meet human needs…economic growth is required in areas where 
the basic needs are not met…development should not endanger natural systems that 
sustain life on the earth: the atmosphere, water, soil and living beings’ (Koho, 
Torvinen, & Romiguer,  2011 ). Further confi rmation of such ideas was once again 
described through the old paradigm of the triple bottom line: ‘sustainable develop-
ment generally refers to achieving a balance among the environmental, economic, 
and social pillars of sustainability’ (Murphy,  2012 ) (c.f. Fig.  16.1 ). 

 Later, a change to the triple bottom line idea was proposed, using other catego-
ries that are more applicable to different countries or societies. ‘The three pillars of 
sustainability are replaced by four categories, comprising the environment, state, 
capital and labour’ (Deutz,  2014 ). The extension, however, did not cover all of the 
pillars of sustainability, and furthermore, it still did not explain means of achieving 
the above-mentioned sustainable development goals. 

 In Germany, the government wanted to promote the computerization of manu-
facturing, as a contribution to ‘green manufacturing’. The term ‘Industry 4.0’, 
meaning the fourth industrial revolution, was/is used, which is a collective term 
embracing a number of contemporary automation, data exchange and manufactur-
ing technologies. Industry 4.0 also facilitates the vision and execution of a ‘smart 
factory’. On 8 April 2013, at the Hanover Fair, the fi nal report of the Working Group 
Industry 4.0 was presented. 

 Nowadays, it is becoming more and more accepted that sustainable development 
cannot be defi ned once and forever. It is a term that can be perceived differently, 
depending on the area of its application and goals of those applying it. ‘Sustainable 
development has always been a “fl exible” concept interpreted in many different 
ways’ (Kambites,  2014 ). Another useful ‘assumption is that sustainable develop-
ment is based not on economic, social, ecological, or institutional dimensions, but 
rather on their  system  seen as an  integrated whole ’ (Ciegis, Ramanauskiene, & 
Martinkus,  2015 ). 

 There is still no agreement on a defi nition of the term ‘sustainable development’. 
There are two main views—one of them is to specify the term and make it universal, 
while the second claims that this cannot be done because of the fl exibility and plu-
ralism of the question. More important than a discussion of the meaning of the term 
is to discuss how to develop sustainable products and services and how to get man-
agers and product developers to acquire appropriate knowledge and experience to 
prevent the development, production and marketing of non-sustainable products.  
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    Sustainable Product Development 

 There are many factors affecting the development of new products. Figure  16.5  
shows some background issues and considerations to explore when starting the 
development of a new product.

   Many new product development (NPD) models exist, but so far only one—
Dynamic Product Development (DPD™)—seems to include more than one or two 
of the outer demands (USB) in Fig.  16.2  in the development process. 

 The entrepreneur/project leader and the product development team (c.f. Fig.  16.3 ) 
will strongly infl uence the environmental impact during the whole product life cycle 
of the product and the supplementary products that the primary product may need 
to function as intended. Figure  16.6  shows the recommended actions to develop a 
sustainable product solution. The numbers in the fi gure refer to:

     1.    Based on the intended user and the use of the product, seek to enhance safety and 
quality of life from the use of the product   

   2.    Decrease the resource utilization and the costs throughout the whole PLC 
depending on the initial quality and price of the product and its variants   

   3.    Minimize the negative impact on the environment throughout the PLC    

  Fig. 16.5    Some background issues and considerations to explore when starting the development 
of a new product (Ottosson,  2009 )       

  Fig. 16.6    Actions to develop a sustainable product solution       
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  The decision-making tasks in the product development process in Fig.  16.6  
(e.g. the choice of solution principles or the specifi cation of materials and geom-
etry) are often diffi cult to determine because the basic objectives (such as cost, 
function and quality) are interdependent. This is the reason why the approach/
concept of ‘Design for X (DfX)’ was proposed in the early 1990s (Hubka,  1995 ). 
At that time, DfX was defi ned as ‘all endeavors towards making the right decisions 
in the product development process on basis of a suffi cient and universally appli-
cable knowledge basis’ (Huang,  1996 ). Because there are both objectives that sup-
port each other and others that compete against each other in the development 
process, DfX provided ‘a systematic guidance for making decisions in product 
development related to products, processes and plants’ (Bauer & Meerkamm, 
 2007 ). Step by step, the family of DfX has grown so that, today, there is a large 
number of Xs mentioned and used in engineering design, which can be pictured as 
a family tree (Bauer,  2003 ). 

 With many Xs to take into consideration in the development process, product 
developers have to select and weight different DfX criteria (Bauer & Meerkamm, 
 2007 ). However, the order in which the different DfXs should be carried out in order 
to achieve an optimal result, when it comes to satisfying demands of the project 
triangle (cost, time and properties), has not been adequately discussed. Probably 
this is mainly because each development process is unique and complex and thereby 
diffi cult to handle in a scientifi c way. However, coming back to the discussions on 
sustainability, it seems to be reasonable to pursue a user-centred design. 

 Initially, the focus of product development was on satisfying the needs of busi-
ness/profi t. Thus, Design for Manufacturing and Assembly (DfMA or DFMA) was 
primarily interested in these goals in the development process. Generally, the prac-
tice of applying DfMA is to identify, quantify and eliminate waste or ineffi ciency in 
a product design. Therefore DfMA can be seen as a component of   lean manufactur-
ing    , for example (Holweg,  2007 ). DfMA is also used as a benchmarking tool to 
study competitors’ products and as a cost tool to assist in supplier negotiations 
(Boothroyd, Dewhurst, & Knight,  2010 ). 

 In the middle of the 1990s, user-centred design (UCD) and Design for Usability 
(DfU), as well as Design for Ergonomics (DfEr), began to be broadly used, for 
example (Jordan,  1998 ). From about 2005, Design for the Environment (DfE) and 
sustainable design also gained increased interest in product development. 

 Step by step new DfX has been added to the DfX family, while the order in which 
to satisfy them has become an issue in itself although not much discussed. Logically, 
the priority order when developing a new product should be to satisfy the users/use, 
the society and the business. The simple reason is that without pleased users, there 
will be no (economically) sustainable business. Without satisfying society demands 
on sustainable (green) products, there will also be no sustainable businesses. Thus, 
satisfying user demands in the development process is of prime interest, followed 
by satisfying the sustainable demands on the product life cycle (PLC) chain from 
‘the cradle to the grave’ of the product. 
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 Seen from a user’s point of view, a product can have at least six important product 
values, which can overlap each other (Ottosson,  2009 ):

•     Functional values  are dependent on the technical solutions, mostly hidden inside 
the product. The function can be as simple as just fi lling out the space (e.g. the 
gas in a balloon or the concrete in walls). It can also be advanced, encompassing 
all degrees between simple and advanced (e.g. an engine in a car has simple as 
well as advanced parts and systems).  

•    Perception/sensorial values  are based on what we experience with our fi ve basic 
senses (see/hear/taste/touch/smell) from outside and/or in contact with a product. 
The product semantics are important parts of these values.  

•    Image values  are based on the image we get of the product and what we think of 
it, for example, when we close our eyes. Brand names, patents, the image given 
on web pages, stories and the expressed experiences of the product by other users 
will infl uence and develop the image we have of the product. The product seman-
tics can infl uence these values.  

•    Emotional values  are the passion/feelings we have for a product. The product 
semantics can infl uence these values.  

•    Sustainability values  are long-lasting, environmentally responsible values for the 
users, the society and the providers (the businesses).    

 The different values of a product solution can be satisfi ed by using the different 
‘Design for X’ possibilities, as shown in Table  16.1 .

   Good functional values and usability are interrelated. According to ISO ( 1998 ), 
usability is ‘the effectiveness, effi ciency and satisfaction with which specifi c users 
can achieve specifi ed/particular goals in particular environments’. On a deeper 
level, these three terms have the following meanings:

•     Effectiveness —Is the proposed product effective for reaching the goal? Is it pos-
sible to implement the fi ndings in real user environments? What is required to 

   Table 16.1    Some design methods to use to achieve different values in product solutions   

 Product values  DfX etc.  Abbreviations for 

 Functional values  DfU  Design for usability 
 Emotional values  DfEr  Design for ergonomics 

 DfSe  Design for service 
 Sensorial values  DfAe  Aesthetical design (industrial design) 
 Image value 
 Emotional values 
 Sustainability values  DfEn  Design for environment 

 DfMA  Design for manufacturing and assembly 
 DfQ  Design for quality 
 DfL  Design for logistics 
 LCA  Life cycle analyses 
 FTA  Failure tree analyses 
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make that happen (e.g. educational needs, training needs, expert needs, acquisition 
of tools, organizational change)?  

•    Effi ciency —Is the proposed product effi cient to use? Is it tricky to use? Is it time/
resource intensive?  

•    Satisfaction —Will the users fi nd the use of the product more pleasant to use than 
what they experienced before the implementation? Will the users feel that the 
outcome is more effi cient? Will the use of the new product contribute to a better 
economical result for the individual, or will it reduce failure risks in any aspect?    

 Still another aspect of the usability of a product is that it should contribute to a 
barrier-free world for any user. This is called universal design, for which seven 
principles have been proposed (Story, Mueller, & Mace,  1998 ):

    1.    Equitable use   
   2.    Flexible in use   
   3.    Simple and intuitive   
   4.    Perceptible information   
   5.    Tolerance for error   
   6.    Low physical effort   
   7.    Size and space for approach and use    

  To fi nd a functional design that takes into consideration the different usability 
aspects, the systematics of BAD, PAD, MAD and CAD has been shown to produce 
good results. Brain Aided Design (BAD) means thinking of a different abstract 
solution. Pencil Aided Design (PAD) means sketching. MAD means making a 
model in as simple a way as possible. PAD, MAD and CAD were terms that were 
used in the early 1990s in the architecture department of Chalmers University of 
Technology in Sweden (Branzell,  1995 ). At that time, creative methods, such as 
brainstorming, were much discussed to solve problems. In order to include indi-
vidual creativity, BAD was proposed as an addition to the PAD-MAD-CAD chain 
(Ottosson,  1995 ). 

 Figure  16.7  explains the abbreviations, as well as the recommendation to start 
the work at an abstract and wholeness level and then to proceed to the detailed and 
concrete level. The order in which the different activities are carried out is  dependent 
on the products to be developed, the newness desired, time limits and other issues. 
The end result is a model, and with additional information, it can be called a product 
concept.

   If the optimal order of the priorities when developing a new product is to satisfy 
the users/use, the society and the business, DfU must be addressed fi rst, after which 
the other DfXs can be integrated step by step. Figure  16.8  shows an illustration of 
the steps to be taken for the development of a mechanical product. As shown in the 
fi gure, new development must always be checked against DfU so that the usability 
is not hampered.

   In contrast to what is generally taught—that all demands must be set before 
commencing with the creation of a concept—we have found in industrial and stu-
dent projects that a faster and less risky way is to start only with one primary and 
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two or three secondary demands and then proceed with creating concepts and 
solutions to satisfy them (Ottosson,  2004 ). When one or more of the concepts and 
solutions have been found, more demands can then be added for each of them. 
These demands can result in the necessity to fi nd new solutions. If a solution does 
not hold in the test and evaluation phase, it is stopped from further development, 
and documentation is made of the fi ndings and experiences. We have found that 
using this principle in practical work, which is shown in Fig.  16.9 , the work can 
go ahead at a high speed, resulting in a fi nal concept and a solution that are both 
well documented.

  Fig. 16.8    An example of the order in which a new mechanical product can be developed to obtain 
an optimal result that satisfi es many different demands (Ottosson,  2009 )       

  Fig. 16.7    To fi nd a functional solution from a wish, different steps are needed (Ottosson,  2009 )       
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       Innovation Theory 

 The term ‘innovation’ is apparently derived from the Latin ‘novus’, which means 
new or young or novel. Unfortunately, there is no single, accepted defi nition of the 
term ‘innovation’. Historically, innovation was defi ned as the introduction of new 
elements or a new combination of old elements in industrial organizations 
(Schumpeter,  1934 ). Thus, his focus was on the actual new ideas or inventions but 
not on the realization of them. Later Kanter ( 1983 ) defi ned innovation as the process 
of bringing any new, problem-solving idea into use. 

 In our times, the terms ‘innovation’ and ‘sustainability’ have both become buzz-
words, with no single defi nition. In general, ‘innovation’ is a positively loaded term 
that brings hope in diffi cult times for actors in the private sector, the public sector 
and the idealistic (non-profi t) sector, as well as for the whole economies. However, 
it is seldom explained in terms of how to create successful innovation. Even more 
unclear is how to develop ‘sustainable innovations’ although we might have an intu-
itive feeling that the expression refers to the development of something good. 

 According to conventional understanding, ‘innovations’ (independent of a defi ni-
tion of the term) are only done in the private sector (Mulgan,  2007 ). However, in 
reality, they have often been and are being developed in the public sector or in the 
idealistic (non-commercial) sector. For example, from the public sector, we have 
gained the Internet (CERN), the World Wide Web (DARPA) and the new teeth and 
prostheses made with titanium (Gothenburg University). In the idealistic sector, dif-
ferent open-source solutions have been and are being developed frequently. When 
the new solutions in these sectors mature, they often ‘migrate’ into the private sector 
to become commercial products. This might be why we perceive innovations as 
something emerging from the private sector. 

 Thus, innovations are and must be created and developed in all three sectors, 
although the aims of the work differ. For the private sector, the main aim is to create 
a sustainable profi t. For the public sector, the main aim is to give better service to the 

  Fig. 16.9    The concept development is an iterative process in DPD™ (Ottosson,  2009 )       
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people in the society. For the non-commercial sector, the goal is often a better world. 
All of these activities may encompass a local or global scale. Figure  16.10  shows 
these aims for the three sectors, which are strongly connected to USB in Fig.  16.3 .

   If we think of ‘innovation’ as a substantive—the end result of a long development 
project—the mission of an ‘innovation project’ is to carry out all its activities on a 
micro level in an organization in order to develop, market and sell a new product 
and/or service with the aim that it will be used or consumed. Today, the selling price 
is often zero, especially in the non-profi t sector. An ‘innovation process’ includes 
the work done following this system, led by the innovation project team of an 
entrepreneur. 

 Simply stated, the entrepreneur is like the spider in the innovation process web, 
in which the sales personnel and market developers must be closely related to the 
potential customers, while the product developers—and supply chain developers—
must be closely related to the users and consumers of the products being developed 
(see Fig.  16.11 ). Thus, an innovation project is an example of a complex, adaptive 
social system, encompassing a number of interrelations.

  Fig. 16.10    Innovative 
work in different sectors 
has different aims 
(Ottosson,  2009 )       

Sales- & 
market developers

Customers

Developers &
suppliers

Users, 
consumers,

patients, etc.

Entre -
preneur

  Fig. 16.11    Innovation development takes place in a complex adaptive social system (Ottosson, 
 2009 )       

 

 

S. Ottosson et al.



205

   In general, projects are set up to make something unique. Performance demands, 
cost limits and completion dates are normally set before the project begins. 
Innovation projects differ from other projects in that they often determine the 
demands from trial and error, they have no clear fi nishing dates or rolling cost lim-
its, and they can receive income from the sales of the new products. 

 A short defi nition of an innovation covering all sectors of the society might be 
(Ottosson,  2013 ): 

  A more comprehensive defi nition of an innovation, based on the short defi nition, 
is that it is a new product (i.e. goods, services and/or information) that has been 
bought or adopted and has been taken in use. Thus, a new product that has not been 
bought or adopted is not a new innovation. A new product that has only been 
acquired but has not been used is also not a product innovation. Note, however, that 
‘acquiring’ should be understood here in a wider perspective than just an immediate 
payment of money. For products/services that are given away free of charge, these 
products/services are often meant to generate other benefi ts sooner or later, such as 
revenue, contacts, membership, publicity or information. 

 ‘Adoption’, in the defi nition, means that the product is stored, used or used up/
consumed (see Fig.  16.12 ). Although it may sound strange, end users can be (human) 
users or consumers, animals or machines, among others. To make sure the products 
under development become ‘good enough’ in terms of hard and soft values, the 
product developers need to collect relevant information about their use, both before 
and during the entire development process.

   A buyer’s/customer’s decision to acquire a product is dependent on many 
things, such as which buyer category the customer belongs to, the customer’s pres-
ent and/or future need of the product, the solution(s) offered by the product, the 
customer’s emotional value of the product, the total price of the product during the 
time it is in the customer’s possession and use, the fi nancial situation of the customer, 

Innovations are new products and/or services that have been “sold” and taken 
in use in a local geographical market.

by
that has been 
acquired by a

Citizens
Businesses
Governments

New 
solution

An innovation is a -

and 
which 
is

goods
service
information

adopted
stored
used
used up

users
consumers
machines
animals
etc.

  Fig. 16.12    A wider defi nition of demands on an innovation (Ottosson,  2009 )       
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the estimated further sales price or the positive or negative value of it at the time of 
its disposal. The marketers, as well as the sales people, can ‘educate’ the customers 
and users to buy/use sustainable products.   

    Refl ections 

 The Brundtland Report and all the various papers and articles that have been written 
on the subject of sustainability seem to have had the goal of defi ning the term. The 
Natural Step has carried the focus forward to ‘down to action’. Therefore, a ques-
tion is if Dynamic Product Development (DPD™) can satisfy the different views of 
sustainable product development. 

 As each innovation is unique, each innovation project needs a unique business 
idea or a unique set of ideas to be sustainable at different levels. Figure  16.13  shows 
how different views on sustainability can be used as inputs in DPD™, in order to 
guide product developers to develop sustainable products. The time component is 
then integrated into the term performance-cost-time (PCT), setting the boundaries 
of most development projects. Thus, DPD™ seems to be a useful match between 
different views on what sustainable innovation is and how to develop them.

   Neither ‘sustainable development’ nor ‘innovation’ is a well-defi ned term. To 
describe  what  ‘sustainable innovation’ is and  how  it is developed, the following 
defi nitions are proposed.  A sustainable solution  is a solution that has been devel-
oped to be a long-lasting, environmentally responsible solution for the provider (the 
business), the society and the users.  An innovation  is a new solution that has been 
‘sold’ and is used by more than one user or that is used in at least one-use situation. 
 The innovation process , carried out as  an innovation project , contains all stages 
from idea generation, development (R&D) and commercialization to an imple-
mented solution on the market.  

  Fig. 16.13    The DPD™ principles are well positioned for the actual development of sustainable 
new products, forming the base of new innovations       
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    Conclusions 

 We now need to focus on  how  to develop new sustainable innovations, for which the 
product development is the most important aspect. It has been found that Dynamic 
Product Development (DPD™) is a model that satisfi es the various defi nitions of 
sustainability that have been proposed. 

 The result of a product development project is based on the product developer’s 
knowledge, experience and ability. The leadership of an entrepreneur (or intrapre-
neur) is vitally important to the level of sustainability of an innovation. Therefore, 
product developers and entrepreneurs need to be educated in a broader perspective 
than that which is common in the technical fi eld today. Product developers must 
also be monitored in their actual work situation in order to prevent the marketing of 
new products that are not sustainable. This, in turn, calls for a similar broader per-
spective in management education.   
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    Chapter 17   
 A Conceptual Model of the Relationship 
Between Aligned Innovations and Sustainable 
Development for Project-Based Organizations                     

     Rasha     Abou     Samra      and     Khaled     Shaalan    

    Abstract     This paper is a critical review of the conceptual models that are developed 
in the area of fi nding motivators behind different parties’ alignment to implement 
innovation and to develop more sustainable projects. Different parties always have 
diversifi ed interests. The alignment of those parties has to have drivers, but at the 
same time it has also challenges. Investigations of drivers and challenges will facili-
tate better achievement of sustainable development goals. Alignment of organiza-
tional projects creates new opportunities in the market for those projects. The second 
part of this research paper presents a conceptual model architecture. This model is 
explaining inhibitors and reinforcements for having innovative projects. The model 
shows that innovative projects have certain characteristics. The purpose of innova-
tive projects in this research is alignment and resources optimization for better sus-
tainability. The main goal of the research is providing an approach for best practice 
of achieving sustainability among innovative projects.  

  Keywords     Innovation   •   Sustainable   •   Development   •   Alignment  

      Introduction 

 Innovations are the short-term monopoly providers. The best exit the company can 
take to escape the sever competition is the innovation exit gate. The organization is 
dominating its channels of distribution, new segments of customers, and patents for 
a certain period of time that is enough to make a good profi t. The market share is the 
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goat of the fox in the market. Monopoly is having all the market profi ts for a certain 
period of time. Repeating this monopoly is made by repeated successful commer-
cialized innovations. This study attempts to investigate the challenges and drivers 
behind aligned innovations and how these innovations can serve the sustainable 
development targets of the society. Many factors are interacting with each other to 
achieve a successful aligned innovation. The manager, team, culture, level of trust, 
and commitment to the new alignment are all important factors. The failure of the 
innovation is commonly not because of the scarcity in ideas. It is usually because of 
the mismanagement of those ideas. The environmental infl uences may represent a 
barrier in front of the successful achievement. The more sub-ideas are involved in 
the innovation, the more successful it will become. Capabilities are dynamic not 
static. More dependency is on organic organizational structures rather than on 
mechanistic structures for better innovations. High connectivity and knowledge 
sharing are key factors for sustainable development innovations.  

    Innovation from a Project Management Perspective 

 Innovation is taking something new (Tidd,  2001 ) and living and breathing outside 
the box (Nicholls & Branson,  1998 ). Innovation is the sign of competitiveness 
(Bessant & Tidd,  2011 ), continuous improvement (Dulaimi & Kumaraswamy, 
 2000 ), and seeking differentiation (Harrison, Rouse, and Amabile  2014 ). In the 
Romanian context, Tomescu, Bucurean, Abrudan, and Rosca ( 2004 ) found that the 
organizational capacity to innovate depends on the quality of its human resources, 
having a proactive management style, openness toward innovation by the manage-
ment team, a reward and recognition system, research infrastructure availability, 
and the fi nancial resources allocated for innovation. The customer is always of 
greater value (Cardwell,  2013 ). The innovation’s ability to provide a higher value to 
its customer is its price (Mayer,  2006 ). The goal of the innovation may suffer from 
incompatibility (Dulaimi et al.,  2005 ) which may cause a failure during the innova-
tion project management (Mayle,  2006 ). New projects in the market are made to 
gain profi ts (Smith & Yousuf,  2012 ). The idea is that those projects’ originality of 
innovations may lead to short-term monopoly in the marketplace. The expected 
profi t that may come to the organization before other competitors are able to imitate 
its innovations is a case of market short-term monopoly. There is a link between the 
innovation’s monopoly on one side and the need to the project, the problem this 
project can solve, and the opportunities available in the market for this project on 
the other side. Furthermore, the innovative organization is learning and searching 
for new ideas (Dulaimi & Ang,  2009 ); the customer also is learning, searching, and 
comparing among competitors (Jamali & Sidani,  2008 ). The organizational internal 
role in tracking comparisons from the customer’s point of view is a rich source of 
innovative ideas (Armstrong & Foley,  2003 ). Having customers play a role in 
launching new innovations is important especially if those customers are represent-
ing different market segments. This enables the innovative organization to have its 
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honest market ambassadors (Dulaimi et al.,  2010 ). Having the highest quality, being 
very fast, and being very cheap is a mixture that has inputs from internal customers 
and external customers as well (Besterfi elds et al.,  2011 ). Even if the mixture is 
radically changing, assuring that it is the customer who is willing to buy motivates 
the multifunctional team to maintain competitiveness. Even if this innovation 
requires a radical change such that signifi cant parts of the organization have to 
change, the decision will be taken for better marketing positioning and for better 
marketing differentiation (McCaffer & Edum-Fotwe,  2000 ). Scientists of innova-
tion are tracking the types of changes that happen in the market (Freeman & Capper, 
 2000 ). One example on those radical changes due to innovation is the innovation 
made by Nokia. The company is changed dramatically in order to stay competitive. 
It started in forest-cutting business and moved to paper, then to a “paperless offi ce” 
of IT, and fi nally to mobile phones (Dulaimi et al.,  2010 ). New knowledge, new 
technology, and competitors’ strategies are reasons for innovation discontinuity. 
The speed of innovation is an important factor for facing those challenges (Mayle, 
 2006 ). Innovations always grow from something else that exists (Cardwell,  2013 ). 
This is related to the available knowledge assets (Weir, Huggins, Schiuma, & Lerro, 
 2003 ). Originality of innovation is mainly the problem to be solved. It is where we 
have to create new knowledge. In many cases the innovative solution of a certain 
problem is only a change in the way of using something that already exists in the 
market. Many innovations need supplementary sub-innovations to succeed. A new 
idea will not grow unless new supplementary modifi cations are innovated to support 
its success. Supplementary modifi cations come from stakeholders of the innovation 
project, or they may come from thinkers who belong to different analogies (Freeman 
& Capper,  2000 ). This interprets the fact that 60 % of R&D innovations are market 
failures (Dulaimi et al.,  2010 ). Innovations are shifting the multifunctional team 
from the comfort zone to a new discomfort zone but not necessarily to more com-
plexity. New knowledge may lead to higher levels of simplicity (Smith & Yousuf, 
 2012 ). The innovation may take the form of replacing complexity by simplicity if it 
is desired by the customer (Handy,  1999 ). The manager of the project has to move 
the innovation through a quick gradual process of reducing the uncertainty and 
increasing the commerciality by supporting the innovation with more sub- 
innovations (Hargadon & Sutton,  2000 ), facilitations, feedback loops, and knowl-
edge sharing (Arumugam, Antony, & Kumar,  2013 ). This way of thinking will 
balance the relationship between progressing with the risk of failure and stopping 
with the risk of missing the opportunity (Dulaimi et al.,  2010 ). The multifunctional 
team’s job at gradual stages will be represented in providing different rephrasing of 
the problems (Hofseted & Hofstede,  2004 ), solutions (Kotler & Schlesinger,  1979 ), 
and the “know how” (Smith & Yousuf,  2012 ). This represents a process of new 
knowledge creation. The alignment between the multifunctional team and the smart 
customers will increase the commerciality of the product innovation (Andreeva & 
Kianto,  2011 ). This is opposing the fi ndings of Goldenberg in 1999 that showed that 
newness to the fi rm is correlated with failure rather than success. Knowledge shar-
ing with customers plays a great role in avoiding failure sharing (Grey,  2014 ). 
Project managers play the role of project champions when they take the decision to 
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actively promote the progress of the innovation through its critical stages (Lane & 
Lubatkin,  1998 ). Nam and Tatum in 1992 found that the ideas are available, but the 
decision and the environmental infl uences are the controlling variables. The infl u-
ence of the project manager on the important players in his/her project is a strategic 
goal that enables the PM to succeed (McKenna,  2012 ). Innovations provide the 
organization with the reputation of pioneers and the early learning curve benefi ts 
(Brix & Lauridsen,  2012 ). The innovators can create barriers to the entry of new 
competitors like design, patents, and standards (Cardwell,  2013 ). The innovators 
can dominate the new supply and distribution networks (Dulaimi et al.,  2010 ). The 
conclusion is that there is a need to study the challenges and driving forces for hav-
ing innovative projects. It is also important that those projects work on innovations 
continuously without harming environmental resources. The resources optimization 
as well as better market opportunities can be better achieved by projects’ alignment. 
The drivers and the challenges of alligned innovative projects are discussed in the 
following lines.  

    Drivers and Challenges of Projects Alignment 

 This study assumes that one of the important drivers behind project alignment is the 
buyer-seller relationship. Boeck and Fosso Wamba ( 2008 ) found that cooperation in 
the supply chain is defi ned by the desire to make shared supply chain projects. The 
relationship between the organization and its supplier must not be a win-lose rela-
tionship (Ergano et al.,  2001 ). Both must work together cooperatively in a win-win 
relationship style to fulfi ll the needs of the end user (Patterson et al.,  2009 ). Even if 
they want to innovate and introduce a new product to the end user, they must cooper-
ate to teach the end user the new need and to make sure that the needed supplies for 
introducing this new innovation are available and under control (Schein,  2010 ). A 
win-lose alignment will minimize the level of trust that represents one of the align-
ment drivers (Stelling et al.,  2006 ). Even the length of the relationship among aligned 
projects will be negatively affected by having a win-lose type of relationships. If 
parties of alignment believe that the competitive position they have before alignment 
will be improved after alignment, this will lead to synergy among them and will 
enhance the success of this alignment. The researchers assume that the creation of 
technological bridges among organizational projects will reinforce the optimization 
of the benefi ts of organizational fl ows. This assumption matches with the fi ndings of 
Boeck and Fosso Wamba ( 2008 ). They mentioned that the digital economy links 
will lead to a more competitive performance. As a conclusion researchers think that 
performance competitiveness may represent one of the main criteria for measuring 
the effi ciency of project alignment. Each partner in the relationship wants to make 
sure that the other partner will uphold obligations and will act in the best interest of 
the other partner(s). This kind of relationship is known as the level of trust among 
partners as found by Palmatier, Dant, Grewal, and Evans ( 2006 ). The level of trust is 
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a driver if it is high enough among partners to go for the alignment choice. 
Researchers assume that the organizational culture plays a great role in creating 
higher levels of trust among partners. Another factor is the interaction between the 
level of trust and the expectations of partners of the aligned projects. Projects are 
built to fulfi ll a need, to solve a problem, or to make use of an opportunity. The 
cooperation variable was defi ned by Palmatier et al. ( 2006 ) by the willingness to 
undertake complementary actions to achieve mutual goals. Fulfi llment of needs is an 
example of projects’ goals. If the alignment took place among projects that have 
homogeneous segments of customers’ needs, it will facilitate creating mutual trust 
among aligned parties. In order to be able to reach that point, the aligned parties will 
need an effective fl ow of information among parties. Loops of information sending 
and receiving are one of the basic needs in achieving a mutual understanding of the 
alignment. Building the aligned project structure will last as long as all parties are 
cooperating to fulfi ll the customer’s needs. We always perform the marketing job in 
order to build long strong relationships with customers; hence, we expect that the 
alignment will not be able to build a long relationship with customers unless the 
alignment itself is built for a long-term commitment among parties. However, there 
are some projects that have short-term goals in certain markets as a marketing strat-
egy. We would say that the length of the relationship will largely depend on the type 
of strategy used by the aligned projects. The mutual trust and benefi ts are positives 
of the alignment. On the contrary Walter, Helfert, and Müller ( 2000 ) found that there 
are mutual sacrifi ces regarding all aspects of the relationship. Each party will com-
pare between the trade- off benefi ts and sacrifi ces of the alignment. If benefi ts are 
expected to be larger than the expected alignment sacrifi ces, then the party will take 
the alignment choice for a better competitive position. The researcher expects that 
this will greatly depend on the power structure among parties. The interdependence 
and the power imbalance play an important role in one party’s ability to infl uence the 
other party to do or accept something it normally would not accept or do (Anderson 
& Weitz,  1989 ). As such the criteria of the alignment success will depend on the 
expectations of the dominant party in the fi rst place (Gratton,  2007 ). Another factor 
here is that the dominant culture of the new aligned projects will be more affected 
by the party that has the higher level of power in the relationship. It is expected that 
the party with less power will have more behavioral and organizational modifi ca-
tions to meet the needs of the other party (Brennan, Turnbull, & Wilson,  2003 ). If 
the difference in the level of power between aligned parties is too big or too small, 
then it will be expected to have dysfunctional confl icts in the aligned projects. 
Keeping moderate levels of power difference will increase the functional confl ict 
rather than the dysfunctional one (Abousamra,  2002 ; Palmatier et al.,  2006 ). Another 
driver for alignment is that having new ideas from other specializations may lead to 
a higher degree of novelty in the innovation which leads to better monopoly domi-
nance in the market at the beginning of launching the innovation. Remember the 
case of thinking of producing artifi cial arms and legs for people who had lost their 
arms or legs. The idea of having a new specialization that mixes between medicine 
and engineering in what we call medical engineering specialization is a good 
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example on novelty of the innovation. The idea is that we have to get out of the 
“specialization” box and merge our box with other “specializations” boxes in order 
to fi nd an innovation with a high degree of novelty. Co-creation of ideas will lead to 
economies of scope (Møller,  2008 ) by using similar processes to deliver a set of 
innovations. The critical factor in the co-creation strategy is the matching relation-
ships between customers and suppliers. An important challenge is fi nding the align-
ment partner that has the acceptable level of trust between top managers, relatedness 
of partner businesses, complementary resources, access to links with major common 
buyers, reputation, sharing of fi nancial risk, and access to a distribution channel. If 
those aspects are available, then they may be transformed into drivers. The past 
experience with the partner and the access to labor common culture are also chal-
lenges. A good, strong driver is knowledge sharing through technological tools. The 
fi rm size of the partner also is a challenge. Hot spots also are drivers behind success-
ful alignment (they mean cooperative mindset × boundary spanning × igniting pur-
pose × productive capacity) (Dulaimi et al.,  2010 ; Hammuda & Dulaimi,  1996 ; 
 1997 ). An intellectual capital, emotional capital, and social capital are engaged in a 
reinforcing cycle for alignments. Alignments between organizations and their proj-
ects are affected by both the clarity of roles and responsibilities of the participating 
organizations and the governmental cross-boundary information sharing. The fi rst 
factor is affected by three variables: exercise of authority, diversity of participating 
organizations and their goals, and past experiences. Scope management, cost man-
agement, and human resources management are challenges that hinder the success 
of the project alignment.  

    Market Opportunities Created by Aligned Innovations 

 The marketing department is one of the drivers behind launching new innovations. 
The literature revealed that the marketing department has soft tactics and hard tac-
tics for infl uencing the development of new products (Gima & Li,  2000 ). Soft tac-
tics may be represented in the information exchange with decision makers, 
providing recommendations, requests, or taking the support from other departments 
by forming coalitions. Hard tactics may include a legalistic plea, upward appeal, 
and persistent pressure on the decision maker to start developing the innovation. 
The infl uence of the marketing department was found to be moderately high (Tidd 
& Bessant,  2013 ), and the use of soft tactics is more effective than the use of hard 
tactics. It is obvious that the marketing department itself may need to make an 
alignment with other departments to get the needed support (Ulrich & Eppinger, 
 2011 ). A previous research in the Chinese context found that there is interdepen-
dence between the marketing department and the R&D department in new product 
development projects (Gima & Li,  2000 ). Innovations are related to higher market 
shares and better profi tability. It is also linked to retaining talented staff. Innovation 
is leaving the comfort zones to other new uncertain zones (Microsoft and Apple on 
TVs). To motivate the project staff to leave their comfort zones and to shift to the 
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uncertain ones, there has to be some dynamic capabilities (Güttel & Konlechner, 
 2007 ). Guttel and Konlechner from Vienna found that dynamics are needed to gov-
ern the ratio between exploration (e.g., R&D and product development) and exploi-
tation (reengineering and replication). They found that there must be some cultural 
and structural mechanisms to enable simultaneous exploration and exploitation. All 
these aspects lead the researchers to consider the internal innovators as internal 
customers for each other in a certain structure. This structure includes customers of 
ideas and semi-fi nalized innovations. The customer-supplier internal relationships 
enhance the feeling of self-worth and reinforce the innovation climate.  

    Contribution of Innovation in Achieving Sustainable 
Development Goals 

 Sustainable development (“SD”) is about “making individual well-being rise over 
time” (Dulaimi et al.,  2010 ). The innovative ideas may be affected by the social 
categorization within the innovation team. This categorization affects the use of 
knowledge diversity within the team (Paletz & Schunn,  2010 ). In the Tehran Oil 
Refi nery Company, it was found that organizational trust affects the organizational 
product innovativeness, process innovativeness, behavioral innovativeness, and 
strategic innovativeness (Golipour, Jandaghi, Mirzaei, & Arbatan,  2011 ). Sustainable 
development values are the same, but the conditions needed to achieve it are not the 
same. Sustainable development is related to the ability to compete globally (Abu 
Dhabi Executive Council Policy 2007–2008). Transparency, accountability, more 
effi ciency, more excellence, and competition for talents are all drivers for engage-
ment in sustainability innovations. Meeting the present needs without negatively 
affecting the future needs is an equation that explains the importance of the engage-
ment in the SD innovations as soon as possible.

   Sustainability management is the integrated and systematic management of economic, envi-
ronmental and social performance in a way that maximizes benefi ts for both the business 
and stakeholders. (Dulaimi et al.,   2010  )  

   Innovations need knowledge, and SD needs a knowledge-based economy. The 
governmental effort to reach a knowledge-sharing system is a chance to enable 
innovations to achieve SD. Innovating new methods of resources optimization is a 
form of SD. Mayle ( 2006 ) found that innovations are either customer driven or cri-
ses driven. This means that in both cases there are better life objectives coming 
through the new project development (Iman Assalama, 2009).  

    Conceptual Model for Achieving Sustainability Innovations 

 Based on the literature review and critical analysis in the fi rst part of this research, 
researchers designed the following conceptual model for sustainability innovations 
(Fig.  17.1 ).
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Fulfillment of 
current needs

Project 
development 
methods are 

based on 

• with positive effects 
on future needs 

• with economic 
optimization of 
resources of 
stakeholders of 
alligned projects

• better life objectives -
less crises and higher 
quality of life 

• reinforcing contextual 
supportive cultures 

Innovation from project 
perspective 
•motivated multi-functional and 
multispecialization teams toward 
openness

•originality of addded value for 
continuous redifferentiation 

•engagement of customers for 
creating new assets of knowledge 

•increasing the power of pioneers 
•supporting sub-innovations by 

stakeholders analogies  
•rephrasing the "know-how" 

through using knowledge sharing 

Drivers of project 
allignement 
•level of knowledge sharing 
•buyer-seller relationship
•win-win allignement with 

suppliers 
•hot spots  and technological 

bridges 
•unifying length of strategies for 

allignment restrategizing purposes
•optimization of benefits for 

alligned projects for better 
competitive positioning 

•increased efficiency through time 
•linking level of trust with 

expectations 
•serving homoginuous customer 
needs

Inhibitors of Project 
Allignment  
•conflict due to the power 
imbalance (high gaps or no gaps ) 

•perception about less benefits and 
more trade-offs

•projects' sizes imbalance "high 
gaps or no gaps" 

•weak reroling 
•high levels of diversity in goals, 
past  experience, cost, scope, and 
HR. 

•weak influence of marketing on 
tactics used 

•lack of cooperation between 
marketing and production units of 
the alligned projects. 

  Fig. 17.1    Conceptual model of achieving sustainability innovations       
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   In this fi gure researchers show how innovation from project perspective is posi-
tioned among a group of factors. Some of those factors are drivers for alignment and 
others are inhibitors. Then the fi gure shows how aligned innovations can lead sustain-
ability innovations. Sustainability innovations include having fulfi lled needs without 
harming the fulfi llment of future needs. It also includes developing new methods to 
build the needed contextual culture and to achieve a better life for future generations.  

    Conclusion 

 This paper conducted a critical review of the drivers and challenges of innovation 
projects’ alignments. A challenge for having sustainable development- aligned inno-
vations is needed. This challenge may be the benchmark, the customer problems, or 
a crisis. The driver for having a sustainable development- aligned innovation is also 
needed. The driver may be represented by the availability of capabilities, an innova-
tion champion, an innovative climate, or a high-connectivity technology. The sup-
port of the top management and the government is essential for success. Managers 
of projects must put the innovation as the sixth condition of the SMART goal. The 
innovation is the green card to rapid profi ts’ achievement. Training on creative 
thinking and building the human skills of innovation must be continuous and must 
lead to a competitive advantage for the organization. Achieving this competitive 
advantage on the level of the whole world must become the target of the organiza-
tion that wants to achieve sustainability and to survival. Researchers initiated a con-
ceptual model for their understanding of reinforcing and inhibiting factors affecting 
the innovative alignment among project based-organizations. 

 We recommend that the sustainable development projects start with the align-
ment between the needs and the problems of customers. The kind of problem the 
customer has determines the kind of needs she/he will feel. The alignment projects 
between suppliers and their organizations and between those organizations and their 
customers are great sources of sustainable development innovations. Furthermore 
we recommend to take the common criteria that determine the drivers and chal-
lenges of alignment within the UAE and to measure their existence percentages in 
different contexts of the country. This kind of research will facilitate removing the 
barriers among different contexts in the future and establishing more successful 
alignment innovations.   
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    Chapter 18   
 Project Manager Roles in Software 
Information Systems: Case Studies 
from Jordan                     

     Abdallah     Qusef      and     Jalal     Kiswani    

    Abstract     In the traditional software development life cycle (SDLC), the project 
management theory assumes the involvement of project manager in every phase of 
the project with all parties. However, this will not be always possible because of the 
variation of software projects based on the project size (small, medium, and enter-
prise), which affects the project constraints of cost, time, and scope. In this paper, 
we take real-life case studies of successful projects in Jordan to be classifi ed based 
on many factors, and then, we defi ne the responsibilities of the project managers in 
every class based on those case studies.  

  Keywords     Software project management   •   Software development life cycle  

      Introduction 

 Many people and organizations today have a new interest in project management. 
Until the 1980s, project management primarily focused on providing schedule and 
resource data to top management in the military, computer, and construction indus-
tries. Project managers must strive not only to meet specifi c scope, time, cost, and 
quality goals of projects, but must also facilitate the entire process to meet the needs 
and expectations of people involved in project activities or affected by them. 

 Many of the theories and concepts of project management are not diffi cult to 
understand. What is diffi cult is implementing them in various environments. Project 
managers must consider many different issues when managing projects. In this short 
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paper, we work on classifying software projects based on a proposed taxonomy, 
which is more discussed in the following section. Every class was then character-
ized, its main constraints that affect the success of such class were identifi ed, and an 
appropriate case study for successful projects that matches the same level of the 
project was selected. The next step was to study the selected case in terms of the best 
approach of managing the project and how the responsibilities were set to project 
managers to achieve the project goals. The rest of paper is organized as follows: 
section “Proposed Classifi cation of Software Projects” presents the proposed clas-
sifi cation of software projects, while sections “Small-Size Projects”, “Medium-Size 
Projects”, and “Enterprise-Size Projects” discuss the different project management 
roles depending on proposed classifi cation. Finally, section “Conclusion and Future 
Work” summarizes our conclusions and future work.  

    Proposed Classifi cation of Software Projects 

 Unlike projects in many other industries, IT projects can be very diverse. Some 
involve a small number of people installing off-the-shelf hardware and associated 
software. Others involve hundreds of people analyzing several organizations’ busi-
ness processes and then developing new software in a collaborative effort with users 
to meet business needs. Because of the diversity of IT projects and the newness of 
the fi eld, it is important to develop and follow best practices in managing these 
varied projects. That way, IT project managers will have a common starting point 
and method to follow with every project (Mellisa & McGreogr,  2000 ); the authors 
defi ned what makes a software project small based on four factors; the develop-
ment, organization’s size, quality attributes, and personnel interactions. Building on 
this, Table  18.1  shows classifi cation of software projects was based on: project 
complexity, development organization size, quality attributes, personnel interac-
tion, and SDLC process, estimated lines of code, and project duration. In project 
complexity, the main focus is on the complexity of the domain knowledge required. 
For example, a project is said to be small when it does not require a domain special-
ist in the business analysis phase of the project. Rather, the analysis is conducted 
through a traditional process with stakeholders or through a simple research.

       Small-Size Projects 

 Based on the taxonomy in Table  18.1 , the main characteristics of small-sized proj-
ects are the low need of domain knowledge, along with relatively short period of 
project, and where the client budget is very limited. For this size of projects, we 
select three case studies developed in Solid-Soft Company 1 , named Smart-UMS, 
Smart-Sharia Audit, and Smart-Lottery. The scope of Smart-UMS is to integrate 

1   http://www.solidsoft.jo/LTR/products.xhtml 
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Smart-UMS with the legacy registration system of Hiteen College (HC) in Amman- 
Jordan to be able to produce all the required reporting ad data from the legacy sys-
tem and UMS through unifi ed system. Smart-UMS was developed, implemented on 
time and within the budget, and is running in production since March 2008. The 
Smart-Sharia Audit is a web-based application that automates all the audit pro-
cesses to ensure that all the internal processes are complaint with the Islamic sharia 
rules governed by the central banks of the countries applying sharia-audit rules. 
This project has been designed and implemented in Jordan Dubai Islamic bank. The 
last project (i.e., Smart-Lottery) is a prize draw management system that automates 
the process of draws from the basic confi gurations to the detailed dynamic confi gu-
rations of offi cial draws mainly for the banking industry. Smart-Lottery is currently 
implemented in Oman Arab bank. 

 The main constraints for all above projects were budget and time and implemen-
tation issues. In particular, implementing the above systems using a full SDLC cycle 
was impractical because it will increase the cost and duration. Thus, the solution 
was to assign the project to a full-stack-developer, a technical person with extensive 
experience in delivering full software solutions with minimal supervision from top 
management and support from other senior team members. The full stack developer 
is able to act in every phase of SDLC; however, the SLDC in such case was informal 
and implemented only as required (e.g., the analysis phase was only about 20 % 
without any offi cial documentation of SRS or any other scope documents). 

 In this type of projects, the PM responsibilities almost based on project coordination 
between the full-stack developer and the client, including visits and arrangements, 
and there was no formal PM deliverables like project charters, project plans, status 
reports …etc. The coordination of the different phases through the project manage-
ment cycle ensures that all areas of the project come together to deliver the project 

    Table 18.1    Proposed taxonomy of software projects   

 Criteria  Small  Medium  Enterprise 

 Project complexity  Simple domain knowledge 
required 

 Partial domain 
knowledge 
required 

 Complex domain 
knowledge required 

 Quality attributes  Less need and 
involvement of quality 
attributes (such as 
reliability, security, and 
performance) 

 Not all quality 
attributes are 
always 
implemented 

 Mandatory need of all 
quality attributes 

 Personnel 
interactions 

 Informal communication 
and shallow management 
structure 

 Formal communication 
and hierarchical 
organization structure 

 SDLC process  Informal and not full  Formal and supported 
with management 
methodologies for the 
development organization 

 Duration  2–5 months  6–12 months  More than 1–3 years 
 Design and software 
architecture 

 Simple  Complex 
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to a successful conclusion. Based on these responsibilities of PM, this kind of proj-
ects doesn’t require long-expertise in PM, and Junior PM can do the job with mini-
mal super-vision from the management.  

    Medium-Size Projects 

 The main characteristic of such projects is complex scope, where most likely this 
type of clients does not have exact requirements or scope of work, which creates gap 
during the project execution. For this type of projects, we selected ETHIX-Net, 2  
which is E-Banking system owned by ITS (International Turnkey Solutions), a 
company based in Kuwait with more than 1500 employees distributed on many 
countries. In 2014, ITS decided to revamp the project to apply the latest standards 
based on Java EE technologies; the main objective of the revamp projects is to be 
fancy graphical user interface, with highly dynamic confi guration and parameter-
ization along with unifi ed development API’s and framework. 

 The main issues of ETHIX-Net project are requirements and architecture. The 
lack of clear and detailed requirements and requirements gap will lead to expensive 
cost of time and resources to recover the changes. The architecture is very critical 
in ETHIX-Net project; it starts by choosing the right technology, architecture, and 
design of the project; since the main issues with such project types are requirements 
and architecture, the solution was to allocate an experienced functional consultant 
in the project domain who was able to provide all the required details regarding the 
scope, and the second action was to outsource an experienced architect to handle 
the architecture, design complexity of the system, and to be the fi rst adviser for the 
technical team during the project development. Since this project was involving 
many resources with different seniority levels with relatively medium duration for 
project delivery (10 months), this project required a dedicated senior project man-
ager who was working with the teams on daily basis and was able to communicate 
effectively with the other related departments, top management. Communication is 
used to inform and educate the project stakeholders about the project objectives, 
risks, assumptions, and constraints. Project managers in the role of communicators 
take two functions: to gather information from project staff and other people 
involved with the project; and distribute the information to stakeholders.  

    Enterprise-Size Projects 

 The main characteristics of this type of projects are time, huge team, and the com-
plexity of the application in terms of number of components and subsystems that 
shall be integrated with each other in an effective way. For this type, the best to 

2   http://www.its.ws/EnUniversalBanking.cms 
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approach is a countrywide solution, so we selected PS-ECC. 3  PS-ECC is the fi rst of 
kind country-wide image-based check-clearing solution that is currently imple-
mented in seven countries. ECC has been developed by Progress-Soft Company, 
which is a Jordanian company that has been established since 1989 with focusing on 
the image-based solutions for the banking industry. 

 The main issues of ECC were the working hierarchy and the work coordination 
between different involved parties, along with creating unifi ed working structure for 
all the project components, with keeping the deliverables matching the scope which 
may change in any time since this domain is highly coupled with the regulations of 
high-level councils or boards. The development company has been able to address 
these issues by creating a clear job-hierarchy and organization chart. In particular, 
Progress-Soft established many departments like: design and architecture depart-
ment, quality assurance department, dedicated teams for the core development, and 
dedicated team for the integration projects. In addition, the company implemented 
a working mythology based on classical SDLC and agile processes and insured the 
centralization of the project critical decisions by technical-lead architect and lead 
project manager. 

 The role of lead project manager was to coordinate all the managerial activities 
between all parties along with taking the critical decisions and the tough communi-
cations with the external parties to be able to achieve the project objectives. In par-
ticular, project manager transmits the information to the external environment, such 
as the general public to gain support to the project.  

    Conclusion and Future Work 

 This paper explores an actual case study from Jordan in order to help the develop-
ment-organizations to select the best process and required resources to achieve proj-
ect goals. However, more case studies are needed to support the proposed 
classifi cation and more guidelines can be used as an input for modifying the current 
standard processes in developing organizations.   

    Acknowledgment   The authors would like to thank Dr. Muhanna Muhanna for his help and valu-
able ideas.  
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    Chapter 19   
 Divided We Fall: A Case Study of ERP 
Implementation Failure in a Middle Eastern 
Country                     

     Mahmood     Ali     ,     Lloyd     Miller     ,     Shoaib     Ahmed     , and     Salah     Abunar    

    Abstract     ERP system implementation allows organisations to integrate different 
departments working in silos, while allowing them to have real-time business visi-
bility and access to centralised information. ERP implementation is fraught with 
challenges and requires substantial resources and effort with no guarantee of suc-
cess. The study of ERP implementation is limited mostly to developed countries, but 
the need for ERP implementation in developing countries is growing. However, 
many organisations are reluctant to adopt ERP systems, due to lack of implementa-
tion experience and fear of a failed implementation. To improve our understanding 
of what may lead to implementation failure in developing countries, this study 
adopts a case study research methodology to investigate a failed ERP implementa-
tion in a Middle Eastern country, and the critical success factors (CSFs) which con-
tribute towards failure. The fi ndings identify factors, including country and 
organisational culture, lack of change management strategies, system choice, cus-
tomisation, and internal politics as contributing towards implementation failure. 
This study provides insights into the role of CSFs in ERP implementation failure in 
developing countries. The critical factors identifi ed, appear to be correlated, mean-
ing changes in one factor, will have an impact on another. The study provides organ-
isational guidance for planning implementation strategy, based on the role of CSFs 
during implementation. Further, by drawing on the fi ndings, we relate how an organ-
isation can better utilise and prioritise CSFs to avoid a failed implementation.  

  Keywords     ERP systems   •   ERP implementation   •   Middle East   •   ERP failure   • 
  Critical factors  
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      Introduction 

 Enterprise resource planning (ERP) systems, integrate different operational processes 
across an organisation, providing centralised information sharing, which could lead 
to increased productivity and profi tability. ERP systems have arguably become 
essential for companies in order to gain competitive advantages, such as cost reduc-
tions, integration of operations and departments, business process improvements, 
and increased effectiveness and competitiveness (Vlachos,  2006 ). These changes 
may provide an organisation with valuable competitive advantages, particularly 
where the competition has not adopted an ERP system (Yusuf, Gunasekaran, & 
Abthorpe,  2004 ). Despite the benefi ts of ERP systems, implementation is known for 
its complexities and frequent failures. 

 ERP systems have changed the way many organisations function. They are devel-
oped around best business practices, and require organisations to realign their business 
processes around the new ERP system, which often proves challenging. These chal-
lenges are such, the literature reports that 66–70 % of ERP implementation projects in 
developed countries failed to achieve all of their implementation goals (Carlo,  2002 ; 
Ehie & Madsen,  2005 ; Lewis,  2001 ; Shores,  2005 ; Ward, Hemingway, & Daniel, 
 2005 ; Zabjek,  2009 ). The literature reviewed points to lack of research in the area of 
ERP implementation failure in developed countries generally (Akkerman & Helden, 
 2002 ; Barker & Frolick,  2003 ; Gargeya & Brady,  2005 ; Scott & Vessey,  2000 ). 
However, research on ERP implementation in developing countries, in the Middle 
East in particular, is severely lacking. Several factors make the Middle East a unique 
environment to study, the most important being Baker, Al-Gahtani, and Hubona 
( 2007 ) suggestion that fi ndings from IT implementation (such as ERP systems) in 
developed countries are not necessarily applicable to developing countries. Following 
this suggestion, this study examines a failed ERP implementation in a Middle Eastern 
country, in the context of the role of critical success factors. Besides addressing the 
gap in knowledge, this research aims to identify and analyse factors, which require 
consideration and careful planning to achieve successful ERP implementations. 

 This paper is organised as follows. First, a review of the literature on critical success 
factors is carried out in section “Critical Success Factors”, followed by the organisa-
tion’s background in section “Organisational Case Study”. The decision to implement 
ERP system is discussed in section “ERP System Selection”. ERP system implemen-
tation and challenges are presented in section “Oracle Implementation Teams”. It is 
followed by a review of major critical factors contributing to failure in section 
“Implementation Failure and Lessons Learned”, and explaining failure and lessons 
learned in section “Conclusion”. Finally, some concluding thoughts are offered.  

    Critical Success Factors 

 According to Rockhart ( 1979 ), critical success factors (CSFs) are those key areas in 
which favourable results are absolutely necessary for a business to successfully 
compete. The process of identifying CSFs help to ensure those factors receive the 
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necessary attention required. Bradley ( 2008 ) states that in terms of ERP implemen-
tation, CSFs are those conditions that must be met in order for the implementation 
process to occur successfully. 

 The Literature suggests that signifi cant research in the areas of CSFs for ERP 
implementation is required. Indeed, Bancroft, Seip, and Sprengel ( 1998 ) identify 
CSFs for successful implementation as top management support, the presence of a 
champion, good communications with stakeholders, effective project planning, re- 
engineering business processes, and including a business analyst on the project 
team. Similarly, Bingi, Sharma, and Godla ( 1999 ) identify CSFs they consider must 
be understood to ensure implementation success, including top management com-
mitment, business process reengineering, integration, ERP consultant, implementa-
tion time and cost, ERP vendors, selecting right employees, and employee morale. 
Following an extensive review of the literature and practitioners recommendations, 
Somers and Nelson ( 2001 ) present a comprehensive taxonomy of CSFs for ERP 
implementation (Table  19.1 ). Additionally, Nah, Lau, and Kuang ( 2001 ) and 
Delgado ( 2006 ) classify CSFs according to each implementation phase and their 
temporal importance across different stages of implementation. Adopting a holistic 
approach, Umble, Haft, and Umble ( 2003 ) identifi ed not only CSFs, but implemen-
tation procedures critical to successful implementations.

   The literature on CSFs for ERP implementation is extensive. Due to the broad 
nature of ERP, researchers have focussed on the different aspects of implementa-
tion. Despite the variation in the focus of researchers, there are certain CSFs that are 
considered common and critical; irrespective of the implementation or implementa-
tion strategies. For the purpose of this research, we have adopt Somers and Nelson 
( 2001 ) list of CSFs as a reference for observing the role CSFs play in the implemen-
tation process. Although it is understandable that not all 21 CSFs will play a signifi -
cant role, a comprehensive list will cover the wider spectrum of implementation, 
considering the lack of research in the area. While doing so, we hope to identify 
additional unique CSFs, according to local culture and work ethics, which may 
assist our further understanding of ERP implementation in developing countries.  

   Table 19.1    Somers and Nelson ( 2001 ) list of CSFs   

 1. Top management support  12. Dedicated resources 
 2. Project team competence  13. Use of steering committee 
 3. Interdepartmental cooperation  14. User training on software 
 4. Clear goals and objectives  15. Education on new business processes 
 5. Project management  16. BPR 
 6. Interdepartmental communication  17. Minimal customisation 
 7. Management of expectation  18. Architecture choices 
 8. Project champion  19. Change management 
 9. Vendors support  20. Partnership with vendors 
 10. Careful package selection  21. Use of vendors’ tool 
 11. Data analysis and conversion  22. Use of consultant 
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    Organisational Case Study 

 Alpha Corporation (Alpha Corp) is a state-owned corporation situated in the oil- 
rich Middle East. Established in the 1980s, Alpha Corp has diverse business inter-
ests, encompassing all aspects of the hydrocarbon industry, from onshore and 
offshore upstream exploration, through to production and refi ning, marketing, 
retailing, petrochemicals, and marine transportation. Alpha Corp has eight major 
subsidiaries and employs more than 18,000 employees. Beta Corp, a major subsid-
iary of Alpha Corp, is responsible for oil refi ning and gas liquefaction, and the 
marketing of petroleum products nationally through a chain of 119 fi lling stations. 
It also operates three major refi neries situated across the country.  

    ERP System Selection 

 Since its inception, Beta Corp has sought to expand its core operations. Being solely 
responsible for the country’s national petroleum sector, Beta Corp demonstrates its 
understanding of the need to stay abreast of new technology by constantly upgrad-
ing refi nery operations. This was critical since more than two million barrels of 
petroleum is refi ned daily, involving a signifi cant number of workers, and constant 
maintenance of refi neries. This was achieved by the installation and implementation 
of a variety of stand-alone IT hardware and software information systems. However, 
these systems, working in silos, were unable to cope with the increasing organisa-
tional demand. As a result, the need for an advanced integrated centralised informa-
tion system, capable of assimilating and coordinating diverse operations taking 
place at different locations soon became apparent. To overcome the absence of a 
decentralised information system and lack of coordination, Beta Corp undertook a 
review of ERP systems available on the market. Systems reviewed, included Oracle, 
SAP, JD Edwards, and Baan. The review identifi ed Oracle system version 11i, as 
most suitable for the organisation. 

 Oracle is the world’s second largest ERP system developer with more than 
65,000 customers. It offers applications of various sizes for several industries. 
Oracle’s core applications include customer relationship management (CRM), 
enterprise resource planning (ERP), fi nancial management, human capital man-
agement, supply chain management, and transportation management. Oracle also 
has several enterprise software product lines, which include Oracle Fusion 
Applications, Oracle E-Business Suite, Peoplesoft Enterprise, and JD Edward 
Enterprise One. 

 In the next section, the Oracle implementation team is discussed. It is followed 
by the Oracle implementation methodology, Oracle implementation, and fi nally, the 
factors contributing to implementation failure.  

M. Ali et al.



233

    Oracle Implementation Teams 

 Once Beta Corp management had decided on Oracle system, it engaged a well- 
known and respected United Kingdom (UK) consultancy fi rm as Project Management 
Offi ce (PMO). The UK PMO team consisted of one project manager and fi ve mem-
bers with diverse implementation skills and experience to oversee the implementa-
tion. Following consultation with Beta Corp management, the (PMO) decided to 
implement the ERP system in three phases. Phase one, Oracle Financial Module 
with an HR backbone for payroll and HR administration would be implemented 
immediately. However, phase two, Oracle Process Manufacturing (OPM), and 
phase three, Oracle Time and Labour (OTL) modules implementation would follow 
at a later date. 

 Shortly after appointing the UK PMO team, Beta Corp, without consultation or 
explanation, appointed a second PMO team called Sigma Corp to manage the 
overall project, including the UK PMO. This immediately caused confl ict within 
Beta Corp’s existing IT department, which felt the decision undermined its author-
ity, as it was responsible for new IT Implementation. The general feeling among 
Beta Corp’s IT staff was that Sigma Corp was set up to pacify certain individuals 
within the organisation and to create direct competition to Beta Corp IT department. 
It was further observed that some staff members within Beta Corp’s steering com-
mittee were unhappy with a particular member of the Sigma Corp PMO team, who 
whilst infl uential, was considered unapproachable and diffi cult to deal with. 

 As Sigma Corp had no ERP project management implementation skills or expe-
rience, in consultation with the UK PMO, it engaged the services of external con-
sultancy fi rm, ‘A’, giving it responsibility for implementation. Because of the scope 
and size of the project, fi rm ‘A’ hired the services of consultancy fi rm ‘B’ to aid the 
implementation (Fig.  19.1 ).

      Oracle Implementation Methodology 

 Oracle system uses the Oracle Application Implementation Methodology (AIM) 
consisting of the following seven-step procedure (Liu, Chen, & Romanowski, 
 2009 ):

    1.    Defi nition: set up the scope, target, and terminology of the project and plan the 
information infrastructure and technique for reaching the target.   

   2.    Operation analysis: provide training about standard system functions for key 
users, analyse the demand and status quo of each division, and clarify the infor-
mation fl ows between business operations and application systems in order to 
develop solution architecture.   

   3.    Solution design: complete operation models to fulfi l the organisation’s demand, 
including business requirement mapping, gap analysis reports, start-up planning for 
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the application system, and operation process schedules; decide on interfaces for 
demand processing, data conversion, scope of customisation, and scheduling.   

   4.    Build: construct test environments for checking each function and build inter-
faces for demand processing, data conversion, and customised modules.   

   5.    Documentation: produce reference manuals such as system confi guration setup 
documentation, system operation procedure manuals, and end user operation 
manuals to support practical applications.   

   6.    Transit: provide end users with training, operational tests, data preparation, and 
system conversion in order to assist the organisation and to familiarise users with 
the new working environment.   

   7.    Production: convert to use of new systems; track the performance of the new 
systems; initiate the follow-up programme.    

      Oracle Implementation 

 Working in conjunction with each other, consultancy fi rm ‘A’ and ‘B’ commenced 
phase one of the ERP implementation project, the Oracle Financial Module. 
However, due to lack of pre-planning, several major issues quickly immerged. The 
fi rst relating to the development of more than 120 new integration interfaces for the 
new system. The high number due to integrating different systems with an older 
distribution and control system (DCS) for refi neries. In addition, issues resulting 
from the number of processes to be implemented and quality of users arose. Users 
lacked confi dence even after undergoing several training sessions. However, 
despite the delays caused by these issues, the Financial Module was successfully 
implemented. 

  Fig. 19.1    Organisation 
hierarchy for 
implementation process       
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 Phase two of implementation saw fi rm ‘A’ and ‘B’ commence implementation of 
the Oracle Payroll and Oracle Process Management (OPM) modules. Implementation 
complexities were encountered immediately. Oracle Payroll is a complex module 
with several business processes, such as overtime calculations, rewards, benefi ts, 
compensation, and conditions of employment, etc. which complicated implementa-
tion. This complexity was further compounded as the consultants lacked the skills, 
understanding, and experience required to implement a complex system such as 
Oracle. In addition, as in the fi rst phase, implementation encountered user resis-
tance, as there was a general feeling that users did not want the system to be 
implemented. 

 Despite the known and unresolved implementation fl aws in the new ERP system, 
the consultants, as is normal practice during any implementation, initially con-
ducted several internal tests, which unsurprisingly, failed. Despite knowledge of this 
unresolved failure, the consultants invited end users to a full system testing, which 
was disastrous. This severely dented trust and confi dence in the consultants and 
organisational trust in the Oracle Payroll implementation. 

 After several additional failed testings, and pressure from Sigma Corp, the UK 
PMO advised consultant fi rms ‘A’ and ‘B’ to fi nd and resolve all outstanding imple-
mentation technical issues and perform rigorous inside testing before inviting users 
back for fi nal testing. 

 Following the PMO instructions to carry out additional test runs, consultants 
fi rm ‘A’ and ‘B’ called Beta Corp managers and users to a fi nal test run. This test run 
highlighted several major fl aws within the system, such as system instability, abso-
lute failure to give results, and lack of integration between different organisational 
functions. To overcome these issues, the consultants suggested a parallel test run. 
This suggestion was totally rejected by Beta Corp, who insisted on no further 
changes to the planned cut-off date. After several more test runs and technical 
changes, the consultancy fi rms persuaded Beta Corp to approve the system in the 
current form. Once the PMOs started the cut over (shut down the old system, and 
start to use the new system) and the payroll run, the ERP system completely failed 
to produce any results. As a result of the total ERP system failure, the UK PMO 
project manager was dismissed, and the consultants threatened with legal action. 

 The implementation failure negatively impacted the implementation of the next 
OPM module. Due to the unsavoury experience with the Payroll module, Beta 
Corp end users were hesitant to get involved with the implementation. They reluc-
tantly agreed to participate in the testing, however, even though the PMO offered a 
smooth cut over, they totally rejected the system. The system was consequently 
shelved and never implemented by Beta Corp. The performance of the project con-
sultants, and the project delays also impacted negatively on the PMO’s image, as 
they failed to manage and complete the project as effi ciently as their contracts 
required them to do. 

 In the following section, we dissect the implementation process and analyse the 
factors contributing towards failure.  
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    Critical Factors Contributing to Implementation Failure 

     1.    Organisational politics 
 Organisational politics played a critical role in implementation failure. 

Although there was an existing IT department responsible for IT implementa-
tion, a new PMO was engaged (Sigma Corp) to manage the implementation. 
This undermined the role of Beta Corp’s existing IT department and created 
animosity, with users not wholeheartedly accepting the existence of Sigma 
Corp. In addition, there were personality clashes between Beta Corp and Sigma 
Corp employees. It was also rumoured that Sigma Corp was trying to take over 
the IT department and wanted implementation success under its name. All 
these factors further complicated the implementation process.   

   2.    Work ineffi ciencies 
 The implementation lacked interdepartment planning and coordination. 

The scope of implementation required a well-planned strategy; however, no 
strategy was put in place. The business blueprints developed by the consultants 
for implementation were insuffi cient for the needs of a complex project. There 
were gaps in the implementation process, which laid the foundation for future 
implementation complications. Furthermore, end users had not been suffi -
ciently involved in the project, and therefore not educated about the benefi ts of 
the new system, resulting in a lack of user motivation. Moreover, users were 
generally observed working to cover their backs and save their job, and not 
interested in the bigger goal of achieving implementation objectives.   

   3.    Number of Interfaces 
 The interface is the languages and codes the applications use to communi-

cate with each other and the hardware. The number of interfaces can vary 
depending on the nature of the new and existing systems. The scope of imple-
mentation, and the presence of the other systems, including the DSC, contrib-
uted towards a higher number of interface requirement during the 
implementation. This created a dual impact on the implementation. First, extra 
resources were diverted to develop the interfaces causing severe project delays, 
and second, the interfaces between the different systems produced a series of 
diffi cult to resolve integration issues.   

   4.    Lack of user’s cooperation and involvement 
 Due to the undefi ned roles of departments, user’s involvement and coopera-

tion became diffi cult to secure. There was a total lack of team effort. Instead, 
users were generally concerned with individual performance. In addition, the 
lack of a user education strategy contributed signifi cantly towards user’s lack of 
empathy towards the new system. During the system testing phase, users were 
initially reluctant to participate in the testing, and reluctant to offer opinions 
and feedback about system performance. In fact, it was observed that users 
were attempting to avoid using the system where possible.   
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   5.    System Selection 
 Implementation team members interviewed for this study expressed a com-

plete lack of confi dence in Oracle systems. According to one IT specialists, in 
terms of reliability and response time, Oracle is not a stable system in com-
parison to the other major ERP systems available on the market. Also, the 
Oracle methodology is weak in terms of change management, which may be 
the reason the implementation resulted in total chaos during implementation.   

   6.    Lack of Change Management Strategy 
 Interestingly, the change management aspect of implementation was com-

pletely overlooked. No single team was responsible for the creation and imple-
mentation of a change management strategy, although this was the responsibility 
of Sigma Corp, as PMO. However, Sigma Corp failed to appreciate the impor-
tance of having a strategy in place, and attempted to resolve implementation 
issues, as they aroused. In addition, there were no provisions to retrain, moti-
vate, recognise, and appreciate employees’ efforts.   

   7.    Business process reengineering 
 The common issue faced during any ERP enterprise system implementation 

is the incompatibility of ERP processes with organisational businesses pro-
cesses. In order to fully benefi t from a new system, it is essential that organisa-
tions restructure their business processes. In this case study, the implementation 
team failed to develop a proper and adequate realignment strategy, which led to 
system complexities and the need to customise the new system.   

   8.    Customisation 
 ERP systems come with standard business processes derived from best busi-

ness practices. It is therefore always advisable to implement ERP system in its 
vanilla form or with minimal customisation. There are numerous examples in 
the literature of failed implementations due to excessive customisation. In the 
case of Beta Corp, the lack of business process reengineering meant that a sig-
nifi cant percentage of the new system had to be customised. Not only did this 
cause time and cost overruns, but it also undermined the basic purpose of ERP 
incorporating best business practices. This created further complexities for the 
implementation team, which also contributed towards implementation failure.   

   9.    Selection of Consultants 
 The procedures for the selection of consultancy fi rm A and B are unclear. 

There appears to have been little research into the ERP implementation track 
record of consultancy fi rm A, which lacked staff with direct hands on experi-
ence in Oracle implementation, which should have been a prerequisite of the 
contract. The consultant’s lack of implementation experience in a complex 
Oracle system, including testing and gaining system approval, resulted in total 
failure of Payroll module implementation which contributed signifi cantly to 
overall project failure.   

   10.    Project management 
 Interestingly, two PMOs were engaged to carry out the Oracle implemen-

tation project. A UK PMO was initially hired to oversee and manage the 
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implementation. Later, Sigma Corp was established to act as overall PMO for 
implementation. Beta Corp had its own existing IT department, with respon-
sibility for implementing new IT solutions, and whose employees did not 
welcome the new PMO team, as they felt it encroached on their existing IT 
role. This situation was further aggravated by the head of Sigma Corp, who 
Beta Corp’s IT department considered unapproachable, autocratic, and who 
always wanted things to be done his way. This created circumstances where 
the UK PMO struggled to effectively perform its role as project manager. In 
addition, the UK PMO was constantly forced by Sigma Corp to get work 
done, using any means necessary, and was constantly scrutinised and criti-
cised. When things went wrong, Sigma Corp would put the entire blame for 
failure on the contractors, despite the UK PMO only carrying out the instruc-
tions given to it by Sigma Corp. The breakdown in the relationship between 
Beta Corp and the UK PMO resulted in the termination of the UK PMO proj-
ect manager’s contract.   

   11.    Culture 
 Local culture played an important role in the project failure. In the Middle 

East, organisations tend to be centralised, and workers tend to be individualists, 
with little concept of teamwork, and being able to see the bigger picture. The 
head of Sigma Corp was an infl uential person, who kept all decision-making 
fi rmly under his control. He wanted to take the credit for implementation suc-
cess, but in order to do so, needed to either take control of Beta Corp IT depart-
ment, or bypass it. A continuous power struggle between departments and 
individuals had developed, with little consideration of the impact of this on 
implementation.     

 A discussion explaining the ERP failure and lessons that could be learned is pre-
sented in the net section. While doing so, we refer to Somers and Nelson’s ( 2001 ) 
CSFs, specifi cally those which are observed during the implementation and will 
explain them in the context of this implementation with a supporting literature 
review.   

    Implementation Failure and Lessons Learned 

 The Oracle ERP implementation reviewed in this study can be classifi ed as a failure. 
The primary reason for ERP implementation is to take organisational effi ciency to 
the next level, unlike the fi asco observed at Beta Corp. Whilst the major critical fac-
tors are identifi ed in the previous section proved fatal at Beta Corp, they can be a 
source of guidance for future successful implementations.

    1.    Organisational politics 
 Organisational politics had a signifi cant impact on the Oracle implementa-

tion outcome at Beta Corp. Organisational politics involves intentional acts of 
infl uence to enhance or protect the self-interest of individuals or groups (Allen, 
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Madison, Porter, Renwick, & Mayes,  1979 ; Kacmar & Ferris,  1993 ; Salin, 
 2003 ). Mintzberg ( 1985 ) classify organisational politics as informal, parochial, 
and illegitimate behaviour, which is intended to displace legitimate behaviour. 

 This suggests that individual’s behaviour can be manipulative, subversive, 
and an abuse of legitimate power. The implementation process discussed above 
reveals such characteristics from individuals during the implementation. There 
are several possible negative outcomes associated with organisational politics, 
such as reduced organisational citizenship behaviour (Randall, Cropanzano, 
Bormann, & Birjulin,  1999 ), reduced individual and organisational perfor-
mance (Vigoda,  2000 ), poor employee attitudes (Vigoda,  2000 ; Witt, Andrews, 
& Kacmar,  2000 ), negligent and aggressive behaviour (Vigoda,  2000 ), with-
drawal behaviour (Poon,  2003 ; Vigoda,  2000 ), negative psychological states 
(anxiety and job stress) (Poon,  2003 ). 

 Janssens, Sels, and Van den Brande ( 2003 ) suggest that presence of organ-
isational politics is a breach of contract, as it fails to provide the employee with 
a workplace climate where individuals are treated with respect, dignity, and 
equality. To overcome this, managers should provide employee support, not 
only work related but also moral. Socioeconomics rewards could also play a 
critical role. It is essential that employees feel that their interests are taken care 
of, and that they work in an environment which believes in equal opportunity 
without any coercion.   

   2.    Work ineffi ciency 
 Work ineffi ciency could relate to the general approach to the implementa-

tion process, problem-solving, strategy formation, planning, and control. Any 
implementation requires extensive preparations and involves the selection of an 
implementation process. Since implementation in itself is complicated and 
costly, lack of effi cient planning could further complicate the implementation 
process and push it over budget. In this case study, work effi ciency was a by-
product of several factors such as lack of understanding of business processes, 
inexperienced consultants, confl ict of interest, lack of sense of ownership, lack 
of coordination, and teamwork. These factors resulted in lower morale, indi-
vidualism, bottlenecks, and a lack of sense of purpose among team members 
which directly impact the work effi ciency.   

   3.    Developing Interfaces 
 Interface development is a normal but critical part of ERP implementation. 

An effi cient way to implement ERP systems is to keep the process simple. A 
good implementation attempts to keep the number of interfaces to a minimum. 
However, due to the scope of implementation at Beta Corp, an extensive num-
ber of interfaces were required to interact with the vast IT system, resulting in 
major complexities. The process of developing many interfaces can be time 
consuming and divert fi nancial and human resources away from other essential 
processes. At Beta Corp, this situation could have been substantially reduced 
by departments and individuals working together to develop a business pro-
cesses blueprint, and based on it, attempt to create the minimal number of 
interfaces.   
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   4.    Lack of user’s cooperation and involvement 
 An essential attribute for the success of any implementation requires an 

organisational culture which stresses the value of shared common goals and 
values of trust between the parties involved (Stefanou,  1999 ). Therefore, since 
ERP systems are cross-functional, the involvement and cooperation of all 
stakeholders is critical for success (Robinson & Dilts,  1999 ). If for any reason 
there are no shared goals during the implementation process, steps should be 
taken by senior management to motivate employee involvement and coopera-
tion. This could have been achieved by educating users about the organisational 
and person benefi ts of the new systems. Users can also be encouraged by 
rewards and recognition.   

   5.    System selection 
 System selection is one of the most critical decisions made in the planning 

phase. It could have far and wide repercussion and, therefore, should be made 
with utmost care and with complete knowledge. Janson and Subramanian 
( 1996 ) suggest that choosing the right ERP system to satisfy organisational 
information needs is essential, as this will ensure minimal modifi cation, and 
successful implementation and use. Selecting the wrong system could have dire 
consequences including failed implementation as discussed in this case study.   

   6.    Change management strategy 
 One critical part of a change management strategy is to promote user accep-

tance and positive attitudes towards implementation while managing the 
changes brought in by a new system. Nah et al. ( 2001 ) stress the need of for-
mally preparing a change management programme by the implementation 
team. This could have been achieved at Beta Corp through getting users on- 
board and explaining the need for the ERP system, its benefi ts, and how it 
would make their work life more effi cient (Bajwa et al.,  2004 ; Somers & 
Nelson,  2001 ). Research shows a direct correlation between an effective change 
management strategy and a successful implementation (Grover, Jeong, 
Kettinger, & Teng,  1995 ). The lack of a change management strategy can lead 
to implementation chaos, as was the case at Beta Corp. Without an appropriate 
change management strategy, organisations can face critical issues and may not 
even be able to adopt the new system.   

   7.    Business process reengineering 
 Bingi et al. ( 1999 ) suggest that for an ERP system to be effective, it is essen-

tial that organisations restructure their business processes. This strategy is the 
critical factor behind every successful ERP implementation (Willcocks & 
Sykes,  2000 ). Lack of business process reengineering (BPR) or an alignment 
strategy is a commonly cited CSF for ERP implementation. Beta Corp lacked 
this critical success factor, which resulted in an incomplete description of how 
the business will operate after the package had been implemented (Bingi et al., 
 1999 ; Nah et al.,  2001 ).   

   8.    Customisation 
 The customisation aspect of ERP implementation is a widely debated issue. 

It refers to the customisation of a new ERP system around current business 
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processes, instead of realigning business processes around the new system. 
Janson and Subramanian ( 1996 ) suggest that since customisation can lead to 
increased information system costs, longer implementation times, and more 
importantly, an inability to benefi t from original systems upgrades, customisa-
tion should only be performed when it is absolutely critical. Implementing an 
ERP system with minimal customisation requires the support of several factors, 
most important of which, is primarily streamlining the operations, and reengi-
neering the business, which will assist the organisation to operate more 
smoothly (Gargeya & Brady,  2005 ).   

   9.    Consultants 
 The experience of the consultants in any implementation is a critical factor. 

Beta Corp failed to adequately check the experience of its contracted consul-
tants. Welti ( 1999 ) concluded that the success of the project depends strongly 
on the capabilities of the consultants. They should be involved in all stages of 
the implementation process, such as pre-planning, planning, testing, and the 
performance evaluation phase. It is critical that the consultants have the knowl-
edge and implementation experience, must work closely with users, and be 
willing to transfer knowledge to them. In the case of the organisation under 
study here, the consultants had neither the skills nor experience to undertake the 
project, and the project was further besieged by infi ghting between the project 
leaders and existing IT department.   

   10.    Project Management 
 An effi cient project management team is the backbone of a successful IT 

implementation. Ryan ( 1999 ) suggests the presence of hardware and software; 
coupled with organisational, human, and political issues, make ERP projects 
complex, requiring new project management skills. An individual or group of 
people should be given responsibility to drive success in project management 
(Rosario,  2000 ). Part of effective project management can be Scope develop-
ment, establishing milestones (Holland, Light, & Gibson,  1999 ), establishing 
timeliness (Rosario,  2000 ), meeting deadlines (Wee,  2000 ), and establishing 
training programmes (Falkowski, Pedigo, Smith, & Swanson,  1998 ). Beta 
Corp’s lack of project management vetting contributed to the project failure as 
it failed to ensure its projects managers had the necessary skills and experience 
to successfully manage the project to completion.   

   11.    Culture 
 Culture refers to both country and organisational culture. Hofstede ( 1991 ) 

describes culture as the collective programming of minds, which distinguishes 
members of one human group from another, through a set of shared beliefs. 
Organisational culture, on the other hand, is a set of shared assumptions and 
understandings about organisational functioning (Deshpande & Webster,  1989 ). 
Organisational culture plays a signifi cant role in ERP implementation success 
(Boersma & Kingma,  2005 ). Boersma and Kingma ( 2005 ) suggest that organ-
isational culture can shape ERP technology, and in turn, this technology infl u-
ences organisational culture. Similarly, several studies have highlighted the 
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impact of country culture on ERP implementation such as in Iran (Dezdar, 
 2012 ), China and Finland (Yizi,  2007 ), Jordan (Hawari & Heeks,  2010 ), and 
Saudi Arabia (Saleh, Abbad, & Al- Shehri,  2013 ).      

    Conclusion 

 ERP implementation is a highly complex issue, requiring equally complex planning 
from start to fi nish. Although companies have been implementing ERP systems 
across businesses in developed countries for the last two decades, implementation is 
still a complex undertaking, which requires extensive planning. The results from 
studies on ERP implementation in developed countries have provided us with 
important clues about what factors can make an implementation successful or 
unsuccessful in those countries. The literature is, however, scant when it comes to 
studies on implementation in developing countries, particularly in the area of failed 
ERP implementations. Baker et al. ( 2007 ) does however; suggest that fi ndings from 
IT implementation (such as ERP systems) in developed countries are not necessar-
ily applicable to developing countries. This study presents a case study of a failed 
implementation in a Middle Eastern country. 

 The case study, being a government-owned organisation, had signifi cant 
resources at its disposal for expenditure on the project implementation. However, 
lack of project, and understanding of local and organisational culture led to the 
project ending in total implementation failure. Other factors contributing to imple-
mentation failure include lack of a change management strategy, poor system selec-
tion, and lack of project team competencies. Critically, process realignment and 
culture played a major role in the failed implementation. Contrary to Baker et al. 
( 2007 ) suggestion, this study identifi es that factors, which contribute towards imple-
mentation failure in developing countries, are similar to factors found in developed 
countries. 

 The fi nding from the study could be benefi cial for organisations planning to 
implement ERP system in both developed and developing countries. It offers 
guidance to factors that should be given special attention during implementation. 
Further, it suggests that CSFs are interrelated, such that organisational ineffi -
ciency can impact realignment strategy, which could have a negative impact on 
project management. Lastly, organisational culture can infl uence every aspect of 
implementation. 

 There are limitations to this study. First, the study focuses on a single implemen-
tation; therefore, generalisation should be drawn with caution. Second, fi ndings 
from the study may not be applicable in a developed country since the availability 
of resources and experience of the team may widely vary. Despite these limitations, 
the study contributes to knowledge by providing an essential understanding of the 
role of critical factors during implementation in developing country and how they 
can infl uence the outcome. This study should enable practitioners to better under-
stand how to achieve a successful implementation.   
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    Chapter 20   
 Embracing Off-Grid Communities in Rural 
Bangladesh to Promote Sustainable Living                     

     Muhammad     Hassan     Bin     Afzal    

    Abstract     The term “off-grid community” specifi cally defi nes certain clusters of 
people, and their main electrical supply line is not connected with any available 
national grid line for electricity needs in everyday life. Rather, these people fulfi ll 
their electricity needs from a small to medium-scale, self-sustained off-grid energy 
system (OGES). This choice of embracing OGES can be out of extreme necessity 
or voluntary. This paper primarily focuses on the feasibility of implementing off- 
grid energy system to support the rural communities in Bangladesh. It also focuses 
on the cost-benefi t analysis in embracing the off-grid energy system in the longer 
run. A dedicated section highlights the SWOT analysis and STP analysis of install-
ing and implementing self-sustained OGES. Finally, this paper recommends differ-
ent yet appropriate types of OGES for various remote rural locations in Bangladesh 
for sustainable and environment-friendly electricity generation and supply.  

  Keywords     Off-Grid communities   •   Sustainable living  

      Introduction 

 The term “off-grid community” specifi cally defi nes certain clusters of people, and 
their main electrical supply line is not connected with any available national grid 
line for electricity needs in everyday life. This choice can be voluntary or may be 
measured. For example, in the case of two most populous countries in the world 
such as India and China, still good amount of rural people are not connected to 
national grid electricity line due to remoteness and other relevant issues. So their 
source of light is candles and/or kerosene hurricane lanterns. On the other hand, a 
group of people may be decided to live off the grid and design their own resources 
to obtain electricity. The best example can be the off-grid communities in Canada; 
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these communities are not connected to any sort of national grid line and draw their 
electrical needs by using mostly diesel generators (Rezaei,  2015 ). Apart from diesel 
generators, there are three types of off-grid power supplies such as individual off- grid 
system, battery based off-grid system, and battery-less off-grid systems. 

 There are both substantial advantages and disadvantages of living in off-grid 
communities. If it is by choice then there is huge cost associated with this preferred 
lifestyle, such as buying lands near to water source, electricity production, food, and 
maintenance. In contrast, the poor and disadvantaged rural people in remote places, 
uses alternate resources due to inaccessibility of electricity. Also the Amish people 
in Pennsylvania do not use any electrical resources at all, and it is their choice 
(Afzal et al.,  2014a ; Scott,  2012 ). In modern day off-grid communities, most of 
them use diesel generator and solar power energy to fulfi ll their energy needs. Both 
of these choices are very expensive. Whereas diesel-powered generator leaves an 
utterly undesirable negative impact on the surrounding environment, transportation 
of diesel into remote off-grid communities is another major concern because of pos-
sible spillage which would badly affect the local vicinity. 

 This paper primarily focuses on the feasibility of implementing off-grid energy 
system to support the rural communities in Bangladesh. It also focuses on the cost- 
benefi t analysis in embracing the off-grid energy system (OGES) in the longer run. 
A dedicated section highlights the SWOT analysis and STP analysis of installing 
and implementing self-sustained OGES. Finally, this paper recommends different 
yet appropriate types of OGES for various remote rural locations in Bangladesh for 
sustainable and environment-friendly electricity generation and supply.  

    Off-Grid Energy and Bangladesh 

 Bangladesh is one of the most populous countries in the world with such small total 
area. The economy of Bangladesh largely depends on agriculture, and most of the 
rural people are directly involved in harvesting various seasonal crops. Unfortunately 
large segments of these rural disadvantaged farmers are deprived of national grid 
electricity supply. This causes enormous challenges in the process of obtaining eco-
nomic growth in the longer run. Although, the local government and authority took 
several effective steps to appropriately distribute electricity among the rural people 
and communities in Bangladesh, still the source and produced electricity deemed 
insuffi cient to serve the mass rural community in Bangladesh. Basically there are 
three key options to provide electricity to remote and rural places in Bangladesh. 
These options are:

    1.    Extending the national grid line   
   2.    Creating alternative grid line   
   3.    Provide diesel generators     

 According to the present available data, almost 62 % of the total population of 
Bangladesh is currently connected to electricity line, and more than 80 % of this 

M.H.B. Afzal



249

population is urban users. This statistics so vividly represents the inequality in 
 distributing electricity among both rural and urban population of Bangladesh. In 
order to solve this problem with a sustainable approach, this is the high time to 
adopt the innovative approach such as developing an off-grid mini grid in remote 
places and provide electricity to rural communities in Bangladesh. 

 In Fig.  20.1  it can be clearly observed that currently the public sector in Bangladesh 
produces approximately 54 % total electricity for the total population. This data is 
taken from the data available in BPDB year-end report (Bangladesh Power 
Development Board,  2016 ). Furthermore, the rest of the MW of electricity is acquired 
from the private sector. Figure  20.2  shows the sources of the produced electricity 
from private sector, which is around 46 % of total produced electricity in Bangladesh.

    According to a recent study conducted by Alliance for Rural Electrifi cation, 
to extend the national grid in remote and rural places in Bangladesh is quite 

  Fig. 20.1    Generated electricity in Bangladesh (public sector), Dec 2015       

  Fig. 20.2    Generated electricity in Bangladesh (private sector), Dec 2015       
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cheap compared to some developing countries located both in South Asia and 
Africa (Bangladesh Power Development Board,  2016 ). The following diagram aptly 
represents the cost-benefi t analysis of extending the national grid in Bangladesh 
compared to some developing countries in different parts of the world. 

 From Fig.  20.3  it is clearly demonstrated that cost of extending national grid in 
Bangladesh is quite affordable due to low labor cost and relevant material availabil-
ity. Still, due to certain unavoidable reasons, it is fairly diffi cult to extend national 
grid in Bangladesh to support the rural population in obtaining electricity.

   These reasons are stated here sequentially, such as:

    1.    Impractical promises made by political leaders   
   2.    Sheer diffi culty in obtaining grant funding from both local and international 

donors   
   3.    Unable to create appropriate awareness among rural population to build mini 

grids   
   4.    Inadequate resources study to build and operate a grid energy system      

    Living in Off-Grid Community: Challenges and Opportunities 

 There are both substantial advantages and disadvantages of living in off-grid com-
munities. If it is by choice, then there is huge cost associated with this preferred 
lifestyle, such as buying lands near to water source, electricity production, food, 
and maintenance. In contrast, the poor and disadvantaged rural people in remote 
places use alternate resources due to inaccessibility of electricity. Also the Amish 

  Fig. 20.3    Comparative cost analysis of extending national grid       
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people in Pennsylvania do not use any electrical resources at all, and it is their 
choice (Afzal et al.,  2014a ; Bangladesh Power Development Board,  2016 ; Kraybill, 
 2003 ; Scott,  2012 ). 

 In modern day off-grid communities, most of them use diesel generator and solar 
power energy to fulfi ll their energy needs. Both of these choices are very expensive. 
Whereas diesel-powered generator leaves utterly undesirable negative impact on the 
surrounding environment, transportation of diesel into remote off-grid communities 
is another major concern because of possible spillage which would badly affect the 
local vicinity. 

 Based on the Fig.  20.4  SWOT analysis, it is clearly visible that although off-grid 
communities seem more interesting and environmental friendly, still there are 
important issues to be taken care of before adopting it in full fl edge. One of the 
major concerns is initial installation cost which is extremely high. Normal people 
would rather choose to use national grid electricity rather than adopting off-grid 
technology. The second concern is high consumption of fuels, specifi cally diesel, 
which results not only bad environmental effects but also creates huge scarcity of 
diesel for future generation. Adopting wind, water, and solar energy is much more 
environmental friendly, but the initial installation cost is abruptly high and requires 
a huge location. Also by transforming occupied available natural water resources 
into hydropower might result in water shortage for a local community.

  Fig. 20.4    SWOT analysis of living in off-grid communities       
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       Scope and Opportunities of Implementing Off-Grid Energy 
Systems in Bangladesh 

 Most of the rural population in Bangladesh is involved in farming activities as a 
main source of income, which is why biogas-based, off-grid mini-energy grid is the 
most suitable option for producing and distributing electricity. Basically both rice 
straw and rice husk. Both of these crop-waste elements are abundantly available in 
rural and remote areas of Bangladesh due to huge cultivation of rice. Albeit, both of 
these rice-waste products are currently used in various other purposes such as ani-
mal food and generating fi re for cooking and other various purposes. The specifi c 
target is to produce off-grid, sustainable, and cost-effective energy-producing plant 
in remote places in Bangladesh to produce and provide electricity to rural people in 
Bangladesh. In order to achieve such target, application of clean energy as input in 
biogas plant is extremely essential, this also ensures not to impact both the environ-
ment and surrounding in any negative manner. In order to assess the importance of 
using clean energy to produce electricity in remote and rural areas in Bangladesh, a 
detailed action plan is being conducted. 

 Table  20.1  depicts few basic pointers on embracing sustainable off-grid commu-
nities for the future generation. One thing is certain; to build a sustainable off-grid 
community for the future, fi nding a clean, alternative, and natural energy source is 
highly anticipated. Because it is still in the sophomoric stage, which defi nitely 
requires further thorough research to fi nd a better and cost-effective solution in pro-
ducing electricity from natural resources without affecting the environment, both 
western and eastern societies are contemplating with the idea of adopting off-grid 
community concept to conserve energy, and this could be hugely benefi cial for the 
future generation. But it is highly obligatory to make sure that further research, 
policy implementation, and specifi c set of rules and regulation have already been 
introduced while adopting the off-grid community, so that it will not cause any sort 
of negative impact on the surroundings but rather makes a sustainable and healthy 
living lifestyle choice for humanity (Gunaratne,  2002 ; Khandker et al.,  2014 ; Ullah, 
Hoque, & Hasib,  2012 ). Both government agencies and policy makers are required 
to work together to ensure a globalized energy sustainability and healthy off-grid 
community access for human beings.

   Table 20.1    Actions to take and/or actions to avoid in adopting off-grid community system   

 Immediate action required 
 Highly suggested for better 
outcome  Things to avoid completely 

 To fi nd an alternative and 
sustainable renewable energy 
option to replace diesel 
generator 

 Appropriate fund 
management in reducing 
the high initial installation 
cost for off-grid community 

 Diesel-based generators 
results in carbon emission, 
leakage, spillage, and causes 
negative environmental effects 

 Identify suitable locations in 
earth which is geographically 
more appropriate and suitable 
to produce off-grid energy 
(such as wind, water, solar) 

 To ensure availability and 
accessibility to these 
off-grid communities for 
common people 

 Mismanagement of unused 
remaining energy 
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       Result and Analysis 

 Based on extensive amount of agricultural activities being taken in rural places in 
Bangladesh, both rice straws and rice husk are best options as clean energy resources 
to produce electricity in remote places in Bangladesh. Now, the next steps are to 
conduct the feasibility study into those places (Afzal et al.,  2014b ; Zafar,  2015 ). 
Possible electricity can be produced using both rice straws and rice husks as shown 
in Table  20.2 .

   Based on the fi ndings above, it is clearly demonstrated that rice husk got the high 
potential to produce electricity compared to rice straw. The western and modern-
ized countries already applied this technique to produce electricity from the rice 
industry wastage. Unfortunately the developing countries are still lacking in taking 
effective steps to utilize appropriately the rice wastage to produce electricity. But 
Bangladesh still got the huge potential to utilize both rice straws and rice husk to 
produce electricity and serve the rural and remote population located in various 
locations. In order to achieve this target, three effective steps are urgently required. 
These steps are:

•     Segmentation —Locate, identify, and pinpoint the remote areas without 
electricity.  

•    Targeting —Appropriately target the donor/funding party to develop a sustain-
able hybrid clean energy-based technology to generate electricity and serve the 
people.  

•    Positioning —Strategic locations to be identifi ed and fi nalized to implement a 
hybrid power plant to serve the rural community without electricity.     

    Conclusions 

 This study specifi cally focuses on the imminent problem of not having electricity in 
remote places in Bangladesh which negatively affects the further effective progress 
of Bangladesh. An in-depth feasibility should be immediately conducted with the 
approval of government authority to address this problem, and further action plans 
should be taken to integrate foreign donors and grant teams to support the rural 
electrifi cation project. As discussed before, it would be quite illogical to extend the 

   Table 20.2    Comparative analysis of rice-waste usage in generating electricity   

 Type of resources 

 Transition ratio from 1 ton (970.18 kg) rice paddy 

 Rice straw  Rice husk 

 Quantity  290 kg  220 kg 
 Moisture content  Negligible  5–12 % 
 Possibility of generating 
power 

 100 kWh of power  93–129 kWh of 
power 
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national grid to certain locations in Bangladesh due to various practical reasons. 
Instead, if it is possible to adopt off-grid energy system which can serve the sur-
rounding communities in a sustainable way, then it would create a much more posi-
tive impact on the development on the remote and rural community development. 
Further extensive investigative research should immediately take place to fi nd fea-
sible and sustainable solutions to adopt the clean energy off-grid energy system 
which can serve the people without creating any adverse impact on the surrounding 
environment.   
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    Chapter 21   
 The Role of Organisational Commitment, 
Leadership Style, Strategic Human Resources 
Practices and Job Satisfaction Towards 
Sustainable Tourism Industry: Comparative 
Study in the UAE and Malaysia                     

     Zainal     Abu     Zarim     ,     Osman     Mohamad    ,     Muhammad     Sabbir     Rahman    , 
    Hafi zah     Omar     Zaki    ,     Rommel     Pilapil Sergio    , and     Diana     J. Haladay   

    Abstract     The role of organisational commitment, leadership and strategic human 
resources practices towards developing a sustainable tourism industry has received 
limited attention under multi-country perspective. The aim of this research project 
is to concentrate on testing hypothesis derived from theories presented by leading 
scholars regarding the potential impact of organisational commitment, leadership 
style, strategic human resources practices and job satisfaction towards developing 
sustainable tourism industry, using cross-sectional data from the UAE and Malaysia. 
The research is empirically motivated where the survey is to be conducted among 
managers and employees from different tourism service providers in the UAE and 
Malaysia. Convenience sampling and a survey of questionnaires have been utilised 
in both countries. Although several assumptions and judgements have been tested 
regarding the foundation of sustainable tourism, there were still very few empirical 
research gaps on the comparative study with regard to strategic human resources 
aspects in preparing a sustainable tourism industry. The research fi ndings showed 
that there is a positive and signifi cant relationship between the independent vari-
ables, such as organisational commitment, leadership style, strategic human 
resources practices and job satisfaction with the dependent variable, sustainable 
tourism in both countries. The fi ndings also revealed the antecedents of creating 
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sustainable tourism industry by concentrating on human resources practices which 
is deemed to contribute to the UAE and Malaysian tourism industry. This explains 
the necessity for intra-country cooperation (between the UAE and Malaysia) for the 
preparation of a favourable environment and mobilisation of strategic human 
resources for sustainable tourism growth.  

  Keywords     Organisational commitment   •   Leadership style   •   Strategic human 
resources practices   •   Job satisfaction and sustainable tourism industry  

      Introduction 

 The wave of globalisation is signifi cantly affecting the interrelated concerned 
parties of hospitality, travel and tourism. Globally, tourism is regarded to be the 
fastest growing industry (WTO,  2003 ). In the 1960s, the UAE described as ‘bar-
ren coastlands largely populated by nomadic tribes where the only occupations 
are fi shing and pearling’ (Henderson,  2006 ). Dubai was that time treated as uni-
tary of the least developed nation in the world (Sharpley,  2008 ). Under the leader-
ship of Sheikh Rashid Bin Saeed Al Maktoum transformed Dubai from a ‘barren 
coastland’ into the ‘dream world of conspicuous consumption’ (Sharpley,  2008 ). 
The government of the UAE puts tourism at the core of its economic prosperity 
by diversifying and strengthening its economy, while reducing its dependency on 
oil (Sharpley,  2008 ). The policy of developing sustainable tourism industry is ide-
ally suited because of its strategic location at the ‘confl uence of the Middle East, 
Asia, Western Africa, and Central/Eastern Europe’ (Balakrishnan,  2009 ). For this 
consequence, tourism is identifi ed as a feasible economic development alterna-
tive, and Sheikh Mohammed Bin Rashid Al Maktoum sets a strategic vision for 
the emirate: ‘tourism would act as a catalyst for foreign direct investment and 
wider business development, rather than just establishing a tourism industry’ 
(Sharpley,  2008 ). 

 On the other hand, in Malaysia, the momentum for tourism development began 
in the 1970s, after the 1972 Conference of the Pacifi c Areas Travel Association 
(PATA) in Kuala Lumpur. Following that event, the government granted more rec-
ognition to the tourism industry by creating the Tourism Development Corporation 
(TDC) in 1972 and continued with the completion of the National Tourism Master 
Plan in 1975 (Sirat,  1993 ). Marzuki, Jantan, and Mohamed ( 2008 ), argued that to 
expand and diversify the Malaysian economy, tourism can play an important role 
which ultimately reduces the country’s dependency on a narrow range of activities 
and markets. The Eighth Malaysia Plan (2001–2005) was formed for strategies and 
policies of tourism development aimed to achieve sustainable growth of this sector 
by balancing between environment, economy, social and cultural issues in all tour-
ism activities, and planning where priority is also given to improve human resource 

Z.A. Zarim et al.



257

development and developing strategic alliances and international cooperation. 
Subsequently, the Ninth Malaysia Plan (2006–2010) also stressed the signifi cance 
of sustainable tourism development. The plan actually more focused on tourism 
services development and human resources improvement. Grounded on the above 
discussion, we can explain that the tourism industry in both countries requires a 
drive force with an evolving hospitality skills set that conforms to international 
demand associated with high-end leisure products in order to safeguard its 
competitiveness. 

 As a consequence, the number of researchers focusing on human resources in 
the context of the sustainable hospitality, travel and tourism industry increases 
(Gannon & Johnson,  1997 ). Obviously, wide ranges of human resource scope 
(organisational commitment, leadership style, human resources practices and 
job satisfaction) are signifi cantly at present to hospitality, travel and tourism 
organisations. Keep and Mayhew ( 1999 ) highlighted the issues of HRM in the 
tourism industry, which suggested a number of issues, including low wages, 
inadequate or nonexistent career structures, lack of evidence of good HRM 
practices, high degrees of labour turnover, diffi culties in recruitment and reten-
tion of employees. Understanding this reality of underprivileged employment 
practices, Riley and Love ( 2000 ) believed that macroeconomics factors are the 
central deciding factor for HRM practices in tourism and hospitality. Further, 
scarcity exists in the texts published to date that compare the mainstream of 
human resource theory and its practices with the context of hospitality, travel 
and tourism between the UAE and Malaysia. It is obvious that to offer high-
quality services to the tourists’ managers of tourism industry face real chal-
lenges in recruiting, training and sustaining a committed, competent and 
well- motivated workforce. This inquiry tries to address some of the central stra-
tegic human resource (HR) issues that may act as a signifi cant part in order to 
achieve sustainable tourism. To act thus this research will critically look back 
some of the antecedents which lead to sustainable tourism in both countries’ 
perspectives (the UAE and Malaysia). In performing so, good practices of each 
state will be chewed over so that the benchmark can easily be managed by other 
counterparts. This inquiry is particularly important because we believe that 
organisational commitment, leadership style, strategic human resources prac-
tices and job satisfaction play a signifi cant function in the growth and endurance 
of the tourism industry. 

 Above all the comparison functions to spotlight the differences characterising in 
overall organisational behavioural and human resources issues in the tourism sector 
between the two countries (the UAE and Malaysia). Although the geographical 
spaces in between these two countries are far, yet though the fi ndings obviously 
display some similarity and signifi cant differences in HRM practices in the tourism 
sector. These disputes are currently poorly understood and under researched; this 
inquiry is thus signifi cant for its supply of new empirical data, especially with refer-
ence to organisational commitment, leadership style, strategic human resources and 
job satisfaction.  
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    Literature Review 

 Wright and McMahan ( 1992 ) defi ne strategic human resource management 
(SHRM) as the process of planned human resource deployment and activities that 
aims to enable the enterprise to reach its end. Wright ( 1998 ) also implies that 
SHRM is a procedure where the deployment of human resources provides a fi rm to 
acquire competitive advantage. The characteristics of SHRM can be described into 
two categories, namely horizontal fi t and vertical fi t. Horizontal fi t involves practis-
ing human resources through an appropriate alignment with one another’s activity, 
for instance, employees, recruitment, selection and training, while vertical fi t is 
concerned about the alignment between a company’s HRM practice and its busi-
ness strategy (Delery,  1998 ; Schuler & Jackson,  1987 ). The nature of the sector is 
changing with different demands of tourism segments with demanding various 
information on destinations and new merchandise. These challenges claim for a 
new approach to be taken by the managers in their human resources management. 
This could be categorised into three central ideas: (1) continuous change and inven-
tion, (2) continuous enrichment of the human capital, and (3) development of mul-
tidisciplinary teams (Costa,  2004 ). 

 Hall and Jenkins ( 2004 ) outline a range of human resources practices which is 
identifi ed as important elements to develop organisational strategies aimed at secur-
ing high-tone services. These are recruitment and selection, retention, teamwork, 
training and development, appraisal, rewarding, job security, employee involve-
ment and employee relations. To satisfy the employees, the major challenges of a 
manager are to retain the employees which will fi nally raise the organisational 
capabilities to back up its competitiveness in the market (Barney,  1991 ; Sinangil, 
 2004 ; Stonich,  1998 ). That is why fi rms need to merge with the leadership styles 
and cultures within an organisation human resource practices (Lok & Crawford, 
 1999 ; Sheridan,  1992 ). 

 According to Porter, Steers, Mowday, and Boulian ( 1974 ), commitment is 
accepting and realising the organisational aims and the willingness to lick with the 
commitment being an organisational member. Researchers have already found a 
fi rm link between organisational commitment and strategic human resources prac-
tices which will ultimately enhance individual skills, motivation and empowerment 
attitudes towards the organisation (D’Cruz & Noronha,  2011 ). In fact, several 
scholars also agreed that organisational commitment and strategic human resource 
practices are a source of sustainability of an organisation (Becker & Gerhart,  1996 ; 
Pfeffer,  1994 ). 

 In addition, De Cieri and Kramar ( 2008 ) initiate the measurement of human 
resources practices, for instance, job analysis or design, recruitment and selection, 
training and development, operation management, pay structure, incentive, benefi ts, 
employee retention and employee relations. Job satisfaction refers to ‘the attitudes 
and impressions people have about their work’ (Armstrong,  2003 ). Greenberg and 
Baron ( 1995 ) discuss that job satisfaction is an individual’s cognitive, emotive and 
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evaluative approach to the business. Together with Locke ( 1976 ), they contend that 
job satisfaction is predominantly linked to the organisational capacity of achieving 
its demands. So far, previous empirical research supported that the strategic human 
resource practices directly infl uence on the job satisfaction of employees (Ogilvie, 
 1986 ; Wimalasiri,  1995 ). Furthermore, the link between commitment and job satis-
faction has also been proven by previous researchers (Achoui & Mansour,  2007 ; 
Becker & Billings,  1993 ; Williams & Hazer,  1986 ). 

 The character of leadership has become critical in the carrying out of strategic 
human resource practices, especially in an environment that is continually chang-
ing (Cope & Waddell,  2001 ). Withal, the attitudes and expectations of leaders may 
impact on the enthusiasm of the workers (Lok & Crawford,  1999 ). On the other 
hand, Robbins and Coulter ( 2008 ) identify the function of cultural norms which 
defi ned as a circle of shared beliefs between members of an organisation may 
dominate in between leadership style and strategic human resource practices 
(Kerr & Slocum,  2005 ; Kopelman, Brief, & Guzzo,  1990 ; Scott‐Findlay & 
Estabrooks,  2006 ).  

    Conceptual Framework 

 The research begins by developing theoretical framework that establishes the 
link between organisational commitment, leadership style, strategic human 
resources practices and job satisfaction towards building sustainable tourism 
industry. The conceptual framework of the study as shown in Fig.  21.1  empha-
sises the variables—organisational commitment, leadership style, strategic 
human resources practices, job satisfaction and sustainable tourism. By assump-
tion, the variables, for instance, organisational commitment, leadership style, 
strategic human resources practices and job satisfaction, are positively linked to 
sustainable tourism.

Organizational
Commitment

Leadership 
Style

StrategicHumanR
esourcesPractices

Job
Satisfaction

Sustainable
Tourism

  Fig. 21.1    Conceptual framework of the study       
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      Research Question and Objectives 

 Based on the conceptual framework, the research questions are as follows:

    (a)    How will organisational commitment, leadership style, strategic human 
resources practices and job satisfaction impact on the development of sustain-
able tourism industry?   

   (b)    Is there any signifi cant difference between organisational commitment, leader-
ship style, strategic human resources practices and job satisfaction with sustain-
able tourism between the UAE and Malaysia?    

  This research also looks at the following objectives:

    (a)    To determine to what extent of impact exist among organisation commitment, 
leadership style, strategic human resources and job satisfaction towards build-
ing sustainable tourism industry.   

   (b)    To explore the direct impact and effects of all variables on tourism industry for 
both countries, the UAE and Malaysia.    

   There are fi ve hypotheses that have been identifi ed and tested in this study:  
  H1: Organisational commitment is signifi cantly correlated to sustainable tourism.  
  H2: The leadership style is signifi cantly correlated to sustainable tourism.  
  H3: Strategic human resources practices are signifi cantly correlated to sustainable 

tourism.  
  H4: Job satisfaction is signifi cantly correlated to sustainable tourism.  
  H5: Sustainable tourism is signifi cantly correlated to organisational commitment, 

leadership style, strategic human resource practices and job satisfaction.      

    Methodology 

 The study has targeted a total of 600 samples for data collection purposes. 
Questionnaires were used as a medium/tool for data collection and have been dis-
tributed to employees at the tourism industries in the UAE and Malaysia. Each 
country was, respectively, given 300 samples for distribution. The study is an 
application- based study which runs on a quantitative method of research. In this 
sense, data collection derived from primary data which is the questionnaire and 
from all secondary sources such as websites, articles and reports. The convenience- 
sampling method was used for the questionnaires distribution to the employees who 
are currently working in various tourist organisations in Malaysia and the UAE. 

 Information are gathered using the fi rms intercept procedure. Specifi cally, the 
questionnaire for this discipline answered a number of functions by translating 
research objectives into a series of motions. Firstly, the motions and response for-
mats have been standardised where all respondents faced the same stimuli. The 
questionnaire has been planned in a manner to provide comprehensible questions to 
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prompt respondents to corporate and complete accurately all the questions asked. It 
is also to facilitate and simplify the analysis of the data as most of the questions are 
precoded or have used a standardised response format. The queries are going to be 
taken in such a manner as to make responses easy to drop a line and allow clear 
statistical assessment to be done. Secondly, the sampling process of this research 
required a pick of a suffi cient number of constituents from the population at least 
300, and based on the information gathered from a subset, an inference of the char-
acteristics of the entire population could be drawn. 

 In this inquiry, the Likert scales are used in the questionnaire. Indeed respondents 
completing the questionnaires in this research are allowed to put their answer any-
where on the Likert scale. More importantly, fi ve-point Likert scale with all points 
labelled are used for the collection of most of the data as this type of scale is widely 
applied by marketing and management researchers which allow for a stage of inten-
sity and feelings to be conveyed. In brief, care will be required in constructing mea-
surement and scaling routines for the questionnaire design process in this inquiry. 

 The data analysis part has been conducted through the use of SPSS. All the indepen-
dent variables and dependent variable were used as the main predictors in the analysis 
of descriptive statistics, correlation matrix, Kaiser-Meyer-Olkin (KMO) and Bartlett’s 
test, communalities, as well as coeffi cient and regression. The output has highlighted 
the relationships and the signifi cant acceptance of variable used in the study.  

    Findings and Discussion 

    Demographic Analysis 

 The study has been initiated by engaging several demographic elements such as age, 
gender, qualifi cation, experience, position, status and nationality. Quantitatively, the 
frequencies of these data (demographic data) from both countries, Malaysia and the 
UAE, are valid as there is no missing data from the total sample of 300 distributed 
questionnaires. 

 About 30% of the respondents in Malaysia are aged 30–34, 13 % aged 20–24 and 
9 % aged above 40, while others from ages 25–29 to 35–39 remain constant at 24 %. 
This has somehow indicated that (refer to Fig.  21.2 ) much of the employees work-
ing for a tourism industry are those of the generation Y age ranging from 25 to 34. 
Whereas in the UAE, those age ranging from 30 to 34 at 30 % and 35–39 at 29 % 

Age Malaysia (%) Dubai (%)
20 – 24 13 19
25 – 29 24 13
30 – 34 30 30
35 – 39 24 29

> 40 9 9

  Fig. 21.2    Pie chart 
depicting age of the 
respondents in Malaysia 
and the UAE (Dubai) 
tourism industry       
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were seemed as the highest age range working for the tourism industry. Hence, this 
has indicated that the tourism industry in the UAE employs more of the later stage 
of the generation Y. Although this is part of the study, differences in ageing do not 
affect the sustainability of the tourism industry in both countries.

   Consistently in Fig.  21.3 , gender has played an important role to this study. In 
Malaysia itself, the respondents between male and female do not differ much. 51 % 
of the respondents are female, and 49 % are male. This has resulted in almost bal-
ance work acceptance. The study can conclude that in Malaysia’s tourism industry 
there is no gender bias or discrimination. While in the UAE, only 32 % of the female 
respondents are female, and 68 % more are male. This had indicated that the tourism 
industry in the UAE welcomes more male rather than female employees. However, 
these results cannot be made into a direct or fi nal judgement of a tourism industry’s 
sustainability. It might be the cause of culture and diversity differences (Table  21.1 ).

    With regards to qualifi cation, the respondents from Malaysia are mostly degree 
holders at 47 % with a small group of masters’ degree holders at 2.3 %. While in the 
UAE, most of the respondents are those with diploma at 56 % and with the least of 
1 % of degree holder. The huge gap of qualifi cation of respondents in both countries 
might be due to the level of work requirements and other needs. In line with this, 
experience is taken into great importance. In Malaysia, most of the respondents 
working for or in the tourism industry have more or less 1–8 years of working expe-
riences. Whereas in the UAE, the respondents have more than 10 years of working 
experience. 

 In this light, 68 % of the respondents working in various tourism companies in 
Malaysia are administrators and tour guides. Hence in the UAE, tour guide consti-
tutes 6.3 % where 47 % falls into others or random work task in the tourism  company. 
Much of the respondents from Malaysia are both male and female where male con-

Gender Malaysia (%) Dubai (%)

Male 49 68
Female 51 32

  Fig. 21.3    Pie chart depicting gender of the respondents in Malaysia and the UAE (Dubai) tourism 
industry       

   Table 21.1    Demographic frequencies of respondents from Malaysia and the UAE   

 Malaysia  UAE (Dubai) 

 Qualifi cation  Most are bachelor degree holders  Most are diploma holders 
 Experience  Most has served for 1–2 and 7–8 

years 
 Most has served more than 10 years 

 Position  Most are administrator and tour 
guide 

 Most are administrator and others 

 Marital status  Most are married and single  Most are married 
 Nationality  100 % are Malaysian  Most of them are locals and 

internationals 
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stitutes 51 % and female 49 %. In the UAE, most of the respondents are male with 
68 % and female with 32 %. The study has ended the demographic part with ques-
tion on nationality deriving from both countries. The respondents from Malaysia are 
100 % Malaysian citizens. While in the UAE, about 10.3 % respondents are 
Malaysian, and 82.7 % are inclusive of local Arabs and internationals.  

    Research Findings 

 Looking at the mean in Table  21.2 , it can be seen that job satisfaction has the highest 
mean followed by leadership style with 3.76. Therefore, it can be concluded that job 
satisfaction and leadership style are the most important variables that can infl uence 
the sustainability of a tourism industry in Malaysia.

   While in the UAE, it can be seen that leadership style with 4.42 and strategic 
human resource practices with 4.41 have the highest mean. Therefore, it can be 
concluded that leadership style and strategic human resource practices are the 
most important variables that can infl uence the sustainability of a tourism industry 
in Dubai. 

 For Malaysia and the UAE, the correlation coeffi cient output has the same result. 
Table  21.3  shows that there is a correlation between all the variables, organisational 
commitment, leadership style, strategic human resource practices, job satisfaction 
and sustainability, which can be identifi ed through the correlation coeffi cient of 1.0. 
Other than that, all variables have also more than 0.21 level of correlation coeffi -
cient which can be deemed as statistically signifi cant with each other.

   The KMO measures the sampling adequacy which should be greater than 0.5 for 
a satisfactory analysis to proceed. Kaiser ( 1974 ) recommend 0.5 as minimum values 
between 0.7 and 0.8 as acceptable and values above 0.9 as superb. Therefore, based 

   Table 21.2    Descriptive statistics   

  Malaysia    Mean    Std. deviation    N  
 Organisational commitment  3.73  .45  300 
 Leadership style  3.76  .50  300 
 Human resource  3.71  .44  300 
 Job satisfaction  3.78  .48  300 
 Sustainable tourism  3.63  .53  300 
  United Arab Emirates (Dubai)    Mean    Std. deviation    N  
 Organisational commitment  4.36  .60  300 
 Leadership style  4.42  .66  300 
 Strategic human resource practices  4.41  .65  300 
 Job satisfaction  4.19  .70  300 
 Sustainable tourism  4.07  .80  300 
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on Table  21.4 , the KMO measure in Malaysia is 0.713. While in the UAE, the KMO 
measure is 0.786. With this, it showed that sampling adequacy for Malaysia and the 
UAE is acceptable for this study.

   Consistently looking at the Bartlett’s test, the study has identifi ed the strength of 
the relationship among variables. In the table above, it can be seen that the Bartlett’s 
test of sphericity for both countries is signifi cant. That is, its associated probability 
is .000 which is less than 0.05. 

 Communalities functions by showing how much of the variance in the variables 
has been accounted for by the extracted factors. In Table  21.5 , in Malaysia, it is 
evidenced that over 78 % of the variance in organisational commitment is accounted 
for while 74 % of the variance in job satisfaction is accounted for. This can mean 
that Malaysian employees working in the tourism industries are prone to organisa-
tional commitment and being satisfi ed with their work. Whereas in the UAE, over 
86 % of the variance in leadership style is accounted for while 78 % of the variance 
in organisational commitment is accounted for by the extracted factors. This can 
mean that employees in the tourism industries in the UAE prefer leadership style 
and committing to their work.

   Table 21.3    The correlation matrix   

  Malaysia    OC    LS    SHR    JS    ST  
 Organisational commitment (OC)  1.00 
 Leadership style (LS)  .54  1.00 
 Strategic HR practices (SHR)  .53  .64  1.00 
 Job satisfaction (JS)  .82  .65  .55  1.00 
 Sustainable tourism (ST)  .78  .52  .61  .56  1.00 
  United Arab Emirates (Dubai)    OC    LS    HR    JS    ST  
 Organisational commitment (OC)  1.000 
 Leadership style (LS)  .804  1.000 
 Strategic HR practices (SHR)  .709  .883  1.000 
 Job satisfaction (JS)  .690  .657  .597  1.000 
 Sustainable tourism (ST)  .591  .646  .510  .701  1.000 

   Table 21.4    Kaiser-Meyer-Olkin (KMO) and Bartlett’s test   

  Malaysia  
 Kaiser-Meyer-Olkin measure of sampling adequacy  .713 
 Approx. chi-square  1031.683 
 Bartlett’s test of sphericity  df  10 

 Sig.  .000 
  United Arab Emirates (Dubai)  
 Kaiser-Meyer-Olkin measure of sampling adequacy  .786 
 Approx. chi-square  1218.777 
 Bartlett’s test of sphericity  df  10 

 Sig.  .00 
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  Table 21.5    Communalities    Malaysia    Initial    Extraction  
 Organisational commitment  1.000  .788 
 Leadership style  1.000  .634 
 Strategic human resource 
practices 

 1.000  .623 

 Job satisfaction  1.000  .746 
 Sustainable tourism  1.000  .695 
  United Arab Emirates (Dubai)    Initial    Extraction  
 Organisational commitment  1.000  .781 
 Leadership style  1.000  .866 
 Strategic human resource 
practices 

 1.000  .746 

 Job satisfaction  1.000  .707 
 Sustainable tourism  1.000  .625 

   Table 21.6    Regression for Malaysia   

 Model summary 

 Model  R  R Square  Adjusted R square  Std. error of the estimate 

 1  .837 a   .700  .696  .29492 

  a Predictors: (constant), JS, SHR, LS, OC 

 Model 

 ANOVA a  

 Sum of squares  df  Mean square  F  Sig. 

 Regression  59.962  4  14.991  172.35  .000 b  
 1  Residual  25.659  295  .087 

 Total  85.621  299 
  a Dependent variable: ST 
  b Predictors: (constant), JS, SHR, LS, OC 

 Coeffi cients a  

 Model 

 Unstandardized coeffi cients 
 Standardized 
coeffi cients 

 t  Sig.  B  Std. error  Beta 

 (Constant)  −.325  .164  −1.976  .049 
 OC  1.028  .066  .883  15.612  .000 

 1  LS  .106  .050  .099  2.111  .036 
 SHR  .356  .052  .294  6.798  .000 
 JS  −.425  .068  −.385  −6.261  .000 

  a Dependent variable: ST 

   The multiple regression analyses were conducted to examine the relationship 
between dependent and independent variables in the study. In Table  21.6 , the multi-
ple regression model with all four predictors produced R 2  = .700, F(4,295) = 172.35, 
p < .001. As can be seen in the table, the organisational commitment (OC), leadership 
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style (LO) and strategic human resource practices (SHR) have positive regression 
weights, indicating that these predictors will not affect the tourism industry in 
Malaysia and were expected to contribute to the sustainability of the country’s tour-
ism industry. The job satisfaction (JS) has a signifi cant negative weight (opposite in 
sign from its correlation with the criterion), indicating that job satisfaction has lower 
impact to the sustainability of the country’s tourism industry (a suppressor effect). 
Therefore, job satisfaction did not contribute to the multiple regression model.

   The multiple regression analyses were conducted to examine the relationship 
between dependent and independent variables in the study. The multiple regression 
model with all four predictors produced R 2  = .574, F(4,295) = 99.29, p < .001. As 
can be seen in Table  21.7 , the leadership style (LS) and job satisfaction (JS) have 
positive regression weights, indicating that these predictors will not affect the tour-
ism industry in the UAE and were expected to contribute to the sustainability of the 
country’s tourism industry. On the other hand, the organisational commitment 
(OC) and strategic human resource practices (SHR) have a signifi cant negative 
weight (opposite in sign from its correlation with the criterion), indicating that 
organisational commitment and job satisfaction have lower impact to the sustain-
ability of the country’s tourism industry. Therefore, organisational commitment 
and job satisfaction did not contribute to the multiple regression model.

   Table 21.7    Regression for United Arab Emirates (Dubai)   

 Model summary 

 Model  R  R square  Adjusted R square  Std. error of the estimate 

 1  .757 a   .574  .568  .5301 

  a Predictors: (constant), JS, HR, OC, LS 

 Model 

 ANOVA a  

 Sum of squares  df  Mean square  F  Sig. 

 Regression  111.593  4  27.898  99.29  .000 b  
 1  Residual  82.890  295  .281 

 Total  194.483  299 
  a Dependent variable: ST 
  b Predictors: (constant), JS, HR, OC, LS 

 Coeffi cients a  

 Model 

 Unstandardized coeffi cients 
 Standardized 
coeffi cients 

 t  Sig.  B  Std. error  Beta 

 (Constant)  .233  .238  .982  .327 
 OC  −.038  .092  −.029  −.416  .678 

 1  LS  .742  .117  .615  6.363  .000 
 HR  −.388  .100  −.314  −3.880  .000 
 JS  .580  .062  .504  9.312  .000 

  a Dependent variable: ST 
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        Conclusion 

 This study showed a positive output where much of the hypothesis tested were cor-
related with each other and is signifi cant with the dependent variable. Based on the 
fi ndings, it is understood that both countries have a slight difference in the fi nal out-
put; thus, it is not much of a differences. In a developing country like Malaysia where 
cultural activities and historical places are rampant, the respondents are more into 
giving their commitment to their company and respecting their bosses as leaders. 
They are also prone to strategic human resource practices, while job satisfaction 
gives a secondary effect to their work. These predictors are assumed to be a signifi -
cant contributor to the sustainability of the Malaysian tourism industry as a whole. 

 As for a country with modern setting such as the UAE or preferably known as 
Dubai, the respondents are prone to follow orders of their leaders by respecting their 
bosses’ leadership style. They seek satisfaction from their daily job. Predictors such 
as organisational commitment and strategic human resource practices were among 
the less attention paid to among the respondents. This might occur due to the vari-
ous background and nationality of the international respondents. In this sense, 
diversity is the main consideration in analysing such ground. 
 Hypothetically, there is a positive and signifi cant relationship between the indepen-
dent variables such as organisational commitment, leadership style, strategic human 
resources practices and job satisfaction with the dependent variable sustainable 
tourism and vice versa. In conclusion, all the fi ve hypotheses are well accepted and 
can be expanded into another research and managerial study in the future.      

  References 

    Achoui, M., & Mansour, M. (2007). Employee turnover and retention strategies: Evidence from 
Saudi companies.  International Review of Business Research Papers, 3 (3), 1–16.  

    Armstrong, M. (2003).  Human resource practices . London: Kogan Page.  
    Balakrishnan, M. S. (2009). Strategic branding of destinations: A framework.  European Journal of 

Marketing, 43 (5–6), 611–629.  
    Barney, J. (1991). Firm resources and sustained competitive advantage.  Journal of Management, 

17 (1), 99–120.  
    Becker, T. E., & Billings, R. S. (1993). Profi les of commitment: An empirical test.  Journal of 

Organizational Behavior, 14 (2), 177–190.  
    Becker, B., & Gerhart, B. (1996). The impact of human resource management on organizational 

performance: Progress and prospects.  Academy of Management Journal, 39 (4), 779–801.  
    Cope, O., & Waddell, D. (2001). An audit of leadership styles in e-commerce.  Managerial Auditing 

Journal, 16 (9), 523–529.  
    Costa, J. (2004). The Portuguese tourism sector: Key challenges for human resources manage-

ment.  International Journal of Contemporary Hospitality Management, 16 (7), 402–407.  
    D’Cruz, P., & Noronha, E. (2011). The limits to workplace friendship: Managerialist HRM and 

bystander behaviour in the context of workplace bullying.  Employee Relations, 33 (3), 269–288.  
    De Cieri, H., & Kramar, R. (2008).  Human resource management in Australia: Strategy people 

performance  (3rd ed.). Sydney: McGraw Hill Australia Pty Limited.  
    Delery, J. E. (1998). Issues of fi t in strategic human resource management: Implications for 

research.  Human Resource Management Review, 8 (3), 289–309.  

21 The Role of Organisational Commitment, Leadership Style, Strategic Human…



268

    Gannon, J., & Johnson, K. (1997). Socialization control and market entry modes in the international 
hotel industry.  International Journal of Contemporary Hospitality Management, 9 (5/6), 193–198.  

    Greenberg, J., & Baron, R. J. (1995).  Behavior in organization: Understanding and managing the 
human side of work . Upper Saddle River, NJ: Prentice Hall.  

    Hall, C. M., & Jenkins, J. (2004). Tourism and public policy. In A. A. Lew, C. M. Hall, & A. M. 
Williams (Eds.),  A companion to tourism  (pp. 525–540). Oxford: Blackwell.  

    Henderson, J. M. (2006). Recognition and attention guidance during contextual cueing in real- 
world scenes: Evidence from eye movements.  The Quarterly Journal of Experimental 
Psychology, 59 (7), 1177–1187.  

   Kaiser, H. F. (1974). An index of factorial simplicity. Psychometrika, 399, 31–36.  
   Keep, E., & Mayhew, K. (1999).  The leisure sector .  
    Kerr, J., & Slocum, J. W. (2005). Managing corporate culture through reward systems. 

 The Academy of Management Executive, 19 (4), 130–138.  
    Kopelman, R. E., Brief, A. P., & Guzzo, R. A. (1990). The role of climate and culture in productiv-

ity.  Organizational Climate and Culture, 282 , 318.  
    Locke, E. A. (1976). The nature and causes of job satisfaction.  Handbook of Industrial and 

Organizational Psychology, 1 , 1297–1343.  
     Lok, P., & Crawford, J. (1999). The relationship between commitment and organizational culture, 

subculture, leadership style and job satisfaction in organizational change and development. 
 Leadership & Organization Development Journal, 20 (7), 365–374.  

   Marzuki, A., Jantan, M., & Mohamed, B. (2008). Analysing impacts from tourism development: A 
framework method. In  Proceedings of National Symposium on Tourism Research  (p. 49).  

    Ogilvie, J. R. (1986). The role of human resource management practices in predicting organiza-
tional commitment.  Group & Organization Management, 11 (4), 335–359.  

    Pfeffer, J. (1994). Competitive advantage through people.  California Management Review, 36 (2), 9.  
    Porter, L., Steers, R., Mowday, R., & Boulian, P. (1974). Organizational commitment, job satisfac-

tion, and turnover among psychiatric technicians.  Journal of Applied Psychology, 59 , 603–609.  
    Riley, R. W., & Love, L. L. (2000). The state of qualitative tourism research.  Annals of Tourism 

Research, 27 (1), 164–187.  
    Robbins, S. P., & Coulter, M. (2008).  Management . Upper Saddle River, NJ: Pearson Prentice Hall.  
    Schuler, R. S., & Jackson, S. E. (1987). Linking competitive strategies with human resource man-

agement practices.  The Academy of Management Executive, 1 (3), 207–219.  
    Scott‐Findlay, S., & Estabrooks, C. A. (2006). Mapping the organizational culture research in nurs-

ing: A literature review.  Journal of Advanced Nursing, 56 (5), 498–513.  
       Sharpley, R. (2008). Consuming dark tourism: A thanatological perspective.  Annals of Tourism 

Research, 35 (2), 574–595.  
    Sheridan, J. E. (1992). Organizational culture and employee retention.  Academy of Management 

Journal, 35 (5), 1036–1056.  
    Sinangil, H. K. (2004). Globalisation and managing organisational culture change: The case of 

Turkey.  Psychology & Developing Societies, 16 (1), 27–40.  
   Sirat, J. A. (1993). U.S. Patent No. 5,218,646. Washington, DC: U.S. Patent and Trademark Offi ce.  
    Stonich, S. C. (1998). Political ecology of tourism.  Annals of Tourism Research, 25 (1), 25–54.  
    Williams, L. J., & Hazer, J. T. (1986). Antecedents and consequences of satisfaction and commit-

ment in turnover models: A reanalysis using latent variable structural equation methods. 
 Journal of Applied Psychology, 71 (2), 219.  

    Wimalasiri, J. S. (1995). An examination of the infl uence of human resource practices, organisa-
tional commitment and job satisfaction on work performance.  International Journal of 
Management, 12 , 352–352.  

   World Trade Organization. (2003).  Annual report WTO 2003 . ISSN 1020-4997 Printed in France.  
    Wright, A. H. (1998). The simple genetic algorithm and the Walsh transform: Part II, the inverse. 

 Evolutionary Computation, 6 (3), 275–289.  
    Wright, P. M., & McMahan, G. C. (1992). Theoretical perspectives for strategic human resource 

management.  Journal of Management, 18 (2), 295–320.    

Z.A. Zarim et al.



    Chapter 22   
 The Role of Leaders on Creating Creative 
Climate That Stimulates Creativity 
and Innovation in the Workplace (Ongoing 
Research)                     

     Gasim     Abdelrahman      and     Ola     ALZawati    

    Abstract     The purpose of this study is to investigate the role of leaders on creating 
creative climate that supports innovation, change, and creativity in the organization. 
It will mainly answer how can leaders create a creative climate that stimulates cre-
ativity and innovation in the workplace? An organizational model named leadership- 
creative- climate model has been developed in order to examine this role. Moreover, 
an assessment survey will be developed and validated. A sample was selected from 
a local organization in UAE. It was grouped into three categories—highly innova-
tive, moderately innovative, and low innovative—based on an electronic suggestion 
system results. The selected sample involves more than 350 respondents. Surveys 
will be distributed electronically to the respondents. Structured Interviews will be 
conducted with the key seniors and employees. Results of the surveys and struc-
tured interviews will be analyzed statistically and discussed critically. Then, conclu-
sions regarding the role of leaders on creating creative climate that stimulates 
creativity and innovation in the organization will be derived, and the infl uences of 
leaders on each of the nine creative climate dimensions will be addressed. Finally, 
the model will be enhanced and verifi ed based on the empirical data of the con-
ducted case study and combined methodological framework that involves leadership- 
creative-climate model, and the assessment survey will be developed.  

  Keywords     Innovation leadership   •   Creative climate   •   Creative climate dimensions   
•   Innovation  
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      Introduction 

 In recent scholarly and managerial literature, there is considerable evidence that 
innovation is essential to achieve the long-term success of a company in modern 
competitive markets. Due to the rapidly changing economy, innovation is becom-
ing more and more critical for the success and survival of many organizations. 
Although several factors shaping innovation (e.g., strategy, climate, etc.) have been 
examined in the literature, the leadership of innovation has received relatively less 
attention (Byrne, Mumford, Barrett, & Vessey,  2009 ). One of the major factors 
repeatedly suggested to affect innovation is leadership. Leaders can create and 
manage an organizational culture that promotes innovation, can be product cham-
pions or heroic innovators who support innovation throughout the process of its 
implementation, and can create organizational structure needed to support 
innovativeness. 

 In the processes of innovation, where innovation is consequence of the compa-
ny’s strategy and not a one-time accidental incident, leaders make people aware of 
the goal, communicate, and justify the reasons for taken action and related benefi ts. 
They also show the direction of the action and tips related to searching innovative 
solutions. One of the most important roles that leaders play within organizational 
setting is to create the climate for innovation (cited by Tidd & Bessant,  2013 ). The 
purpose of this study is to examine the role of leaders on creating creative climate 
that stimulates innovation and creativity in the organization.  

    Problem Formulation 

 The creation of an innovation-friendly culture requires that leaders acquire new 
leadership skills to engage and lead staff. Despite contributions and increasing vol-
umes of research data, the research base on innovation leadership remains frag-
mented and discipline specifi c and seldom brought to the levels of integration 
needed for practical design and implementation of leadership development inter-
ventions. At least one critical question remains unanswered, namely, what it is that 
innovation leaders do that brings about success in innovation (cited by Vlok,  2012 )? 
Although the innovation literature base is extensive, the research in this area is 
rather restricted (Katerzyna, 2012). Hence, there is a signifi cant need to examine the 
role of leaders on creating creative climate that stimulates creativity and innovation 
in the workplace. This study answers two questions: (1) How can innovative leaders 
create a creative climate that stimulates creativity and innovation in the workplace? 
What are the infl uences of innovative leaders on each of the nine dimensions of 
creative climate?  
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    Innovation Leadership and Creative Climate 

 While innovation and leadership have both been featuring extensively in scholarly 
and general management literature for decades, the combination appears to be rela-
tively new and growing fast (Vlok,  2012 ). Innovation leadership appears to be a new 
branch of study dealing with new complexities in value realization and the role of 
innovation in dealing with these. The fi rst scholarly use of the term is uncertain, but 
one such reference originates from a study by Carmeli who examined the impor-
tance of innovation leadership in cultivating the strategic fi t of the organization with 
its environment and enhancing various economic, relationship, and product perfor-
mance outcomes. The results suggest that innovation leadership signifi cantly 
enhanced fi rm performance (cited by Vlok,  2012 ). 

 Despite the traditional view of leadership behavior, concern for task, and concern 
for people, innovation leadership suggests a third factor, concern for change. 
Innovation leadership involves two components: (1)  an innovative approach to lead-
ership , which involves bringing new thinking and different actions to how leaders 
lead, manage, and go about their work and think differently about their roles and the 
challenges the organization face and (2)  leadership for innovation  through which 
leaders must learn how to create an organizational climate where others apply inno-
vative thinking to solve problems and develop new products and services and grow-
ing culture of innovation not just hiring a few creative outliers (David & Dan,  2014 ). 
Leaders should pay great attention to both components; however, this study focuses 
on the second component of innovation leadership “leadership for innovation.” 

 Climate is the observed and recurring patterns of behavior, attitudes, and feelings 
that characterize life in the organization. It is distinct from culture in that it is more 
observable at the surface level within the organization and more amenable to change 
and improvement efforts (Tidd & Bessant,  2013 ). Creative climate is characterized 
by nine dimensions which have been discussed frequently in the literature. The 
Situational Outlook Questionnaire (SOQ) has been in use for many years as an 
assessment of the climate that supports change, innovation, and creativity (Isaksen, 
 2007 ). The Situational Outlook Questionnaire has defi ned the nine dimensions of 
creative climate as presented by Isaksen ( 2007 ). Isaksen and Akkermans ( 2011 ) has 
conducted a study using the Situational Outlook Questionnaire (SOQ) of the nine 
dimensions of creative climate. Organizational climate as an intervening variable 
between leadership behavior and innovation was confi rmed through partial correla-
tion and mediation analysis. The results of the study confi rmed that leadership 
behavior does, in fact, play a very important role in creating an organizational cli-
mate that supports innovation. de Jong and Den Hartog ( 2007 ) identifi ed 13 leader 
behaviors that encouraged both idea generation and application of those ideas in 
producing innovation. Some examples include stimulating knowledge diffusion, 
providing vision, showing support for innovation, and providing resources. All the 
leader behaviors they identifi ed included an implicit link to the leader’s role in cre-
ating a climate for creativity and organizational innovation. 
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 In this paper a model named leadership-creative-climate model is proposed in 
order to examine the role of leaders on creating creative climate that stimulates 
creativity and innovation in the workplace. It is suggested that leaders can create 
and support climate for creativity through three channels: (1) organizational poli-
cies, strategies, and rules; (2) organizational systems and processes; and (3) leader-
ship behavior. Each component can be developed, utilized, and continuously 
enhanced in order to create and support climate for creativity in the workplace. Each 
component will support the nine dimensions of the creative climate. Figure presents 
the leadership-creative-climate model (Fig.  22.1 ).

       Methodology 

 An organizational model named leadership-creative-climate model has been devel-
oped in order to examine the role of leaders on creating and supporting creative 
climate. An assessment survey will be developed and validated in order to (1) deter-
mine how can leaders create and support creative climate through leadership- 
creative- climate model and (2) assess to what extent leaders are supporting climate 
for creativity in the organization. A sample was selected from a local organization 
in UAE. It was grouped into three categories—highly innovative, moderately inno-
vative, and low innovative—based on an electronic suggestion system results.
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  Fig. 22.1    Leadership-creative-climate model       
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The selected sample involves more than 350 respondents. Surveys will be distributed 
electronically to the respondents. Structured Interviews will be conducted with the 
key seniors and employees. Results of the surveys and structured interviews will be 
analyzed statistically and discussed critically. Then, conclusions regarding the role 
of leaders on creating creative climate that stimulates creativity and innovation in 
the organization will be derived, and the infl uences of innovative leaders on each of 
the nine creative climate dimensions will be addressed. Finally, the model will be 
enhanced and verifi ed based on the empirical data of the conducted case study and 
combined methodological framework that involves creative-leadership-creative- 
climate model, and the assessment survey/tool will be developed.     
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    Chapter 23   
 Building the Responsible Leader 
in Universities: An Integrated Model                     

     Mireille     Chidiac     El     Hajj      ,     Richard     Abou     Moussa      , and     May     Chidiac     

    Abstract     Inclusive leadership qualities are needed to assume responsibility for and 
meet complex global challenges. This study is a thorough search of published litera-
ture. It includes observations, scholarly work, and reports of studies. New insights 
are generated based on the grounded theory and dialectic between data collection 
and analysis. The objective of this study is to produce a framework for the respon-
sible leader based on a set of integrated conceptual models. The outline of the 
“responsible leader” is organized around an innovative, socially responsible citizen 
who supports business ethics and comprehends sustainable governance.  

  Keywords     Inclusive leadership   •   Responsible leader   •   Global changes   •   Grounded 
theory   •   Responsible citizen   •   Socially responsible   •   Sustainable governance   
•   Ethically responsible   •   Responsibly innovative   •   Infl uence   •   Education  

      Introduction 

 With more importance given to social and environmental problems and their impli-
cation on daily life, the role of companies and their leaders has come into question. 
For some time, there has been a decline in the notions of responsibility and ethics in 
organizations and among individuals due to the overzealous support of capitalism 
and “the pursuit of profi t beyond the limit set by the needs” (Weber, 1904/ 2008 , 
p. 29). It is time to rethink tools to combat and limit the damage. 
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 Faced with the deregulation phenomena, fi nancial scandals (Biais,  2008 ), and 
human and environmental disasters, the need to reformulate ethical refl ection and 
responsible education has resurfaced to the point of becoming the backbone of daily 
concerns. It is in this context that the Organisation for Economic Co-operation and 
Development (OECD,  2009 ) appealed to values such as transparency, objectivity, 
reliability, honesty, prudence, and the now lost confi dence. It pointed to the impor-
tance of the role of education in universities, as well as the notion of how “education 
has a key role to play” (Morin,  1999 ). 

 To meet the new complex global challenges—such as water and energy security, 
climate change, and environmental degradation—we need “a clear vision, focus, 
and inclusive leadership qualities. These skills should be part of the development of 
future business leaders, and therefore, they should be part of the curricula and 
research programs of business schools and departments of universities” (European 
Commission,  2008 ). The objective of education, according to Durkheim (1968–
 2013 ), does not amount only to the mere acquisition of knowledge but also to the 
training of citizens. It is up to educational institutions which “have always had the 
tripartite mission to instruct, cultivate and converse, to transmit factual knowledge 
and also the values and principles which are deemed necessary to the rules of social 
life” (Audigier,  1991 ). Hence, education must be forward looking and built around 
contemporary issues, and the results of evolutions of culture, societies, and environ-
ments, in order to prepare the present and future responsible members of society, 
since “Education is the force of the future” (Morin,  1999 ). 

 Evidently, in all countries, a major challenge of education for sustainable 
development has risen. And that it is “the duty of Higher Education to help people 
to understand and adapt to a pace of change which is, as yet, ‘unnatural’ to all 
cultures” (UNESCO,  1997 ). Through reassessment of education based on the con-
temporary conduct of men and women, UNESCO has strived to reorient education 
toward sustainable development. Within the context of education for a sustainable 
future, Morin ( 1999 ) exposed the central problems needed to teach in the modern 
age and offered seven pointers, two of which are teaching the human condition 
and teaching the ethics of humanity. The question is to articulate a way of think-
ing, to overhaul the teaching methods while reforming attitudes, and to encourage 
ethical behavior. 

 It is noteworthy that current teaching methods are used in attempts to cultivate 
responsible students. However, there seems to be a gap: traditional educational meth-
ods such as lectures do not correlate well with the development of the new concept 
of  responsible leadership . Therefore, there is a need for more interactive learning 
approaches, where the teacher can play the role of a moderator rather than of a lec-
turer. Developing new frontiers is essential in building socially responsible abilities. 

 Given the fact that sustainability education requires fundamental changes in the 
basic concepts—or a paradigm shift—as described by Michener et al. ( 2001 ), stu-
dents can be educated in alternative ways (Kurland et al.,  2010 ). This study sheds 
the light on how to build the “responsible leader,” by going beyond the traditional 
methods and the currently used tools in universities. 
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 To propose a new model of leadership, key issues had to be addressed: it was 
necessary to depict the current state of teaching social responsibility and sustain-
ability in higher education and analyze qualitative information related to existing 
strategies. It was observed that the demand for a socially responsible leader is 
increasing, but this demand cannot be met due to the shortage of tools and strategies 
for this new type of leadership. So far, the literature reviewed had been treating 
related topics separately. There was no evidence of combining the different levels of 
responsibility effectively or shaping them systematically in an integrated approach. 
Grounded theory helps in engineering such novel approaches.  

    A New Mission for Universities: Making Leaders 
Out of Students 

 “Preparation for working life should become one of the major axes of the educa-
tional project of any higher education institution” (Attali,  1998 ). In his text, Attali 
discussed the role of higher education in improving society and inducing sustain-
able development. The role of universities would be twofold. On one hand, universi-
ties must anticipate needs and contribute to changes and developments in economic, 
technological, and labor sectors. On the other, they should be subject to changes and 
should “give students the opportunity to fully develop their own abilities with a 
sense of social responsibility, and teach them to become active full members of 
democratic society and cultivate members of society that promote equity and jus-
tice” (World Declaration on Higher Education—UNESCO,  1998 ). 

 Christensen, Peirce, Hartman, Hoffman, and Carrier’s ( 2007 ) article on the inclu-
sion and coverage of ethical issues, social responsibility, and sustainability of the 
top 50 global MBA programs revealed the following: (1) the majority of schools 
require one or more of the abovementioned subjects in their MBA program, and a 
third of the schools require covering at least three subjects; (2) there is a tendency 
toward including courses related to sustainable development; (3) the students’ inter-
est in these topics is high; and (4) several schools teach these topics through techni-
cal learning and experiential immersion. 

 Another report of UNESCO ( 2015 ) maintains that education and teaching are 
expected to increase emphasis on values and attitudes. In a globalized world, it is 
necessary to enable learners of any age to “acquire the values, knowledge and skills 
which are based on, and promote respect for human rights, social justice, diversity, 
gender equality and environmental sustainability, and empowers them to become 
responsible global citizens.” For the next 8 years (UNESCO,  2013 ), the universities 
in their tripartite dimension of teaching, research, and civic engagement should 
therefore be heavily involved in this new discourse. “The goal is to train responsible 
global citizens” (UNESCO,  2013 ). 

 Hahn’s ( 1998 ) comparative study—conducted in countries like Germany, 
Denmark, Great Britain, and the USA—concludes that there is a strong correlation 

23 Building the Responsible Leader in Universities: An Integrated Model



278

between individual participation in civic life and institutes that encourage their stu-
dents not only to participate and discuss issues of public interest but also to act 
accordingly. Other studies have also shown that corporate social responsibility 
(CSR) education in Europe has come a long way. Programs and optional modules of 
sustainability at the masters level are increasingly taught in different European 
regions or groups of European countries. Data analysis and research on CSR, sus-
tainability, and partnership governance has become more entrenched in European 
universities. In general, these issues have become mature fi elds of study and are not 
to be overlooked. This maturity is refl ected in the increase in the adoption of 
European case studies, and the decrease in the use of speakers, as teaching tools in 
CSR education (Orlitzky & Moon,  2008 ). The launch of a global network of over 
130 companies and academic institutions under the name of the Academy of 
Business in Society (ABIS), 1  in 2001, had helped to promote sustainable business 
practices through partnership, learning, and research. It allowed companies to ben-
efi t from academic knowledge through research, to focus on strategic priorities and 
sustainable development programs, and to integrate research in business school 
education. Internet research, particularly of the Web pages of the Leiden, Delft, and 
Rotterdam universities, revealed that those universities joined their efforts in part-
nership to teach students innovation and problem solving related to sustainability, 
social responsibility, and responsible governance. 

 In the USA, there is emphasis on ethics education. For example, a “task force” was 
created, the EETF (Ethics Education Task Force), to strengthen the requirement of 
teaching ethics in MBA programs, to gain accreditation for business schools, and to 
highlight the importance of ethics education (Phillips,  2004 ). In addition, exercises 
are employed with students to increase their moral reasoning abilities, to refl ect on 
ethical decisions based on their own experiences, to analyze situations using multiple 
perspectives, to clarify complex ethical dilemmas of the business world, and to pre-
pare and educate them to consider the various ethical issues in business (Phillips, 
 2004 ). The investigation by Matten and Moon ( 2004 ) 2  questions whether business 
schools “are no more than brainwashing institutions, educating their graduates only in 
a relatively narrow shareholder value ideology, which has been raised by numerous 
commentators in the aftermath of recent corporate scandals in America.” However, 
their study showed that practitioners and the industry are keenly interested in the 
issues of CSR and sustainability. The futuristic vision for educators in business schools 
is rather optimistic regarding the apprehension of the role of ethics in business. 

1   According to Web search: “ABIS (formerly known as EABIS) was founded in 2001 and launched 
at INSEAD in 2002 with the support of the leading Business Schools in Europe (INSEAD, IMD, 
London, ESADE, IESE, Copenhagen, Warwick, Vlerick, Ashridge, Cranfi eld, Bocconi) in partner-
ship with IBM, Microsoft, Johnson and Johnson, Unilever and Shell.” 
2   Following the American companies’ scandals, Matten and Moon’s study came in response to the 
various criticisms that have been raised by many commentators in the business press such as 
 academicians. 
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 In fact, universities, such as Stony Brook University 3  in New York, are offering 
majors in sustainability, BS in Coastal Environmental Studies, BA in Sustainability 
Studies, BA in Ecosystems and Human Impact, BA in Environmental Humanities, 
and BA in Environmental Design, Policy, and Planning, in order to prepare students 
for important environmental careers of the future. In this context, European and 
American universities such as Edinburgh University in the UK, University of 
Oldenburg in Germany, and MIT and Harvard University in the USA are mainly 
working on bringing support and guidance to students and procuring funds to pur-
chase new equipment to support sustainable labs. “People who decide to take a 
course on environmental issues therefore need to go beyond the simplistic environ-
mental arguments […] and take fi rst step in examining issues that are of current 
concern, such as the  operationalisation of sustainability ” (Simon,  2002 ). 

 Efforts however remain insuffi cient. In his article in the  Wall Street Journal , 
“How Business Schools Have Failed Business: Why Not More Education on the 
Responsibility of Boards?,” Jacobs ( 2009 ) points the fi nger at universities. According 
to him, business schools have failed to teach responsibility and good governance to 
business leaders and policy makers. Convinced that there is a bias in teaching busi-
ness ethics and governance, he wondered: “Could we have avoided most of the 
economic problems we now face if we had a generation of business leaders who 
were trained in designing compensation systems that promote long-term value?” 

 Lebanon provides the context for the practical side of this research. It is therefore 
important to note that in Lebanon, the Lebanese University is a model for private 
universities that tend to emphasize autonomy (UNESCO, PNUD,  1996 ). However, 
the law that governs the Lebanese University is 40 years old (1967). It is a law that 
rifts between the legislation and its application in the fi eld and between the law and 
the requirements of a modern administration. The coexistence of public higher edu-
cation through the Lebanese University and private higher education through all the 
other universities could have been more valuable had it not been a proliferation of 

3   A Web search showed that the “interdisciplinary fi eld of Sustainability Studies was developed in 
response to the growing need for environmental literacy and awareness as a solution to unsustain-
able human behavior and environmental degradation. Sustainability means long-lasting health, 
integrity, diversity, and vitality for all living systems—including individual, community, ecosystem, 
and biome. Stony Brook’s Sustainability Studies’ academic programs include interdisciplinary and 
trans-disciplinary instruction in sustainable development, urban and suburban planning, landscape 
architecture, environmental policy, environmental humanities (including literature, media, fi lm and 
cultural studies), etc. The program curriculum includes extensive collaborative and interactive 
learning, problem solving, and direct hands-on engagement. Graduates from the Sustainability 
Studies Program are prepared to enter a variety of careers and graduate programs including educa-
tion, law, politics, policy and planning, journalism, business, landscape and architectural design, 
renewable energy, conservation, marine sciences, forestry, environmental health, food studies, and 
the arts, among others. ‘Green Job’ growth is steadily rising and is outpacing most other employ-
ment areas. The study of sustainability teaches students to be proactive, critical and creative thinkers 
who seek and fi nd solutions to environmental problems. Sustainability Studies at Stony Brook 
offers fi ve majors, six minors and a graduate certifi cate in GIS, as well as a Fast-track BA-MBA.” 

 Retrieved from:  http://www.stonybrook.edu/commcms/sustainability/what_is_sustainability.
html 

23 Building the Responsible Leader in Universities: An Integrated Model

http://www.stonybrook.edu/commcms/sustainability/what_is_sustainability.html
http://www.stonybrook.edu/commcms/sustainability/what_is_sustainability.html


280

institutions of higher education of highly uncertain quality, which do not always 
meet the needs of Lebanon (UNESCO, PNUD,  1996 ). 

 Despite several efforts, it is clear that higher education in Lebanon has to some 
extent failed to accompany the globalized labor market, form a competitive work-
force, or form sound citizenship. As mentioned by the Lebanese Association for 
Educational Studies (LAES,  2006 ), the problems are numerous, some related to low 
practical training and undeveloped programs of partnership and affi liation in certain 
specializations with companies and other educational institutions. Our preliminary 
observations indicated that some efforts have been recently made in order to imple-
ment new units, labs, curricula, and even green campuses in some universities, espe-
cially in those that are accredited or seeking accreditation. The purpose is to install 
incremental changes that can help in molding the student, who is supposed to become 
responsible, and preparing him/her to work for a more just and sustainable society.  

    Methodology 

 While the literature tends to present a relatively limited view by pointing to con-
cepts separately, this study will try to mold, order, and position specifi c scattered 
elements in one shape: the shape of the “responsible leader.” By referring to the 
grounded theory, the researchers aim to develop the new concept that is connected 
to the new reality. As Glaser and Strauss ( 1967 ) described it, the grounded theory is 
willing to “Identify a phenomenon, object, event or setting of interest.” 

 The literature study is a thorough search of published literature. Similar to 
grounded theory, it includes different kinds of data (Glaser & Strauss,  1967 ). In addi-
tion to academic texts, reference is made to journals, along with newspaper articles, 
that can provide a main source of information for an in-depth literature search and to 
Internet research. In order to broaden the understanding of the new concept, existing 
theories, critical opinions, and identifi ed current models were reviewed. 

 The study also includes 35 university professors and administrators from different 
prominent universities 4  in Lebanon, whose assignment was to assist in a refl ection 
paper in which they describe the different traits of the leader we need in our societies. 
The discourse of 16 different guest speakers 5 —coming from different backgrounds 

4   Namely: the American University of Beirut, Balamand University, Beirut Arab University, 
Lebanese American University, Lebanese University, Sagesse University, Université Saint-Esprit—
Kaslik, Université Saint-Joseph, Antonine University, and Notre Dame University—Louaize. 
5   We met the people we interviewed at the Women on the Frontlines conference (WOFL), held in 
March 1 in Beirut. The panels covered topics such as women in international affairs, women in 
entrepreneurship and in the business world, and others. Whether diplomatic, talk-show interview-
ers, entrepreneurs, or in art and culture, all interviewers, who have inspired leadership and change, 
agreed that a new type of leadership is needed, especially between women, requiring youth 
engagement and focusing on human rights, development, citizenship, and civic engagement. Their 
different ideas inspired us on how being a responsible youth participating in decision making can 
make a difference. 
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and discussing and exploring the new traits of the leader our society is seeking—is 
explored. The dialectic between the data collection and analysis process enabled the 
researchers to develop a new theoretical approach. This powerful theory that “grounds 
itself in reality through systematically generated research” (Olson & Raffanti,  2004 ) 
helped “plant the seeds” of a new leadership model that improves organizational and 
educational practices, providing tools for implementation and assessment of the 
implications of the concepts that fi t the new environment imperatives. 

 According to the World Commission on Environment and Development, 
“Sustainable development is development that meets the needs of the present with-
out compromising the ability of future generations to meet their own needs.” 
Sustainability development does not have limits, but it is rather recognized as a set 
of notions and defi nitions of development that evolve in relation to changing require-
ments and possibilities (UNESCO,  1997 ). To solve its challenges, a strong leader-
ship is needed, an “abstract of time, place and people”. And that is someone who has 
the ability to understand complex challenges, to respond to them, and to create 
value from team players. Applied to education, power in the classrooms should 
therefore be “democratically shared” (Brookfi eld,  1999 ; Olson & Raffanti,  2004 ): 
everyone, including teachers, is to be equally engaged in shared education and 
learning and also in discovery, relevance, and creative concepts. The implication is 
grounded learning based on pushing students toward critical thinking, empowering 
them, listening to them, and accepting their answers (not underestimating them). 
This moves teaching to a higher, more theoretical, level of comprehension (Olson & 
Raffanti,  2004 ). To address such a paradigm shift, this research links fundamental 
concepts in order to capture the pillars that “characterize the central phenomenon” 
(Strauss,  1987 , p. 7). Theoretical codes are drawn from existing theories and diverse 
reliable interviews to assist the theoretical integration. In this process, this study 
extracts the traits of the responsible leader, who can shape our communities and 
organizations: a responsible person, molded not only through the eyes of scholars 
and authors but also of the community and educators.  

    Interviews with People in Charge 

 This research deployed different types of interviews: structured, semi-structured, and 
informal. The purpose was to learn how people in charge of education, who by virtue 
of their position and authority, are able to inspire others, lead them, and offer them a 
role model to follow. Their infl uence confi rms the notion that, “instead of trying to 
change or eradicate misappropriate leadership concepts and values at a later age, it is 
much better to care for their good formation and foundation as earlier as possible, 
during [head]teacher initial formation [at university level]” (Argyropoulou,  2015 ). 

 In order to establish if there is differentiation between current students and stu-
dents that the community aspires to have, the interviewees were asked to describe 
the present student and compare that description with the needed student for the 
future. The interviews addressed the characteristics of future students; how they can 
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become critical thinkers and effective leaders who are able to solve problems logi-
cally, ethically, and innovatively; and how they can be transformed into enthusiastic 
and integrated leaders who can communicate clearly and who will not be afraid to 
challenge conventions using proper tools and means. 

 As described by Glaser and Strauss ( 1967 ), when referring to the open coding 
codes, data was collected and divided into similar groupings, to establish prelimi-
nary categories of information concerning the sought traits of a leader, which repre-
sents our fi eld of investigation. In this context, memos were written and sorted, and 
the results were weighted to clarify the concepts (Bohm,  2004 ). The researchers 
identifi ed a new type of leadership that needs to be built at a university level. 
However, this new type of leadership needs new types of tools that are different 
from those usually used in universities. Then, the preliminary categories were the-
matically divided in order to form the axial coding. This step refi ned the concept, 
locating it at the center (cf .  Fig.  23.1 ).

   Under this particular set of conditions, an action strategy is to be adopted: edu-
cating university students to make responsible leaders out of them. The sequences 
emerged as follows: it is imperative to teach, fi rstly, civic engagement and, sec-
ondly, ethics and sustainable governance, while encouraging innovation by stimu-
lating thinking and encouraging better ideas.  

    A Complex World Seeking Framework for a “Responsible 
Leader” and for Tools to Build the Paradigm 

 The defi nition of leadership as designated by Harvard is adopted: it is the “capacity to 
guide and sustainably mobilize a group of individuals towards achieving specifi c 
goals.” Leadership approaches are different: they are diverse but converge on some 
issues. From the traits theory that focuses on personal characteristics (related to intel-
ligence, knowledge, integrity, expertise, and others) to the behavioral theory, the attri-
bution theory, the Fiedler contingencies, the path-goal theory, the situational theory, 

Phenomenon: 
Responsibility and 
ethical actions are 
therefore needed

Context and Intervening conditions: deregulation 
phenomena, financial scandals, and human and 

environmental difficulties

Causal Conditions: 
unethical behavior, and 
irresponsible governance 

Consequences: Creating the force of the 
future; insisting on sustainable development; 
creating the fuel for change (UNESCO, 1997)

Action strategies: Educating students at universities 
to become responsible Leaders is the key to change

  Fig. 23.1    Coding paradigm for the type of wanted leadership taken from Strauss and Corbin 
( 1990 , p. 98)       
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and the transformational leadership in all its variations such as ethical leadership, etc., 
most agree that leaders can provide real targets and share knowledge with their group. 

 However, the role of today’s leader has surpassed this context. The reasons are 
many: disconnection between the world of fi nance and the real economy, detach-
ment between the leader and his followers, division between governance and the 
voiceless in our systems, failure of current governance, and excessive and irrespon-
sible use and management of ecological and social resources. It must be said that all 
these factors respond on one hand to the voice of the market, profi t and shareholder, 
largely ignoring the needs at the base of the socioeconomic pyramid, while on the 
other hand, they respond to the voice of old academic programs. It is time to change 
practices, to innovate pedagogical postures, and to break the standardized methods 
(Argyropoulou,  2015 ; European Commission,  2013 ; MIT Sloan School of 
Management,  2015 ; Starratt,  2004 ; University of Edinburgh,  2015 ). 

 The complex world is looking for a leader who could make the shift from  sensus 
privatus  to Aristotle’s  sensus communis : the “I” to “we,” the “ego” to “eco” (Otto 
& Kaufer,  2013 ), and “self-centeredness” to “straight centrism” (De Menthon, 
 2011 ). It seeks a leader who can engage in a subject as vast as the social, environ-
mental, and ecological fi elds. Isn’t leadership “doing the right thing” (Drucker, 
 2006 )? In the light of all these facts, meeting the challenges of today requires deep 
changes in our consciousness, our views, our values, and our cultural paradigms. 
Therefore, these changes demand a new framework, some new tools, and some 
“highly cultural products” (AIZ,  2013 ), to help the emergence of new qualities and 
shapes of a new leadership. 

  What are the appropriate teaching tools to increase student engagement and 
enhance learning?  David Kolb’s model (1999), entitled “experiential learning the-
ory,” presents a cycle consisting of four sequential stages: concrete experience, 
observation and refl ection, formation of abstract concepts and generalizations lead-
ing up to the creation of assumptions regarding the implications of abstract concepts 
in new situations, and ultimately the verifi cation of these concepts in real situations. 
The knowledge gained through concrete experience—effective, immediate, and 
intuitive—will be named apprehension. The one acquired from the abstract concep-
tualization—cognitive, rational, and understanding—will be named symbolic. 

 In their article “Cross-Cultural Training Effectiveness: A Theoretical Review and 
a Framework for Future Research,” Black and Mendenhall ( 1989 ) draw attention to 
the difference between currently used theories and cognitive behaviors. The fi rst 
explains how individuals learn and use their knowledge through the mind via the 
processing of information. The second argues that learning is determined by behav-
iors and experience. Hands-on training methods are based on simulations, fi eld 
studies, “role plays,” and others, which have been proven to be much more effective 
than traditional conferences and videotapes. 

 As for Starratt ( 2004 ), he stressed that the world in which educational leaders 
operate is changing. Therefore, schools must prepare their students “to participate 
as active citizens of the global community, rather than as spectators or tourists. 
Schools need to target their curriculum toward preparing youngsters with the des-
perately needed understandings, perspectives, and skills this global transition will 
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demand. A different kind of school leader will be required—a multidimensional 
leader that understands the various dimensions of the learning tasks which schools 
must cultivate. In turn, these leaders must have a moral vision of what is required of 
them and of the whole community. A moral vision of taking proactive responsibility 
for making this kind of learning a reality is required.” 

    The New Approach: The Future Responsible Leader Should 
Be a Committed Citizen 

  Defi ning citizenship:  Baylis and Smith ( 2001 ) identifi ed citizenship as only the “sta-
tus that gives the right to participate and be represented in politics.” However, 
according to Marshall ( 1950 ), citizenship was not only comprised of political rights 
and obligations. In his essay entitled  Citizenship and Social Class , published in 
1950, Marshall added civil and social rights along with the political ones. Alongside 
the political dimension which implies the right to participate in the exercise of polit-
ical power, including the right to vote and the right to be elected, the civil element 
assumes the necessary rights of individual freedom, such as freedom of expression, 
human, religion, property, and others. There are also social rights which cover the 
right to well-being, access to culture, etc. 

 “Facing the radically new situation of humanity,” the Charter of Human 
Responsibilities ( 2001 ) created next to the UN Charter and the Universal Declaration 
of Human Rights a set of new rules and established new regulatory standards. It 
recommended that companies should agree on a “common ethicality to manage our 
entire planet.” The charter is intended as a frame of reference for both personal 
conduits for political life, institutional and jurisdictional, which point to ethics and 
accountability, the twin leitmotifs of any human interaction. 

 Besides the legal status and social roles, new values were tied to citizenship, 
defi ned by civility, citizenship, and solidarity. Civility is the mutual recognition and 
tolerance between individuals, out of respect for the dignity of the human person. 
Citizenship is linked to the active behavior of the citizen in everyday and public life, 
to act on behalf of the general interest. Solidarity is to help the less fortunate, 
directly or through public policies (Documentation Française,  2015 ). 

 Referring to our interviewees, being a citizen is therefore primarily being respon-
sible. According to them, the contemporary citizen is expected to turn into a “player” 
of society, concerned not only in the fi nancial and material but also in the human and 
social. This context brings us back to Kerr ( 2004 ), who attributed the success of civic 
education in schools and universities to a series of factors in three different levels. 
On the managerial level, success is mainly due to leaders, coordinators, and alloca-
tion of resources. On the institutional level, the success factors are mainly attributed 
to clear and consistent understanding of the meaning of civic education, the training 
and development of teachers and educational institutions, and the evolution of edu-
cation of young students’ citizenship skills and experiences. In terms of education, 
the positive relationship between schools and universities on one hand and the com-
munity on the other would favor students the opportunity to engage in society. 
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  What tools?  This context implies a dedicated and enthusiastic staff and participation 
and commitment from students in decisions that affect their education and develop-
ment. It mainly involves the maintenance of active forms of engagement, including 
debate, dialogue, and refl ection, to help students to think, refl ect, and take action. 
To move away from current approaches, scholars are recommending “design think-
ing,” to educate responsible citizenship. Design thinking is an approach to learning 
that focuses on developing students’ creative confi dence through hands-on projects 
that encourage action and foster active problem solving (Kwek,  2011 ). It refers to a 
set of cognitive activities one engages in during a design process, to come up 
with more innovative solutions to problems, by referring to “critical thinking” and 
“divergent thinking” (Meredith,  2015 ).  

    The Future Responsible Leader Should Be Socially Responsible 

 The defi nition of the Green Paper ( 2001 ) on social responsibility recognizes that it 
is a “voluntary integration of social and environmental concerns in business opera-
tions and in relations with all internal and external stakeholders…” (Green Paper, 
 2001 ). Being socially responsible means not only having rights but also obligations 
toward the society, the environment, and the world around us, to “meet the needs of 
the present without compromising the ability of future generations to meet their 
own needs” (WCED,  1987 ). As for our interviewees, being a socially responsible 
leader is risky, especially as interest and social responsibility practices do not always 
align with the business world, which comes in parallel with Porter and Kramer 
( 2006 ) 6  and appeals to sustainable development that aligns with the concept of 
social responsibility. The real challenge of both themes being to combine three 
dimensions: the environmental (natural resource consumption, land use, etc.), the 
economic (economic performance, respecting the principles of business ethics and 
stakeholders, etc.), and the social one (working conditions, training, respect for 
human rights, diversity, etc.). 

 “We are all responsible!” (De Menthon,  2011 ), and we cannot ignore our duties. 
This is the reason why, according to De Menthon ( 2011 ), we have to employ “the 
emergency logic” and the implementation of short-term solutions over longer-term 
evaluation that must be refl ected in commitments and actions. However, such acts 
require a close collaboration between universities and companies to help operate 

6   Porter and Kramer ( 2006 ) state: “Many companies have already done much to improve the social 
and environmental consequences of their activities, yet these efforts have not been nearly as produc-
tive as they could be—for two reasons. First, they pit business against society, when clearly the two 
are interdependent. Second, they pressure companies to think of corporate social responsibility in 
generic ways instead of in the way most appropriate to each fi rm’s strategy. The fact is, the prevail-
ing approaches to CSR are so fragmented and so disconnected from business and strategy as to 
obscure many of the greatest opportunities for companies to benefi t society. If, instead, corporations 
were to analyze their prospects for social responsibility using the same frameworks that guide their 
core business choices, they would discover that CSR can be much more than a cost, a constraint, or 
a charitable deed—it can be a source of opportunity, innovation, and competitive advantage.” 
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social responsibility and sustainability concepts, theoretically and practically. 
“Some pioneering curricula and institutions are beginning to adopt this type of 
approach (reinvention of knowledge) by conducting in-depth work with the teach-
ers. They design programs combining solidarity, effi ciency and creativity that stir 
cultures and disciplines, while developing new forms of experiential learning, and 
approaching not only companies, but also NGOs and the voluntary sector. The 
objective of these new forms of education is to prepare the younger generation to be 
tomorrow’s responsible managers” (L’herminier,  2015 ). 

  What tools?  To this end, L’herminier ( 2015 ) offers fi ve rules to adopt: (1) faculty 
mentors should be armed with competencies; (2) a transdisciplinary and interdisci-
plinary approach in education should be applied to break down barriers between 
skills and knowledge; (3) “outdoor education” should be exercised through active 
teaching, based on the “learning by doing” methodology; (4) collaboration between 
academia and business should be promoted; and (5) the basics of managerial ethics 
should be taught. The training is centered on case studies, compliance with regula-
tions and international standards, knowledge of tools developed in organizations, etc.  

    The Future Responsible Leader Should Be Responsibly 
Innovative 

 Transformation cannot derive from routines. The majority of our interviewees 
agreed that a responsible leader needs to develop innovative actions and to think 
outside the box. To meet the challenge of a rapidly changing world in an information- 
intensive age and to achieve the goals of quality education, there is a great need to 
develop a broadened vision of educational goals (Zhao,  2005 ). Because of its advan-
tages of fl exibility, diversity, and availability, “learning to do” is one of the four 
main pillars of learning that implies bringing newly acquired knowledge into prac-
tice. This pillar is a shift from skill to competence. It is the “ability to communicate 
effectively with others; aptitude toward team work; social skills in building mean-
ingful interpersonal relations; adaptability to change in the world of work and in 
social life; competency in transforming knowledge into innovations and job- 
creation; and a readiness to take risks and resolve or manage confl icts.” 

 Responsible innovation is benefi cial in three ways: to business, to society, and to 
students. The universities of Leiden, Delft, and Rotterdam have already contributed 
in teaching responsible innovation. To help students think about people, the planet, 
and profi t, students were divided into groups, to teach them how to become soci-
etally conscious and understand dilemmas in responsible innovation, to forge their 
entrepreneurial spirit, to become open-minded with a fl exible and proactive attitude, 
and to make them value-driven to contribute to fi nancial, ecological, and social 
sustainability. “Key to this is giving students more opportunities to leave their insti-
tutions with the knowledge, skills and attributes required to critically challenge the 
world around them, and a desire and willingness to tackle social, economic and 
environmental issues and inequalities” (University of Edinburgh,  2015 ). 

M.C. El Hajj et al.



287

  What tools?  According to the European Commission ( 2013 ), some universities such 
as Leiden, Delft, and Rotterdam 7  are adopting the modern approach to industrial 
design, through a process of identifying the problem, analyzing the problem (through 
brainstorming and other analyses), defi ning problems (with data visualization), 
designing solutions (through S-curve, risk-cost-benefi t analysis), implementing 
solutions (through change management), and evaluating solutions (through multicri-
teria analysis, performance management, cause and effect diagram, critical path, risk 
matrix, etc.). Other institutions are adopting the intellectual entrepreneurship 
approach that moves the mission of institutions of higher learning from “advancing 
the frontiers of knowledge” and “preparing tomorrow’s leaders” to “serving as 
engines of economic and social development” (European Commission,  2013 ).  

    The Future Responsible Leader Should Be Willing to Support 
Ethical Conduct 

 Given the complexity of the business world and the advent of the new dimension of 
globalization, CSR is a concept that is evoked during the perspective of what drives 
the company’s performance. This is a three-dimensional voluntary integration, envi-
ronmental, social, and economic, that uses four levels according to Carroll ( 1991 ). 
Carroll’s pyramid ( 1991 ) offers the mixture of two components: ethics and respon-
sibility. Carroll’s ethical responsibility consists of what is generally expected by 
society beyond the economic and legal. 

 In the context of ethics in business, some authors argue that ethical behavior is a 
personal attribute and cannot be taught as a single course. Certainly the history of a 
person, his values and previous experience, has an impact on his view of ethics. 
However, students can learn about ethical behavior by being exposed and engaged 
in ethical dilemmas, as mentioned by the interviewers. “Making them critical minds 
and teachers, able to assess the school democracy, equality and equity; to avoid the 
traditional teaching method and to propose a modern combination of traditional and 
open learning method and material, can motivate students” (Argyropoulou,  2015 ). 
Experiences can develop their ability to use their knowledge (Prosser,  1995 ). 

 In his book  Teaching Business Ethics for Effective Learning , Sims ( 2002 ) 
explains that traditional teaching methods and the passive attitude of a teacher who 
addresses topics such as the ethics of business can only harm the education material 
and will ultimately fall short in preparing students to world affairs, for ethics is “the 
set of personal standards of conduct generally accepted and respected by every 
member of a society” that “determines the emergence of the social community and 
the political community to a global one” (Sekiou,  2001 ). In this extension, the 

7   Leiden University, TU Delft, and Erasmus University Rotterdam work together in numerous areas 
in education, research, and valorization. In their strategic alliance, established in 2012, they built 
“The Centre for Sustainability” that provides research-based knowledge and solutions on resource 
effi ciency, by connecting universities, companies, and governments. 
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OECD ( 2009 ) had defi ned a new set of codes of ethics and professional morality in 
demanding business conduct, to better build the new international fi nancial system 
and to restore a “greener” growth. 

  What tools?  It is through active teaching that learning can become more effective. It 
is in this context that Sims ( 2002 , p. 82) defi nes the experiential training of the 
teaching of business ethics as follows: “Teaching Business Ethics is a series of 
learning experiences that encourages active, experiential learning and uses a variety 
of teaching activities to meet the diverse needs of students.” The main goal is to 
cultivate in students the analytical skills necessary to solve the issues of business 
ethics, expose them to the complexity of ethical decision making, and increase 
awareness in their ethical, legal, and social business decisions (Gandz & Hayes, 
 1988 ; LeClair,  1999 ; McDonald & Donleavy,  1995 ). Personal integrity, profes-
sional ethics, and strategic thinking can be learned only through active teaching 
(Emerson & Smutko,  2011 ), based on fi eld studies (Pfeffer,  1993 ) to learn more 
about the company (Rousseau & Mccarthy,  2007 ). The  Code Soleil , a reference 
book for teachers, phrases this well: Teaching should show dynamism and a kind of 
communicative heat. It should be a refl ection of the soul that penetrates the entire 
class. In this context, “the instructor must instill in his students the behaviors that 
society requires, a constant education, that is adapted to the needs of the environ-
ment where they live” (Code Soleil,  1952 ).  

    The Future Responsible Leader in the Context of a Sustainable 
Governance 

 The alignment of all mentioned topics indicates a need for the reconsideration of the 
concept of governance. ISO 26000, which refers to societal responsibility, outlines 
that “the main characteristic of social responsibility is refl ected in the willingness of 
an organization to take responsibility for the impacts of its activities and its deci-
sions on society and the environment and to account in a behavior that is transparent 
and ethical.” 

 Scholars such as Wade ( 1994 ); Ostrom, Gardner, and Walker ( 1994 ); and Baland 
and Platteau ( 1996 ) classify most natural resource systems as common pool 
resources. They generate fi nite quantities of resources, and many actors can appro-
priate them for consumption and exchange. Divided into nonrenewable and renew-
able resources, they can be overused and destroyed. They are the reason why many 
organizations are increasingly interested in conducting their activities while becom-
ing more concerned about the three Es: environment, economics, and equity. 

 Our interactive discussions with people in charge from different backgrounds 
showed that the sustainable governance model works toward sustainability through 
learning by doing and doing by learning to solve problems related to energy, mobility, 
agriculture, water management, health care, education, construction, and industry. 
Thus dealing with all these persistent societal problems requires “raising awareness, 
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cooperation and strategic capabilities at the level of the innovations, a structured 
process of social experimentation and learning” (Loorbach,  2010 ). According to 
Loorbach, developing this new mode of governance can establish “the balance 
between structure and spontaneity, between management and self- organization, 
between long-term ideals and short-term action and between theory and practice.” 

  What tools?  Otto and Kaufer ( 2013 ) introduced a tool called the “simulation game.” 
In their book,  Leading from the Emerging Future: From Ego-System to Eco- System 
Economies , Otto and Kauffer describe the work of Professor John Sterman, who 
divided a group of students into teams, each team representing a group of key coun-
tries at the United Nations. As head of the ongoing negotiations on carbon emis-
sions, the team had to work on a simulation model using real climate data. The 
various teams were responsible for calculating the likely outcomes of climate 
change, to present the devastating and destabilizing impact of their collective deci-
sions about the world and to fi nally refl ect on the lessons and learn. The challenge 
was to simulate a system of eco-economy in order to learn to act collectively, inten-
tionally, effectively, and collaboratively and to recognize that the world needs a 
sustainable governance to ensure the sustainability of the planet.   

    “The Pantheon of the Responsible Leader” 

 The selective coding organized and integrated categories and themes in a coherent 
way that helped the understanding of the new phenomenon. As a starting point, 
memos, notes, and networks were coded and then compared with reality. Then, 
after increasing the comprehensiveness of the fi nal product and approaching to 
saturation, it was found that the classical method of education is no longer suffi -
cient: it has become evident that responsible leaders cannot emerge with the use of 
traditional tools. As the world attempts to adapt to the escalating changes in society 
and environment over the past decades, the need for a “responsible leader” has 
become increasingly obvious. Responsible leadership is one of the keys to future 
survival. We want to participate in a world that takes into account social impact, 
promotes discipline, and gives meaning to the sustainable interdependent world. 
All the links we have forged between the different themes led us to construct the 
model that can qualify the new “responsible leader,” a leader who is able to ensure 
sustainability, the welfare of society, and equitable access to resources for today 
and tomorrow. 

 The current approach of today’s leader is striving to work in an acceptable for-
mula. Still different forms of critiques have arisen similar to those described by 
Jacobs ( 2009 ). A dichotomy has been created between the ways that current leaders 
are evolving in practice and the ideal model everyone is seeking for. Current leaders 
are ahead on an unstable summit in a world that is demanding a “wider-ranging 
political and moral responsibilities” (UN,  2015 ). Most of them are achieving success. 
Yet achieving success in a risky environment is one thing, and setting back in a safer, 
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more sustainable world is another. To bridge the gap, the new responsible leader 
should be more engaged. Some essential elements are to be implemented: responsi-
bility, sustainability, and solidarity. To strike the balance between the leadership that 
we know and the new leadership role, an increase in responsibility, in commitment, 
in sustainability, and in equity should be observed, which leads us to our pantheon-
shaped model which illustrates the responsible leader. 

 The pantheon model has one strong base: the responsible citizen. Four different 
pillars emerge from the base. The fi rst one is socially responsible, the second inno-
vatively responsible, the third governing sustainably, and the fourth ethically 
responsible. All four surfaces are equally important and when practiced will lead to 
one entity: the “responsible leader.” In other words, a “responsible leader” emerges 
from the four inherent components and the one strong base. If one surface is weak 
or inexistent, the “structure” weakens. If more than one surface is weak or inexis-
tent, the pantheon cannot survive for long and will ultimately crumble, taking down 
with it the fi gure of the responsibly engaged citizen. Figure  23.2  illustrates the pan-
theon of tomorrow’s “responsible leader.”

   By defi nition, leadership is an infl uence relationship with the capacity to guide 
followers toward desired goals. If we read the model inversely, the responsible 
leader thusly infl uences and guides his/her group members to follow the four pre-
cepts of social responsibility, sustainability concerns, ethical responsibility, and 
innovative approaches, in order to instill and realize the general desired vision of 
socially engaged citizenship.  
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  Fig. 23.2    Illustrating the pantheon of the “responsible leader”       
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    Some Limitations of the New Concept 

 We distanced ourselves from existing theories to allow our model of the new respon-
sible leader to grow out of the data. We reached saturation by gathering all data and 
statements from the fi eld and through our observations; however, some gaps still exist 
and can provide topics for further research to refi ne the model. In examining the 
model, the tools, and the implications of this study, several points need to be addressed: 

 First, this paper presents observations, readings, literature, and Web site searches 
that follow the Straussian approach. We believe that the theory fi ts and is readily 
applicable (Glaser & Strauss,  1967 ). It guides us on how to build the new “respon-
sible leader” with all the tools needed to create a solid foundation, for if we invest 
in improper tools, we will end up with a poor, unsustainable structure. Still, it would 
be interesting to uncover if all these successful tools and materials already applied 
in the West are also as effective in the Middle Eastern universities. Resick, Hanges, 
Dickenson, and Mitchelson’s ( 2006 ) study revealed an interesting fi nding. It sug-
gested that there is a “universal endorsement for the importance of the components 
of ethical Leadership; however, societies differ in the degree of endorsement.” 
According to the study, (1) Middle Eastern societies tend to endorse character/integ-
rity, altruism, collective motivation, and endorsement dimensions to a lesser extent 
than other societies; (2) power distance is a highly valued aspect of culture in Middle 
Eastern societies; (3) protecting one’s reputation and saving face are extremely 
important and tremendous challenges for the individual can be observed if the lead-
er’s reputation is tarnished; and (4) ethical leadership takes on additional compo-
nents that address upholding predominantly Islamic values. Since such dimensions 
were not observed in our study, tools must be appropriately used respecting the Arab 
values that are upheld in the Middle Eastern context. 

 Second, the ethical behavior of the teachers can be questioned: what if the teachers 
are not ethical themselves? If it is the case, would the mentioned tools remain suffi -
cient and relevant? In addition to educational tools, ethical behavior is to be inte-
grated into university policies to ensure a supportive environment for overall ethical 
behavior. Diligent follow-up of the implementation of those policies is required. The 
objective is to educate both students and teachers to become more ethical. Although 
we cannot change an educator’s ethical orientation overnight, we hope that university 
administrators will work on selecting only fi t educators, whose curriculum vitae are 
amply studied. Moreover, educators need to incorporate, in their ethics education and 
ethical behavior, value orientation and virtue in a materialistic world (Tang & Chen, 
 2008 ). Besides laws and the legal system, a change of ethical community-system 
building (McCabe, Butterfi eld, & Trevinõ,  2006 ) is to be observed. 

 Third, the evolution of society does not occur in a stable or linear environment 
but rather in a dynamic one. To meet the current challenges of human and social 
vulnerability, universities are inclined to build the “leader of tomorrow” through 
formal education. However, leaders are not only made out of education. Several 
other factors, environmental and personal, can infl uence the decision maker’s choice 
of ethical or unethical behavior (Bommer, Gratto, Gravander, & Tuttle,  1987 ). 
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On the environmental level, teaching students how to make more adequate decisions 
that can better correspond to humanistic, religious, cultural, and societal values of 
society at large can be applicable only if social values apply to professional deci-
sions (Pavlovic,  1980 ). Following formal codes of ethics and stated policies can 
affect the peer environment and can surely have a continuing infl uence on moral 
actions (Bommer et al.,  1987 ). On the individual level, Kohlberg’s (1963– 2008 ) 
theory of moral development argues that most individuals are in the conventional 
stage and are thus not 100 % ethical. It demonstrates that the context plays a big role 
in determining ethical behavior. But it also postulates that in the conventional stage, 
individuals tend to follow the values, rules, and regulations. They do what others 
believe to be right. They respect authority and uphold laws, believing that this will 
maintain social order and protect and sustain society. 

 The presented responsible leadership model is believed to be important for 
making leaders out of university students, by using appropriate tools and materi-
als. However, the study also showed in contrast that the tools cannot fi t if they are 
not integrated within a context of policies and regulations that are implemented at 
different levels: in the universities, in the professional environment, and in the 
larger society.     
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Chapter 24
On the Analysis of Cyber Physical Systems

Abdullah Abu Omar, Amjad Gawanmeh, and Alain April

Abstract CPS uses recent computing, communication, and control methods to 
monitor and control geographically dispersed field sites in order provide and main-
tain a high level of confidence about their operation and, hence, plays an important 
role in several sustainable systems and has extraordinary significance for the future 
of several industrial domains. The complexity of these systems requires that ade-
quate attention is paid to their design process, since any failure in detecting errors in 
safety critical systems can lead to catastrophic situations. This work shows how dif-
ferent methods can be used for the analysis of CPS at different levels of abstraction. 
The method is demonstrated on an industrial case study of a four-tank process that 
illustrates several challenging features in the design and implementation of CPS.

Keywords Cyber physical systems • CPS • Performance analysis • Four-tank 
process

 Introduction

The new paradigms and tremendous advances in computing, communications, 
and control have provided and supported wide range of applications in all domains 
of live, in particular, bridging the physical components and the cyberspace leading 
to the Cyber Physical Systems (CPS) (Rawat, Rodrigues, & Stojmenovic, 2015). 
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The notion of CPS is to use recent computing, communication, and control meth-
ods to design and operate intelligent and autonomous systems that can provide 
using cutting edge technologies. This requires the use of computing resources for 
sensing, processing, analysis, predicting, understanding of data, and then com-
munication resources for interaction, intervene, and interface management. In 
addition, it provides control for systems so that they can interoperate, evolve, and 
run in a stable evidence-based environment. CPS plays an important role in sev-
eral sustainable systems and has extraordinary significance for the future of sev-
eral industrial domains, and hence, it is expected that the complexity of CPS will 
continue to increase due to the continuous integration of cyber components with 
physical and industrial systems.

This paper presents a practical method for using three different techniques for 
the analysis of CPS systems. In the first, we use Matlab in order to provide an exact 
solution under specific initial conditions for the system. In the second, we provide 
an approximated model and use simulation in order to validate design requirement. 
Finally, we present a system formal model at high level of abstraction and use for-
mal analysis (Abrial, 2009) to verify design properties. We illustrated the proposed 
method on the four-tank problem, which is a multivariable control process that dem-
onstrates several challenging problems.

 Proposed CPS Analysis Methodology

Practically, the design of the system is conducted based on proper rigorous methods, 
by first providing exact model using a set of differential equations and then using 
analytical methods to find solutions for the given set of equations that is achieved 
under certain assumptions. For instance, the controller is designed by providing a 
solution for the set of equations under certain initial conditions. While this assump-
tion is practical, it only guarantees the stability of the system under the assumed 
initial conditions only. Hence, it is recommended that a complex system such as 
CPS should go through different types of analysis in order to provide high level of 
assurance about its reliability, which in turn reduces the chance of errors in its oper-
ation. Figure 24.1 illustrates our proposed novel method for the analysis of CPS 
systems, where the behavior of the given system is usually described using an exact 
model with a set of differential equations.

We first intend to find the solution of the problem based on Okpanachi (2010) by 
solving the system of equations and implement it using Matlab. Next, we intend to 
apply linear approximation on the model of the process under analysis, which is a 
common practice in the design of several control systems. The approximated model 
is implemented using high level language and then simulated based on high level 
control strategies that we defined. A set of design requirement to be met by the sys-
tem are then identified. For instance, stability is one of the fundamental require-
ments that a control process must satisfy. Based on this, it can be shown that the 
behavior of the approximated model is analogous to the behavior of the original 
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model. Then, we intend to use formal specifications in order to derive an abstract 
model for the given system, which is then implemented using the underlying verifi-
cation tool. The set of requirement are then formally verified for this model. For 
instance, when model checking (Baier & Katoen, 2008) is used, the system must be 
represented as a state-based model, and requirement are represented as properties. 
In the next section, we present a practical case study that was previously imple-
mented in a CPS system. The example chosen contains different aspects of a com-
plex CPS system and outlines several challenges in the design, operation, analysis 
and verification of CPS systems.

Fig. 24.1 Proposed CPS analysis methodology
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 Case Study: Four-Tank Control System

We demonstrate the proposed analysis methodology on the four-tank process, which 
was originally proposed in Johansson (2000) as a multivariable control process. The 
problem has been implemented using different control strategies (Okpanachi, 2010), 
and also it was implemented within SCADA environment (Anseth et al., 2010). We 
follow the specifications and the mathematical model of the system as it was 
deduced in (Okpanachi, 2010). Figure 24.2 below illustrate a diagrammatic repre-
sentation of the quadruple-tank process which consists of four interconnected water 
tanks and two pumps. There are two sensors that provide water level for the two 
main tanks. As illustrated in Fig. 24.2, pump01 extracts water from the bottom res-
ervoir and feeds into tank 1 and tank 4 via a three-way valve (valve 1), while pump 
2 feeds tank 2 and tank 3 via another three-way valve (valve 2). The voltages to the 
two valves are manipulated such that they determine the proportion of the flow that 

Three-way valve 1
Three-way valve 2

Level sensor 1
Level sensor 2

Pump 1 Pump 2

Tank 2Tank 1

Tank 3 Tank 4

A/O

A/O
A/O

A/O

DAQ-1
DAQ-2

computer

Bottom reservoir

A/I

A/I

Fig. 24.2 The four-tank process
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goes into the tanks associated with each. Based on the process controller imple-
mented in (Anseth et al., 2010), the regulation of this process is designed using 
different types of controllers; however, it has been concluded based on several 
researches that the splitting of water flow from the pump into all the four tanks 
causes process interactions and control loop interactions (Okpanachi, 2010).

The linearized model of the quadruple-tank process has a multivariable zero, 
which can be located in either the left or the right half-plane by simply changing a 
valve. Both the location and the direction of a multivariable zero are important for 
control design. They have direct physical interpretations for the quadruple-tank pro-
cess, which make the process suitable to use in control education. The mathematical 
model for the four-tank process was derived by applying the mass balance and 
Bernoulli theorem to each tank and can be described using nonlinear differential 
equations, shown below for all tanks (Johansson, 2000).
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where the parameters used above include Ai for cross-sectional area of tank i, ai 
is for cross-sectional area of the outlet of the tank, hi is for the water level in tank 
i, vi is for the voltage applied to pump i, ki is the flow from pump i, and g is the 
acceleration due to gravity. The nonlinear model of equations was linearized around 
the chosen working point given by the level in the tanks; hence, in our analysis, we 
will follow a similar approach, where an approximate model will be provided 
around the working point of the tank level with an accepted margin of error (Anseth 
et al., 2010; Johansson, 2000; Okpanachi, 2010). A proposed solution for the sys-
tem differential equations was provided by Okpanachi (2010); hence, we intend to 
use Matlab analysis based on the above solution. The system mode of above equa-
tions is approximated by using simple linear approximations and working around a 
relatively small delta around the chosen working point given by the level in the 
tanks. We intend to run simulations for different types of settings for initial value of 
water level in the tanks and also for pumps and valves. For instance, the initial val-
ues for pump voltages can be considered as v1=4 V, v2=1.5 V, where the pump 
operates on a voltage of scale between 0 and 5 V. While the valve initial values 
can be set to γ1 = 0.4, and γ2 = 0.4, then the simulation can be run for different 
cases of initial value for the four tanks.
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 Conclusion and Future Work

This paper proposed a novel reliability analysis approach for CPS systems based on 
a combination of techniques including linear approximation, abstraction, simula-
tion, and model checking. We use simulation in order to validate the set of control 
strategists applied on the linearized model can lead into a stable system under given 
set of initial conditions. Next, we intend to implement the solution of the problem 
using Matlab and use formal specifications in order to derive an abstract model for 
the given system, which is then implemented using model checking to verify high 
level properties about the behavior of the system, which can be used efficiently to 
validate design requirements, for instance, starting from the initial state, the water 
level in tanks 1 and 2 must always reach the level between the two threshold defined 
in the setup. To the best of our knowledge, there is no work in literature that 
addressed reliability analysis of CPS at different levels of abstraction. As a future 
work, we intent to implement this method and demonstrate it on the four-tank pro-
cess system.
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    Chapter 25   
 Innovative Marketing in the Health Industry                     

     Zahra     Ladha Jiwani      and     Marc     Poulin    

    Abstract     The health care industry continues to face the challenges of being able to 
provide high quality services at an acceptable cost. One of the challenges being 
faced is the reactive versus proactive mode of health professionals and patients, in 
dealing with health issues. This is due in part to the incongruent incentive structures 
in place for the B2B stakeholders, as well as the need to create greater awareness of 
preventive care and its benefi t over reactive care. 

 While some stakeholders are now increasing their focus on preventive health 
care initiatives in order to be more effective and effi cient, the health care industry 
still faces the ultimate marketing challenge of changing health care providers to 
shift towards a more proactive versus reactive approach to health care. 

 This article explores the literature and industry best practices in marketing for 
companies focusing on preventive health care. The article discusses a variety of 
ideas and critically analyzes their potential in the context of a company’s innovative 
business model on the global market.  

  Keywords     Innovation   •   Health industry   •   Marketing   •   B2B   •   Preventive   •   Social 
marketing  

      Introduction: Shifts in Healthcare 

 There is growing evidence of increasing preventive health care practices in order to 
decrease the costs of healthcare, as well as increase the overall well-being of 
patients. Innovative companies are attempting to create new business models to 
make this transition but a key objective is an effective marketing strategy. Since the 
business model adopted by the fi rm in our case study will infl uence the selection of 
marketing techniques, we will present the basic principles of their model in our 
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introduction. It is clear that creating awareness of the benefi ts and solutions to all 
stakeholders will be the major challenge. 

 The fi rm in our case study was quite conscious of the resistance health profes-
sionals and institutions would have by increasing a focus on preventive health care, 
where effectiveness is more long term, diffi cult to prove, and that revenues are 
reduced due to preventive solutions that are less expensive. In fact, the physician 
who founded the fi rm had himself made the transition from traditional health care 
models to preventive. He was part of private clinics and hospitals where actions 
were driven by short term revenues in a reactive system. 

 The strategy of the fi rm was to develop a model where the doctors would have an 
insignifi cant cost to make the transition, be more effective, have support, and gradu-
ally replace their source of revenues. The fi rm created innovative and holistic pro-
grams that consist of procedures and medical equipment used to measure, mentor, 
and monitor patients. As depicted in the fi rm’s revenue model in Fig.  25.1 , it licenses 
these programs to doctors while making no profi t. This approach eases the doctor’s 
adoption of the new approach. The fi rm then supports the doctors in treating their 
patients effectively. The fi rm created an app and monitoring software where clients 
are followed in real time in order to capture personal health data. The data is used to 
make adjustments to the programs and coach the patient more frequently, hence be 
in preventive health care mode. The fi rm offers very attractive products at wholesale 
prices to patients such as healthy organic food, medical accessories and devices, 
nutraceuticals, and pharmaceuticals, and all of these products are only made avail-
able if they support the patients’ health. In this model, the fi rm obtains its profi t 
from the products and not the programs. The doctors obtain a commission from all 
of their patients’ purchases on the fi rm’s e-commerce website. Gradually over time, 
the doctors would obtain a growing recurring income that would replace revenues 
from a reactive system. Although the fi rm is selling programs to doctors (B2B), the 
success of their model stems from doctors promoting the effectiveness and effi -
ciency of the fi rm’s products. Hence, if the patients or the general public are not 
open or aware to the effectiveness of preventive health care, then this model will 
face major obstacles to succeed.

  Fig. 25.1    Firm’s revenue model       
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   According to the American Board of Medical Specialties (ABMS), preventive 
medicine aims to protect, promote, and maintain health and well-being and to pre-
vent disease, disability, and death (ACPM,  2016 ). While this may seem logical and 
understood, it remains to be comprehended by the vast majority of health care pro-
viders in the industry, and for those who do have a basic or more thorough under-
standing of it, they still may not see the value in adopting this preventive versus 
reactive approach in their practices. The industry is starting to see some derived 
demand from patients, who are making an effort to make lifestyle changes in their 
health before they reach a point of diagnosis, resulting in a decrease quality of life, 
and increased costs to insurance companies overall. An important challenge remains 
how to show precise value of the preventive approach. 

 Globally, it is evident that the healthcare industry is continually challenged with 
the task of being able to provide high quality services at costs that fi t within the strict 
public budgets. While health professionals as well as patients have always taken a 
reactive approach to healthcare, we are starting to see a shift as many stakeholders 
see the importance of preventative health care, and how this can lead to more effec-
tive and effi cient healthcare outcomes. To date, most doctors have been trained and 
are paid for treating patients, making reactive measures more enticing than preventa-
tive measures. Patients are also not incentivized to live a preventative life and seek 
advice from health professionals beforehand, as their medical coverage reimburses 
them for treatments after diagnosis of issues and illnesses. The fact that drugs and 
medical treatments required to treat reactive diagnosis could substantially be 
decreased if preventative healthcare was put in place makes this an issue worth 
exploring. Dr. Michael E. Porter states that the “only way to truly contain costs in 
health care is to improve outcomes. Achieving and maintaining good health is much 
less expensive than the consequences of poor health.” He believes that nations will 
require movement towards universal insurance coverage as well as restructuring the 
care delivery system. When many people lack access to primary and preventive care, 
high-value care can be a challenge, explaining why countries that have implemented 
universal insurance have lower health care spending than the USA (Porter,  2009 ). A 
study conducted by Bertucci et al. analyzed three preventive approaches: school-
based programs, dietary restrictions, and increased exercise. Their results showed 
that prevention would extend quality years of life to more Americans at a lower cost 
than when primarily implementing reactive care (Bertucci & Miller,  2010 ). 

 The second challenge facing innovative companies in this industry is the ability 
to market their services to these healthcare providers (B2B) that would be open to 
increase their preventive health care efforts. Many healthcare providers, given their 
current incentive and pay structures, are not incentivised to practice preventive care 
with their patients since they bill and get paid for reactive solutions. For some health 
care providers, it is a lack of understanding of preventive care in general, and for 
others it’s a lack of access to the required equipment and instruments to aid in the 
delivery of such a practice, and for others, it is also the need for more education to 
demonstrate this seems to be a worthwhile manner in which to practice, both from a 
payment perspective and a results perspective. As shown in Fig.  25.1 , the fi rm needs 
to market the new revenue stream of reoccurring revenues from different products. 
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 The paper will discuss how healthcare providers can benefi t within a business 
model proposed by the fi rm. They can not only benefi t from patients who currently 
ask about a preventive approach to their health, but also from those who do not ask 
for various reasons such as lack of understanding, awareness, or simply lack of 
interest and conviction. The paper will discuss how the more traditional marketing 
vehicles are not suffi cient on their own, and the methods such as social marketing, 
loyalty and advocacy, as well as consumer decision-making models are all condu-
cive to effective marketing towards B2B in the healthcare industry. Finally, the 
authors will recommend an innovative marketing model that combines effective 
decision-making steps with the need to develop the health providers into advocates. 
Strategies for the integration of social marketing and sales will also be integrated for 
each step of the process from awareness to purchase.  

    Literature Review 

 The fi rst part of the literature review will give a brief understanding of preventive care 
and its importance today. It will present support for various benefi ts of preventive 
health care such as cost reduction and greater effectiveness. The aim of the literature 
review is also to discuss the need for the healthcare industry to intervene and contrib-
ute to creating and building awareness of preventive medicine as a whole, to the B2B 
sector. Finally, it will cover how social marketing, loyalty programs, and consumer 
behavior decision-making models all play a vital role in marketing to healthcare pro-
viders and how it has led to success in changing health related behaviors. 

 As mentioned in the introduction, the objective of preventive medicine is to 
protect, promote, and maintain health and well-being and to prevent disease, dis-
ability, and death (ACPM,  2016 ). Woolf defi nes two types of prevention. Primary 
prevention can prevent the disease process in its earliest stages by promoting 
healthier lifestyles or immunizing against infectious disease. Secondary preven-
tion can reduce subsequent morbidity or mortality, by detecting and treating 
asymptomatic risk factor (Woolf & Atkins,  2001 ). Preventive medicine physicians 
are “uniquely trained in both clinical medicine and public health. They have the 
skills needed to understand and reduce the risks of disease, disability, and death in 
individuals and in population groups” (Hull,  2008 ). Surprisingly, preventive medi-
cine is not a new fi eld. In fact, it has been a recognized specialty in the USA since 
1954, making us wonder why experts in this fi eld are not fully being utilized, 
especially nowadays when it is needed more than ever before (Hull,  2008 ). With 
modern IT technology that allows us to monitor vital signs and key biomarkers, 
combined with the medical research on causes of diseases, preventive healthcare is 
becoming more viable. 

 Globally, we are seeing a rise in severe illnesses. In the USA, for instance, we are 
seeing rising levels of obesity and the associated chronic diseases, increasing the 
number of patients being diagnosed with cardiovascular disease, diabetes, and can-
cer (Hull,  2008 ). Bertucci et al. also state that although the majority of government 
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and public attention is given to reactive healthcare, the best way for America to 
solve its growing health concerns such as obesity is to improve awareness and pol-
icy for preventive measures (Bertucci & Miller,  2010 ). 

 It is believed that disease prevention/health promotion approaches are the solu-
tion to slowing the rise in health care spending (Thorpe,  2005 ). By changing life-
styles, it is possible to prevent a disease, thereby avoiding the expensive and rising 
medical and pharmaceutical treatments that are associated with the diagnosis, mak-
ing it more evident that we need to focus on overall health and wellness proactively, 
instead of reactively (Griffi ths,  2014 ) .  Chronic diseases, such as heart disease, can-
cer, and diabetes, are responsible for seven of every ten deaths among Americans 
each year and account for 75 % of the nation’s health spending (Prevention,  2013 ). 

 With regard to the role of the B2B sector in healthcare, the clinician plays a piv-
otal role in both primary and secondary prevention. It is this segment in healthcare 
that administers vaccinations, screens for risk factors such as high blood pressure 
and high cholesterol, gives patients advice about smoking, provides screening tests 
for early detection of cancer and other chronic conditions, and advises patients 
about the benefi ts and risks of preventive therapies (Woolf & Atkins,  2001 ). 

 Research shows that many physicians still do not know about preventive care and 
its benefi ts in comparison to reactive care, and how to implement it. Research con-
ducted by Christian et al. studied 500 doctors to test their awareness of prevention 
guidelines for cardiovascular disease in the USA. Their results concluded that while 
awareness of the different guideline was high, the efforts to promote their utilization 
were still needed. They believe that targeted education and support for prevention of 
CVD is required to help these physicians (Christian & Mills,  2006 ). According to 
the Australian Medical Association (AMA), the effectiveness of preventative care is 
dependent on doctors having the most up-to-date information and best-practice 
guidelines (AMA,  2007 ). 

 According to Woolf and Atkins ( 2001 ), some of the challenges facing physicians 
in implementing preventive care may be:

    1.    Confl icting recommendations from different organizations   
   2.    The advocacy positions that some of the physicians hold   
   3.    Time pressures that these clinicians face may have them question the value of 

some routine preventive interventions   
   4.    Although the public has access to more information regarding prevention, this 

may be seen as commercial self-interest (Woolf & Atkins,  2001 )    

  There are several marketing approaches that can be used to produce innovative 
marketing strategies in the health care industry. Jiwani ( 2014 ) has investigated con-
sumer behavior, which include the hierarchy of effects model, the consumer decision- 
making model, the Fishbein attitude model, and several others. The Fishbein model, 
for example, could be used if we are interested in understanding consumer attitudes 
towards cars. We would create a list of attributes such as style, acceleration, price, 
etc. The consumers are then asked to give each brand of interest a specifi c rating. 
From this, we would know whether or not the consumer feels that the chosen brands 
possess each of the selected attributes and to what level (Jiwani,  2014 ). 
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 This model, although relevant in understanding consumer behavior, does not 
allow us to understand their thought process in selecting these brands prior to rating 
the brands. Another infl uential model is the hierarchy of effects model. This model 
was developed by Lavidge and Steiner ( 1961 ). According to the hierarchy of effects 
model, a consumer goes through several steps before making a purchase decision. 
They include awareness, knowledge, liking, preference, conviction, and the actual 
purchase (Lavidge and Steiner  1961 ). 

 The hierarchy of effects model begins with the state where a consumer has no 
awareness about the brand. Then, awareness is created as a result of external stimuli 
such as advertising or word of mouth. By obtaining and absorbing more information 
related to the product, the consumer gains more knowledge. This information gener-
ally causes either a like or dislike feeling in an individual, which then has the poten-
tial to lead to brand preference. Once an individual likes the brand, they need to be 
convinced to actually make a purchase (Lavidge and Steiner  1961 ). 

 Another widely used model is the consumer decision-making model, which was 
fi rst introduced by John Dewey in 1909 (Granbois,  1979 ). This model states that 
individuals go through fi ve stages when making purchase decisions. First, they rec-
ognize a problem or need for something. Then they gather information, evaluate 
alternatives, make a purchase, and, fi nally, do a post-purchase evaluation. 

 One component that seems to be a key in marketing to B2B but is not part of the 
thus far mentioned models is the idea of building loyalty during the process and 
especially once purchase is made. McKinsey Consulting has done extensive research 
on this and uses it in several of their models both in B2B and B2C marketing. One in 
particular is the Loyalty Loop Model (Court & Elzinga,  2009 ). The company devel-
oped this model after conducting research on the purchase decisions of nearly 20,000 
consumers across fi ve industries and three continents. Their results determined three 
key fi ndings. First, due to the increase in media and products, marketers need to fi nd 
new ways to have their brands enter the consumer’s mind at the start of the decision-
making process. In addition, they need to determine methods for two-way communi-
cation with their consumers. Finally, the comfi rmation that there is a need for loyalty 
programs, in order to build relationships with customers (Court & Elzinga,  2009 ). 

 From the literature related to marketing for healthcare, emerges the idea of social 
marketing. Many innovative companies today are exploring social marketing as a 
vehicle to connect with health practitioners. As in traditional marketing, the devel-
opment and implementation of social marketing programs is based on the four Ps: 
product, price, place, and promotion, but in addition it incorporates the partnership 
and participation of stakeholders to enhance public health and engage policy makers 
(Suarez-Almazor,  2011 ). Andreasen A. defi nes social marketing as “the application 
of proven concepts and techniques drawn from the commercial sector to promote 
changes in diverse socially important behaviors such as drug use, and smoking” 
(Evans,  2006 ). It has been used to infl uence health behavior in a very positive way 
(Evans,  2006 ). Its role in preventive care will be discussed, linking it to the results 
that preventive care aims to prove. Social marketing is defi ned as using marketing 
principles to infl uence the acceptability of social ideas (Lefebvre,  2011 ). It was used 
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early on in developing countries to foster the use of various health‐related products 
and services. In addition, it has been used in the developed world to reduce behav-
ioral risk factors for diseases (Lefebvre,  2011 ). 

 Results from a study conducted by (Stead & Gordon,  2007 ) found that social 
marketing can form an effective framework for behavior change interventions and 
can provide a useful “toolkit” for organizations that are trying to change health 
behaviors (Stead & Gordon,  2007 ). Evan uses the example of then changing health 
behaviours of Hispanics. He believes that social marketers use such factors to con-
struct conceptual frameworks that model complex pathways from messages to 
changes in behavior (Evans,  2006 ). 

 While decision-making models, loyalty programs, and social marketing have 
proven to be effective in the B2B segment of healthcare, it must be noted that tradi-
tional vehicles to advertising must not be ignored. Traditional marketing techniques 
have always been used to communicate the four Ps: product, promotion, price, and 
place. The objective of traditional marketing is to increase sales. Strategies have 
included advertising, Sales Promotion, sponsorships, Marketing literature, Public rela-
tions, Personal Selling, and Direct Marketing. According to Paramount MD Digital 
Marketing, B2B in healthcare still requires traditional forms of advertising because 
key decision-makers at companies still see value in being able to present printed mate-
rials to others involved in the process, during board meetings (Paramount MD Digital 
Marketing,  2011 ). In addition, personal selling methods whereby a company represen-
tative meets face to face with the prospective buyer is a key to building long term 
relationships with them (Michael Solomon,  2013 ). Customers expect a sales represen-
tative to be extremely knowledgeable about their business and perhaps even their own 
individual profi le (Lingqvist & Plotkin,  2015 ). Lingqvist et al.’s research showed that 
a B2B customer will regularly use six different interaction channels throughout the 
decision journey, and that the traditional sales model that follows steps from lead to 
purchase is no longer successful on its own. Instead, B2B companies across industries 
are moving towards journey-based sales strategies (Lingqvist & Plotkin,  2015 ).  

    Research Methodology 

    Problem Description 

 The fi rm faces two key challenges in the area of marketing.

    1.    Despite physicians and other B2B customers only having established incentive 
structures for reactive measures, they should adopt a more preventive approach 
to healthcare, knowing that this will be conducive to minimizing the risks of 
patients becoming sick at a later stage. The fi rm needs to create awareness and 
educate the B2B segment on the benefi ts involved in adopting this approach.   

   2.    The fi rm needs to determine what marketing strategies to adopt in order to suc-
cessfully target these B2B customers.      
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    Problem Statement 

 What marketing strategies can the fi rm employ in order to encourage the B2B sector 
to move towards a more preventive versus reactive approach to practicing medicine? 

 Subproblems that result from the main problem are:

    1.    What marketing strategies can be used to create awareness among healthcare 
providers who lack any knowledge or experience with preventive versus reactive 
medicine?   

   2.    For those physicians who have awareness and interest in preventive care, what 
marketing strategies can be used to show that the fi rm’s solutions are an appro-
priate and feasible solution?   

   3.    What are the ways in which this company can incentivize this B2B segment to 
adopt the fi rm’s solutions throughout the purchase process?      

    Research Approach 

 The research approach was exploratory and descriptive in nature due to the novelty of 
the business model and the recent changes in the health sector. The authors conducted 
several interviews with the fi rm’s stakeholders using open ended questions. The 
authors also interacted with the fi rm since the initial stages of establishing the busi-
ness model in order to understand the key issues, challenges, and possible solutions. 

 A challenge with this research approach is to validate and have reliable information. 
The authors had constant interaction and repeated questions to various levels of man-
agement. This research approach is may be diffi cult to rely on when drawing conclu-
sions but it is quite appropriate to identify many issues and understand the challenges.   

    Proposed Marketing Strategy and Marketing Model 

 Based on the barriers in the literature review, and the learning opportunities, the 
marketing framework below is being proposed as part of the marketing strategy that 
a company facing this problem can use to achieve its goals. Suffi cient information is 
available to make sound proposals to the fi rm in addressing its two key marketing 
challenges. With regard to the fi rst issue of how to address the B2B segment in 
adopting the preventive versus reactive attitude towards healthcare, the fi rm in our 
case study needs to create awareness and educate both the B2B on the importance of 
preventive versus reactive approaches to healthcare, giving them evidence based 
reasons to embrace this method. In addition, once awareness has been created, we 
can address the second issue of educating health professionals and providing solu-
tions to implement services, through use of technology and equipment that will help 
them in the process of practicing preventive care. Moreover, strategies will be dis-
cussed for how the company can sell the incentives that the B2B segment will obtain 
through implementation of this practice. 
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 Given all of the marketing models discussed in the literature review, there is 
missing a key component—loyalty, the McKinsey Loyalty loop model (Lingqvist & 
Plotkin,  2015 ) will be incorporated to better fi t this industry and the fi rm in ques-
tion. As discussed in the literature review, loyalty plays a signifi cant role in retain-
ing customers and building long term relationships. So the basics of the framework 
will come from traditional decision-making models that include the steps of aware-
ness, familiarity, consideration, purchase, and loyalty. The model will be geared 
towards a more B2B perspective. The authors believe that in order to grow a busi-
ness further, advocacy is a key component in such a model and therefore it has been 
added at the end of the decision journey. Advocacy from the physicians who have 
already converted to preventive care successfully can help the company encourage 
other health care providers to adopt the same methods, by acting as a key opinion 
leader for the preventive care practice. In the model, advocacy is shown to loop back 
to awareness, familiarity, consideration, purchase, and loyalty because through 
advocacy of the programs, the physicians become instrumental in creating greater 
awareness among their peers in the industry. Furthermore, the advocate can also be 
instrumental in infl uencing physicians going through each of the other steps in the 
process. In addition to the model, social marketing and sales steps will be integrated 
for each of the model. As we saw in the literature review, traditional marketing 
methods are still relevant and applicable in B2B healthcare, but not on their own. As 
a result, some of the strategies discussed in the model include personal selling, 
sponsorships, and printed materials like brochures, but knowing the importance of 
using a decision journey as well, it is clear that the marketing strategies should be 
integrated into the decision-making journey, while also keeping in mind the impor-
tance of creating advocates at the end of the journey to further help create awareness 
in preventive care. In order to successfully execute the above strategies and for a 
company to know how and when to discuss the incentives physicians will gain 
through preventive medicine, this framework should be utilized to ensure that at 
each phase of the process, it is clear what the objective is, and what the social mar-
keting and sales strategies are (Fig.  25.2 ).

   The model has six steps including awareness, familiarity, consideration, pur-
chase, loyalty, and advocate. The fi rst step in the model is to create awareness with 
the physicians. The objective is to ensure that doctors see preventive care as relevant 
to them and their patients. The social marketing and sales strategies that will fulfi ll 
this objective is to introduce the importance of preventive care and how it differs 
from reactive clinical evidence that is available on preventive versus reactive care 
and any physician and patient testimonials that are available. The next step is to cre-
ate familiarity and the objective is twofold. First, to understand what preventive care 
is, what it entails, and what the service offering would be to the patient. Second, to 
understand how it compares to practicing reactive medicine. In order to satisfy this 
objective, use of marketing materials with the Business Value Proposition and 
Customer Value Propositions for reactive care is mandatory. In addition, sponsored 
conferences with other physicians in the fi eld should be part of this step. Moreover, 
marketing materials with the Business Value Proposition and Customer Value 
Propositions for reactive care should be used here to allow the physician to gain 
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more knowledge on the preventive care approach. The third step is consideration. 
The objective is to show the physician that they can make signifi cant profi t from the 
new business model, as well as help patients improve quality of life. Physicians 
should be able to evaluate it compared to only practicing reactive medicine, and 
conclude that they can be successful using this approach. Moreover, personal selling 
strategies are the key and can be done by demonstration of the equipment in each 
program and how the results can be measured. Also, the physician should be made 
aware that they would receive operational support including equipment installation, 
managing consumer fi les, and creating reports by patient. Furthermore, the physi-
cian would be made aware of the fi nancial potential gain from this business model, 
including multiple patient visits for services provided, as well as commission on 
online products purchased by the patient. Also, relevant marketing materials (e.g., 
brochures, videos, and electronic guides) can be useful at this stage to build their 
confi dence towards the next step which is purchase. The objective at this step is to 
have the physician sign with the company and select the program most suited to 
their needs. The social marketing steps include discussing the different programs 
based on amount of equipment required by the physician and discussing fi nancing 
and contracting. The next step is loyalty. The objective here is to build long term 

  Fig. 25.2    Preventive care integrated advocacy path model       
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relationship between the company and physician whereby they continue to offer 
preventative care. This can be accomplished through an account management struc-
ture to ensure that the physician has successful outcomes. In addition, incentives 
can be offered to drive patient referrals to other patients, as well as incentives to 
reward physicians for positive patient outcomes. In order to move towards the fi nal 
step of advocacy, the physicians could present at conferences, and become key opin-
ion leaders to help create awareness among other physicians who have not yet 
switched to preventive care methods. Also, the physician advocate could be infl uen-
tial to other physicians going through each and every stage of the process, which is 
why the arrows go from advocate to each of the other fi ve steps.  

    Conclusion 

 The challenge of converting B2B clients to move towards adopting a more preven-
tive practice versus a more reactive one is not an easy task. The article’s purpose was 
to address the issues related to this which include educating the segment on the need 
and benefi ts of B2B not only for themselves as physicians but also for their patients. 
The second issue was what marketing strategies to follow to successfully target the 
B2B segment given the constantly changing marketing environment and the overall 
challenges of dealing with the more complex nature of the B2B market. Finally, the 
issue of how to incentivize this B2B segment to actually practice this, given their 
existing payment structure of reactive practices, was mentioned as a challenge. 

 The literature review pointed to key points about marketing models that work to 
take the B2B segment through a journey from the fi rst point of creating awareness 
to the last point of getting the purchase. What we saw in those models was the lack 
of focus on loyalty being a key component. The McKinsey decision journey model 
was discussed to highlight the important role that loyalty plays in this market. In 
addition, given the importance of developing advocates in order to grow a business, 
advocacy was added as a step in the process, demonstrating how it would loop back 
to creating greater awareness in the community. Moreover, social marketing 
emerged as an important strategy for working with healthcare and an opportunity 
was realized for using social marketing in trying to sell the idea of preventive care. 
As a result, the authors proposed a hybrid model, using the traditional decision 
journey marketing model (Court & Elzinga,  2009 ), adding the loyalty component 
from the McKinsey model, and integrating advocacy and social marketing as well. 
A framework was presented with steps of the process to be followed. Moreover, 
each category was discussed in terms of the objective, and the corresponding and 
needed social marketing and sales strategies were recommended for each step. It is 
believed that through this model, a fi rm can take physicians and other B2B health-
care providers through the journey of adopting a more preventive versus reactive 
approach to medicine by starting with awareness, ending at purchase, while at the 
same time building a long term relationship with them. The proposed model differs 
from others in that it is recommended specifi cally for spreading the awareness of 
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preventive care to physicians in the B2B segment, and as mentioned, most models 
to date do not incorporate the three components of the traditional consumer decision 
journey model, the aspect of advocacy, and the integration of social marketing and 
sales strategies along each step of the consumer decision journey process, specifi -
cally for preventive care in the B2B market. 

 We believe this exploratory research will lead to further research on several topics 
such as comparing various marketing strategies in this context, modifying the strat-
egy by geographic region given that the fi rm is global, and generalizing the strategy 
to other industries that require similar market shifts. Within marketing, research 
could be done on branding and sales within the fi rm’s model. Consumer surveys 
could surely provide feedback on the effectiveness of the fi rm’s initial strategy.     
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    Chapter 26   
 Effect of Power Saving Techniques 
on the Quality of VoIP                     

     Mohammad     Adnan     Alakhras    

    Abstract     Power saving techniques in wireless networks have an effect on the qual-
ity of VoIP applications. These techniques are used to reduce the consumption of 
power when mobile terminals are used for VoIP. This paper will introduce a study 
on the effect of different techniques (used to reduce power consumption at various 
layers of the wireless network) on voice quality of service (QoS). The study will 
concentrate on jitter and delay of voice packets. Current standards for power saving 
techniques, at each network layers, will be discussed, and their effectiveness will be 
analyzed. WLAN is used in this study to fully analyze the effect of these power sav-
ing techniques on the voice packets jitter and delay. Simulation results are presented 
to demonstrate the analysis.  

  Keywords     Power saving   •   VoIP   •   Jitter   •   WLAN   •   QoS  

      Introduction 

 The energy required to keep wireless devices connected to the network over longer 
period of time needs to be looked at carefully. Power saving schemes have been 
developed in order to address this problem. Solutions at different layer of the net-
work stack have been proposed, and each of them promises to provide energy 
savings. 

 VoIP over WLAN communication is rapidly gaining acceptance over other tech-
niques, but each technology has issues that must be addressed in order to ensure a 
successful deployment. Figure  26.1  illustrates a typical VoIP deployment.

   Delay and jitter are the most important for VoIP as a real-time streaming applica-
tion. Packets containing voice data must be delivered in a timely manner in order to 
ensure user satisfaction. 

        M.  A.   Alakhras      (*) 
  School of Engineering and Network Technology, Canadian University of Dubai , 
  Dubai ,  United Arab Emirates   
 e-mail: malakhrasl@cud.ac.ae  

317© Springer International Publishing Switzerland 2017 
R. Benlamri, M. Sparer (eds.), Leadership, Innovation and Entrepreneurship 
as Driving Forces of the Global Economy, Springer Proceedings in Business 
and Economics, DOI 10.1007/978-3-319-43434-6_26

mailto:malakhrasl@cud.ac.ae


318

 The larger the delay, the lower the perceived quality of voice for the persons who 
are communicating. Jitter (delay variation) infl uences quality if it exceeds a maxi-
mum value. 

 Standards have been developed for wireless network related to the managing of 
power consumed by individual nodes in each of these networks. Performing power 
saving is important for wireless networks, so this paper focuses primarily on the 
power saving schemes used by WLANs. 

 This paper is organized as follows: section “ Wireless LANs ” provides a brief 
overview of WLANs, including a discussion of how the network performs power 
saving. Section “ Power Saving Techniques ” follows with an introduction to the dif-
ferent power saving techniques used within the various network protocol layers. It 
talks about the recent advances that have been made in the fi eld of power saving. 
Section “ Effect of 802.11 Power Saving Mechanisms on the Quality of Voice ” talks 
about the effect the power saving techniques have on the QoS of the VoIP over 
WLAN. Section “ Simulation Results ” provides a summary of what is planned to be 
done related to the QoS, delay, and jitter in VoIPoWLAN and shows the results 
obtained and proposed enhancements.  

     Wireless LANs 

 Most of the wireless LANs are based on the IEEE 802.11 standard. It provides func-
tionality for wireless devices to communicate in a way similar to the traditional 
wired LAN. Devices in these networks normally operate at a higher data rate. They 
are usually made to communicate over longer distances as well. Because of this 
higher data rate and longer range (higher transmission power), they consume more 
power. To reduce the power consumed, a power saving scheme known as PSM 
(Power Save Mode) is built into the 802.11 standard. 
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  Fig. 26.1    A typical VoIP deployment       
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 Many variations of the 802.11 standard have emerged, each with its own set of 
enhancements over the original 802.11 standard. Some of these improvements are 
for enhanced quality of service (QoS) (802.11e), security (802.11i), throughput 
(802.11n), as well as dynamic frequency selection and transmission power control 
(802.11h). Of all the variations, however, only 802.11h deals with improving the 
power saving capabilities of 802.11. Transmission power control is a method of 
controlling the topology of a network by reducing the power at which certain nodes 
in the network are allowed to transmit. However, the 802.11h enhancement standard 
provides the facility to defi ne a policy for implementing a transmission power con-
trol. Figure  26.2  shows how these different types of networks compare in terms of 
data rate and power consumption.

        Power Saving Techniques 

 Many power saving techniques used by the standards to reduce the power consumed 
in the network are introduced. These techniques exist for all the layers of the net-
work protocol stack. 

    Application Layer 

 Many techniques can be used to reduce the power consumed by a wireless device at 
this layer, such as load partitioning which lets power intensive computation to be 
done at the base station rather than the device (Jones, Sivalingam, Agrawal, & 
Chen,  2001 ). Another technique uses proxies to inform an application of the 
changes in battery power in order to limit the functionality and provide the needed 
ones (Karl,  2003 ).  
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    Transport Layer 

 By reducing the number of retransmissions due to lost packets, it conserves energy 
at the transport layer (Karl,  2003 ). Also, in a wireless network, losses should not be 
interpreted as congestion. These techniques are not used when dealing with VoIP 
over wireless as the transport protocol used is UDP.  

    Network Layer 

 Power saving at this layer is related to performing power effi cient routing through a 
multi-hop network (Zheng, Hou, & Sha,  2003 ; van Dam & Langendoen,  2003 ; 
Simunic,  2005 ). They are typically a backbone based, topology control based, or a 
hybrid of both. Where in the backbone based protocol, backbone nodes remain 
active at all times, while others sleep periodically. The backbone nodes establish a 
path between all source and destination nodes in the network. Any node in the net-
work must therefore be within one hop of at least one backbone node, including 
backbone nodes themselves (Alghamdi, Xie, & Qin,  2005 ). 

 Energy saving is achieved by allowing non-backbone nodes to sleep periodically, 
as well as by periodically changing which nodes make up the backbone. 

 Figure  26.3  shows how packets would be routed, where black nodes are the back-
bone nodes, while numbered nodes are the non-backbone nodes. Solid lines indicate 
paths which a packet may travel, while dashed ones show paths that are sleeping.

   Topology based routing protocols achieve energy savings by reducing the trans-
mission power of all nodes in a network such that the network remains connected, 
but all nodes operate with the lowest transmission power possible. 

 Location based topology control protocols use the topology of the network to 
provide the most energy effi cient communication path. In some cases, the path may 
take a larger number of hops in the network than would be taken when transmitting 
directly from one node to another. This can be done if the energy consumed in trans-
mitting to a far node is signifi cantly greater than the energy consumed when trans-
mitting using a large number of nodes that are within closer range of one another 
(Zheng et al.,  2003 ).  

2

1

3

5

4

  Fig. 26.3    Backbone based 
routing protocol       

 

M.A. Alakhras



321

    Data Link Layer 

 The most common techniques used to save energy at the link layer are concerned 
with reducing the transmission overhead during the Automatic Repeat Request 
(ARQ) and Forward Error Correction (FEC) schemes. These schemes are used to 
reduce the number of packet errors at the receiving node. 

 Results have shown that it is more energy effi cient to transmit at a lower trans-
mission power and have to send multiple ARQs than to send at a high transmission 
power and achieve better throughput. Other power saving techniques are based on 
packet scheduling protocol (Anastasi, Conti, Gregori, & Passarella,  2004 ). By 
scheduling multiple packet transmission to occur back to back, it may be possible to 
reduce the overhead associated with sending each packet individually. By reducing 
the number of retransmissions, the power consumption is reduced.  

    MAC Layer 

 At the MAC layer, the power saving is done by sleep scheduling protocols. Lots of 
power is wasted listening on the radio channel, while there is nothing to receive. The 
radio wakes up whenever it needs to transmit or receive packets and then goes back 
to sleep. 

 Sleep scheduling protocols can be broken up into two methods: (a) senders and 
receivers know when each other should be on and send to one another during those 
time periods. They go to sleep otherwise. (b) Nodes can send and receive packets 
according to the preamble bytes sent by a packet in order to synchronize the starting 
point of the incoming data packet between the transmitter and receiver. Once the 
receiver wakes up, it synchronizes to these preamble bytes and remains on until it 
receives the packet.  

    Physical Layer 

 A technique known as Remote Access Switch (RAS) can be used to wake up a 
receiver only when it has data to receive. A low power radio circuit is run to detect 
activity on the channel. When this activity is detected, the circuit wakes up the rest 
of the system for reception of a packet. A transmitter has to know what type of activ-
ity needs to be sent on the channel to wake up each of its receivers.   
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     Effect of 802.11 Power Saving Mechanisms on the Quality 
of Voice 

 A typical VoIP involves a constant fl ow of the VoIP frames, from the handset (HS) 
to the voice gateway and vice versa. Since the station generally knows in advance 
the frame arrival rate, delay, and bandwidth requirements of the voice application, it 
can reserve resources and set up power saving mechanism for its fl ows. An HS may 
remain in active mode, always ready for the voice transmission. In this case, the AP 
transmits voice frames as they arrive according to the CSMA/CA rules. However, if 
power saving is desired, the HS can employ the power save building blocks to wake 
up, exchange the VoIP frame with its AP, and go back to sleep. 

 The HS can use information such as the arrival time between voice frames, along 
with a power save mechanism, to get itself to sleep between consecutive voice 
frames. The power saving techniques for allowing the HS to sleep between voice 
frames using the CSMA/CA access mechanism during a VoIP call is explained 
below. The effect of these techniques will be studied to explore their effect on the 
quality of voice in terms of delay and jitter. The time taken to put the HS to sleep 
and then activate is expected to have signifi cant effect on delay as well as jitter. 

    Power Save Mode Technique 

 The PS bit in the data frame is used to initiate the change of the power state. When 
there is a data to transmit, the HS moves from sleep mode to active mode, then it sets 
the PS bit to active in the voice frame, to announce the change of its power state. 
Since the voice coders at both sides share the same frame duration, the HS stays in 
active mode after transmission, to allow a frame buffered at the AP to be received. 
So the AP sends buffered frames to the HS only after it has completed the reception 
of the frame from the SHShhHS. The AP sets the “more data” bit to FALSE in its 
last frame, to announce the end of its transmission. Then, the HS needs to complete 
a successful initiation frame sequence (with the PS bit set to sleep) to move back to 
the sleep mode. Null frame is normally sent if there is no data frame to transmit, in 
this case the PS bit is set to sleep.  

    PS-Poll Based Technique 

 In this technique, the HS will ask for the AP frames using the PS-Poll frame. This 
is done so that the HS needs to wait for the AP to deliver transmission; instead, the 
PS-Poll frame is used to get the buffered frame at the AP. But when the HS needs to 
transmit frames, it moves fi rst to the active mode and then transmits its data. If there 
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is any buffered frame at AP to transmit, the AP sets the “more data” bit to TRUE in 
the acknowledgment message to announce the presence of this frame. When the HS 
sees that the “more data” bit is set to TRUE, it will continue to send a PS-Poll frame 
to retrieve the buffered AP frame.  

    Power Saving Effect on VoIP Quality 

 The 802.11 WLAN power saving techniques have some issues on the VoIP quality 
and operation, mainly in terms of delay and jitter. 

 In the fi rst technique, the PS-bit based mechanism, it offers one way for the HS 
to go to sleep mode, through initiating a frame exchange sequence while the PS bit 
is set to sleep. So, an extra HS initiated frame exchange is required for every voice 
frame transfer, in order for the HS to indicate the power state changes. Since the 
voice frame payload is in the order of 20 ms for voice application, the header of the 
extra frames can introduce more delay that needs to be studied. 

 In the second technique, PS-Poll based, the priority of the buffered AP frame is 
not known to the HS, hence these frame will not be sent until the PS-Poll frame is 
sent and at the best effort access category. So the best effort priority is used to 
retrieve the buffered AP voice frame, even though they are set to the highest priority. 
The best effort retrieval is initiated by the frame exchange sequence of the PS-Poll 
frame. When the data and voice traffi c are available at the AP point, the best effort 
priority will deal with both frames in the same way and at the same level of priority, 
even though the voice frames should be granted the highest priority. The reason is 
that the voice packets should be initiated by the PS-Poll frame. The effect of the 
PS-Poll frame on the voice packet delay and jitter will be demonstrated in the simu-
lation results.   

     Simulation Results 

 The effect of the power saving standards in the 802.11 WLAN on the QoS of the 
VoIP in terms of the delay and jitter will be introduced using simulation. The setup 
of the simulation will be as shown in Fig.  26.4 . The way the simulation has been 
carried out is by turning off the power saving options and running the system using 
different number of calls. The results were recorded in terms of the delay, jitter, and 
the active period. The same simulation is repeated using the PS-Poll mechanism 
(power saving is turned on). We used WinEyeQ (a real-time software based monitor 
and protocol analyzer) to observe, diagnose, and evaluate VoIP performance. A call 
generator and SIP signaling that comply with the standards were also used. Using 
the above setup, we measured the throughput, delay, and jitter. The relationship 
between calls and throughput is shown in Fig.  26.5 , the relationship between calls 
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and jitter is shown in Fig.  26.6 , and the relationship between calls and delay is 
shown in Fig.  26.7 . As seen in the fi gures, the system was running initially without 
activating the power saving and the throughput was around 800 Kbps. The effect of 
activating the power saving is shown in the second half of the fi gure where the 
throughput has dropped to around 360 Kbps. As noticed, the throughput has been 
reduced by an order of half. The same argument applies to Fig.  26.6  where the jitter 
was around 15 ms before the power saving is turned on, and then it jumps to around 
45 ms once the power saving is turned on. The delay in the fi rst part of Fig.  26.7  was 
around 105 ms before the power saving is turned on, and then it jumps to around 
185 ms once the power saving is turned on.
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  Fig. 26.4    Simulation system setup       
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  Fig. 26.5    Effect of power saving on throughput       
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          Conclusion and Future Work 

 The quality of VoIP over wireless LAN is affected by power saving techniques used 
to reduce power consumption. This paper demonstrates the effect of existing power 
saving techniques on voice packets specifi cally on delay and jitter. It was noticed, 
through simulation, that the jitter and delay are highly affected when the power sav-
ing is turned on. So different power saving techniques need to be explored to reduce 
the power consumption, while the effect on jitter and delay is minimized.     
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  Fig. 26.6    Effect of power saving on jitter       
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    Chapter 27   
 Cultural Business Intelligence in Management                     

     Nadine     Sinno    

    Abstract     This research reveals the concept of intelligence in modern management, 
particularly the management of Lebanese tourism organizations. 

 In this world of continuous change and development, organizations should be 
competitive to be able to face the challenges of globalization. To attain a high level 
of competences and therefore competitiveness, it is necessary for organizations to 
deepen their professional and cultural knowledge in the focus of offering to con-
sumers the best products and services and to build a relationship of loyalty–fi delity 
between the organization and the market. 

 This study focuses on the role of the cultural intelligence as the capability to 
function effectively in a variety of cultural context. In fact, cultural intelligence 
provides insights about individual capabilities to cope with multicultural situations, 
engage in cross-cultural interactions, and perform in culturally diverse work groups. 

 The success of tour operators through intelligent management and cultural intel-
ligence will benefi t the tourism sector with economic and competitive advantages.  

 We identifi ed the topic in all its complexity to a set that will converge into the 
world of culture in its general concept, and into the inter-culture as relational 
concept.  

  Keywords     Business intelligence   •   Competitiveness   •   Customer service   •   Culture   
•   Intelligence   •   Cultural intelligence   •   Tourism   •   Globalization   •   Tourists   
•   Cross-culture  

      Introduction 

 The world continues relentlessly to write about the consequences of the globalization 
of markets, the internationalization of products, and the free movement of goods. We 
are now living in a “Global Village” and subsequently, the globalization is affecting 
all phases of design, development, production, distribution, and consumption of goods 
and services. 
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 Thus, due to this new economic dimension, fi rms are facing an increased com-
plexity in the market conditions and unexpected, hardly conceivable, situations. The 
fi rms are now obliged to adapt to a completely different working concept, jostling 
violently, the traditional habits of management and trade relations. Therefore, fi rms 
should consider to introduce a new dimension in the market rivalry and to enter into 
a total new level of unbeatable competition. 

 What does this upheaval of the way of work brings to the enterprise and to indi-
viduals in their daily lives? The simple and logic answer would be: the radical 
change of the way of thinking, working, and even living. The phenomenon of change 
is accompanied by an adaptation that will be constant, continuous, progressive, and 
inevitable. The train is running! 

 At the Business Management level, the infl uence of this unexpected upheaval 
generated a critical market situation: adapt, adopt, or die! Companies should adopt 
changes in the thinking strategy, in the working process, and in the market approach 
methodologies. 

 The company should accept the changes underway and adapt to a new vision of 
the operational environment. The company must have the skills or at least develop 
the minimum resources to be able to adapt and then change. However, change 
requires accepting to give up comfortable and safe habits while accepting uncer-
tainty about the future and facing risks (economic, adaptation, social tolerance, 
etc.). Nevertheless, the change must go for the better without causing any regres-
sion. This implies that a change in the managerial thinking does not only follow the 
changes adopted by the operating environment but also to anticipate future tracks. 

 The fi rst step for modern management practices is to measure the competence of 
each individual. Afterwards, the management has to measure the collective ability 
of the groups in analyzing situations. Finally, it has to identify knowledge improve-
ment areas to develop individual skills and overall performance. The employee in 
the learning enterprise is an actor of progress and it is enormously important to 
develop his/her skills. 

 An important feature of the learning organization is the sharing of knowledge 
between employees, at all levels. This division involves ongoing communication 
between members of a single organization to ensure a constant knowledge transfer. 

 The company must develop a kind of a learning culture and must also rethink the 
knowledge management strategy to transform the cultural life of the company into 
a learning life. 

 At this stage, the company will be considered  intelligent !  

    Literature Review 

    Intelligent Management 

 An intelligent organization manifests collectively specifi c learning skills, innovation, 
and fl exibility. This type of organization is particularly suited to deal with the unex-
pected and permanent changes in its environment, in a world more than ever complex. 

N. Sinno



329

 Comparing between the intelligent enterprise and the conventional enterprise, 
the fi rst management style uses the knowledge and experience of the individual and 
makes them accessible and usable within the entire company (Landier & Thesmar, 
 2010 ). While the latter one preserves jealously conservative structures that prevents 
the company from fully adhering to the changes facing the business world today 
(Khadige,  2011 ). 

 The intelligent enterprise collects, categorizes, manages, and disseminates the 
knowledge gained from various sources such as marketing research, individual and 
cultural experience in its academic and vocational sense. 

 The general objectives of the intelligent enterprise are: increased national and 
global market share, diversifi ed activities, project profi tability, profi ts, etc. 

 Additionally, the intelligent enterprise must consider another important capital: the 
fact that each individual/employee has one or more forms of intelligence, which the 
employee can use at work. Furthermore, the company must consider the fact that these 
forms of intelligence are often unusable when faced by the work routine or the pyra-
midal structure of the company. In this case, the employee’s intelligence is measured 
only by the fact of obeying to the top management and fi nalizing tasks before 
deadline. 

 At this stage, the intelligent manager must identify the existing skills and mea-
sure the human resources performance. At the same time, he must develop the prin-
ciple of collective intelligence in the business for well transmitted ideas and 
knowledge to achieve a high degree of cooperation and refl ection. 

 But how can individuals and employees cooperate when each comes from a dif-
ferent background? Is the collective intelligence 1  suffi cient for creating harmony and 
resolving interpersonal confl ict among employees or between groups of workers?  

    Cultural Intelligence in Business Management 

 As previously mentioned, in a global village, corporate visions and objectives are no 
longer limited to the local market, but the company’s success is determined by cre-
ating an international identity. 

 Therefore, the company is obliged to have:

    1.    Agents abroad, that will represent its products or services,   
   2.    Affi liations, that are to say to associate with other economic entities to ensure a 

presence and an international economic activity, and   
   3.    Mergers with other international companies to take advantage of the existing 

markets.     

1   Collective intelligence is shared or group intelligence that emerges from the collaboration, collec-
tive efforts, and competition of many individuals and appears in consensus decision making 
(Wikipedia). 
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 In these cases, contact between different cultures will be done in different ways, 
and culture tends to infl uence the way of thinking and working. It is therefore crucial 
to decrypt the operating software of the different cultures and to use a form of ana-
lytical intelligence represented by Cultural Intelligence (CQ). 

 Different approaches have been proposed for the cultural intelligence. Gardner 
( 1997 ) popularized the idea that intelligence is more than a cognitive capacity. In 
fact, human potential cannot be limited to cognitive intelligence, the way it is 
described and defi ned in society. People with this particular intelligence have the 
ability to steer their way through unfamiliar cultural interactions. 

 Cultural intelligence is the ability to negotiate effectively with people from dif-
ferent cultural backgrounds using four components: cognitive factors, metacogni-
tive factors, motivational factors, and behavioral elements (Early & Ang,  2003 ).

    1.    The Head/Cognitive. Learning by heart the beliefs, habits, and taboos of foreign 
cultures.   

   2.    The Body/Physical. Showing recognition of the other culture; actions and 
demeanor must prove that the individual, to some extent, entered their world.   

   3.    The Heart/Emotional/Motivation. The interest vis-à-vis staff of different cul-
tures. Adapting to a new culture involves overcoming obstacles. People can do 
that only if they believe in their own effectiveness.    

  It is no longer enough to learn and understand different cultures but it is primor-
dial to have the ability to develop and accept different attitudes, to understand the 
world with unknown behaviors, and to be able to act adequately in actual situations. 

 When an organization has the need to collaborate with partners in other coun-
tries, it is essential to prevent misunderstandings and confl icts. The intelligent man-
ager will therefore ensure that the key people have understood the strategic context 
of intercultural work, and that they have the motivation and the right attitude needed 
to understand and act when confronting culturally different individuals. 

 These key people must know how to establish good communication based on 
mutual understanding. The goal is to understand what is happening internally and 
externally facing people with different ways of thinking and acting. Cultural 
 intelligence provides a framework, a language to understand and enjoy the differ-
ences rather than tolerate or ignore them. 

 This defi nition emphasizes the idea that cultural encounters success is not a question of 
opposition or contradiction but a complementarity. Understanding the “other” culture, 
paying attention to its standards, and developing techniques and skills to bridge 
differences. 

 Therefore, cultural intelligence involves a combination of three dimensions 
(Plum,  2007 ):

   The Intercultural Commitment  
  Intercultural Communication  
  The Cultural Understanding    

 It can be deduced that the primary function of cultural intelligence refers to 
the intercultural commitment and deals with the driving forces of the situation. 
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It includes the emotions and attitudes towards cultural differences, the ability to 
control emotions and give a true image of the company in a cross-cultural interac-
tion; this marks the primordial point of action. 

 The second dimension, intercultural communication, is a dimension of action. 
This part needs to have a mastery of communication. It brings an intercultural com-
mitment, deeper understanding, and acceptance of differences. 

 The third dimension, cultural understanding, is the ability to become integrated 
into a different culture. 

 Concisely, cultural intelligence is the ability to recognize the shared beliefs, val-
ues, attitudes, and behaviors of members of a group and, more importantly, the abil-
ity to effectively apply this knowledge to the realization of a specifi c project or a 
range of activities. It is often seen as a synonym of cultural knowledge. However, 
cultural intelligence is more than mere knowledge of another culture. 

 Intercultural problem is at the heart of many professional practices, and any citi-
zen’s engagement in the context of globalization. With the explosion of this prob-
lem, how will individuals, social groups, and States react? 

 A large number of studies have been conducted on this for 40 years with interna-
tional staff, resulting in a sort of consensus around six specifi c criteria of intercul-
tural effectiveness: empathy, respect, interest for the local culture, fl exibility, 
tolerance, and technical competence. 

 In an attempt to highlight the role of cultural intelligence in intercultural relations 
in the workplace, a study centered on the Lebanese tour operators was conducted. The 
choice of this case study is linked to the cross-cultural nature of the tourism industry 
and the need for cultural understanding in inter-employee relations and customer–
employee relations. This research suggests the application of cultural intelligence in 
modern management as a tool for the development of the tourism enterprises. 

 From this point, several questions arise. Does cultural intelligence exist in the 
Lebanese tourism enterprises? How is the cultural intelligence used as a tool for 
having a competitive advantage in the tourism sector?   

    Research and Analysis 

    Culture Intelligence in Tourism Management 

 Applying cultural intelligence in tourism is a call to action to all stakeholders (tour-
ists and locals) to develop a controlled-friendly tourism. Cultural intelligence pro-
motes intercultural dialogue while allowing to provide sustainable solutions to local 
community development needs. 

 Furthermore, cultural intelligence plays an increasingly central role in planning 
a tourist package by tour operators. The tourism market is structured around power-
ful tour operators, the oldest of which dates back from the late nineteenth century. 
Meanwhile, a large number of small and medium enterprises (SMTEs) have spe-
cialized in tourism, in particular by proposing new forms of stays. 
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 Intercultural interactions are essential and extremely intense in the tourism 
 sector. To be able to study the Lebanese tourism service providers, we have done the 
following fi eldwork: 

 First of all, we conducted several focus groups; these groups were divided into 
three categories:

    1.    Cultural intelligence of the employees of Lebanese tourism enterprises   
   2.    Cultural intelligence and preferences of tourists traveling for leisure   
   3.    Cultural intelligence and preferences of tourists traveling for business purpose    

  The questions solicited included:

•    Why do tourists travel?  
•   According to which criteria do they chose their tourism service provider?  
•   How do they act in intercultural situations?  
•   What is the relation between their culture and their preferences?    

 We have analyzed the qualitative data collected using a thematic, descriptive 
approach that looks across all the data and identifi es the common, recurrent main 
themes and we have summarized all the collected views. 

 Eventually, the fi ndings of the study showed that the Lebanese tourism enter-
prises work on the basis of intuition and improvisation, and crisis management. 

 In general, management relies on previous experiences and practicalities not aca-
demic theories and practices. In fact, Lebanese tourism enterprises are not aware of 
their role as intercultural agents and they are not using culture as an integral element 
of their competitive advantage. 

 On the other side, leisure tourists are very interested in knowing different cul-
tures. In fact, Lebanese tourists adapt to different cultures easily because they 
research about the destination before traveling. Tourists confi rmed that there is a 
strong relation between their preferences and their culture and that the culture of a 
destination is an important factor for choosing a destination. 

 As for the businessmen, they travel to prefi xed destinations, usually by their 
enterprises. They look for comfort and high quality of service and they require fast 
professional service. 

 Most of the businessmen visited more than six countries and they are well aware 
of cultural differences in destinations and they take it into consideration. Mainly 
when they want to travel with families, they chose places that were known and pre-
viously explored to avoid any irregularities. 

 This study showed that the concept of culture plays a vital role in the choice of 
the destination of the tourist. 

 Culture holds a great impact on the perception of the client and his degree of 
satisfaction. Tourism service providers should respond to the cultural needs of the 
clients to be able to penetrate the international tourist market. Also, the employees 
should be culturally intelligent to serve their client base. 

 Undoubtedly, the tourism industry and culture are interrelated. Seeking the 
culture of the other is an inherent part of the client’s motivation in choosing the 
trip. Leader tour operators mentioned that to satisfy the tourists and to meet their 
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expectations it is necessary, if not imperative, to have a “cultural knowledge” and 
know how while planning packages. 

 Therefore, an intelligent tour operator should:

    1.    Understand the needs and expectations of customers to create services and suit-
able packages. For example, the tour operator may divide the services according 
to customers “cultural segments.”   

   2.    Know the most important characteristics of different cultures: values, attitudes, 
language, and customs for providing excellent quality of service and to obtain 
customer’s loyalty. In fact, the quality of service is generally perceived subjec-
tively and is directly related to the client’s culture.     

 Therefore, to provide the best quality in tourism services, a framework that takes 
into account the different dimensions of national culture of tourists must be estab-
lished. In this case, the Hofstede model can be used to distinguish between cultures. 

 Hofstede and Hofstede ( 2005 ) established a theory on the cultural dimensions 
that offers a systematic framework for evaluating differences between nations and 
cultures. Every culture works according to its own values and its members behave 
according to the rules that are appropriate in a given situation. 

 Hofstede explained two kinds of culture:

   “Culture 1”: knowledge, art, and literature.  
  “Culture 2” is defi ned as the collective programming of the mind which distinguishes 

the members of a group or class of people over another. It includes all the simple 
and ordinary life activities: Greet, Eat, Express, Hide feelings, Keep a certain 
physical distance with others, Follow the rules of hygiene, Fear, Anger, Love, Joy, 
and sadness, and The ability to observe the environment and to talk with others.    

 Intelligent tour operators should analyze and compare the cultures of destinations 
based on pre-established guidelines such as Hofstede’s dimensions. This approach 
can be used to explain to the client the culture of the visited destination and, secondly, 
if there are employees of different nationalities or cultures, this approach resolves the 
issues of international management from the perspective of the “cultural distance.”   

    Conclusion and Recommendations 

 In conclusion, this research highlighted the need for an intelligent style of manage-
ment in businesses, considering the cultural intelligence as a company’s perfor-
mance enhancement tool. Sales force must increasingly adapt to the culture of the 
clients while promoting their services. The staff of the company should be able to 
communicate effectively with each other and with the customers. In addition, the 
enterprises must literally go beyond the traditional promotional pitch and develop 
cultural knowledge of the customer, in terms of expectations and desires. Cultural 
intelligence is a holistic concept. This concept covers all aspects of our social and 
intercultural life since ancient times until today. Living together in a global village 
cannot be successful without openness to others and understanding the others. 
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 The tourism sector employees must have the ability to work in a multicultural 
environment. It is possible to develop cultural intelligence employees through the 
below suggested actions:

    1.    Assessing the cultural intelligence of employees, and from their strengths and 
weaknesses, establish a development plan.   

   2.    Developing and training intercultural competence for the employees. The train-
ing should aim to strengthen intercultural competences and not only to commu-
nicate across cultures.     

 The courses that will strengthen intercultural competences are:

•    Information sessions and awareness data to all staff;  
•   Coaching, in small groups or individually;  
•   Customized training, structured and interactive in two or three modules of half a 

day;  
•   Public meetings to information and training;  
•   E-learning;  
•   Lectures, video; and  
•   Case studies, discussion groups.    

 The development of intercultural competence is an investment rather than a cost. 
The company must devote the necessary time to ensure the impact of its actions and 
return on investment. It is important to address the subject deeply using training and 
individual coaching. It is essential to consider training as an ongoing and dynamic 
process. Also, companies should stimulate employees’ motivation with simple 
activities that increase their comfort with different cultures. In the context of diver-
sity, the company will strive to develop social activities that will allow staff to min-
gle, share, and build relationships.      

  References 

    Early, C., & Ang, S. (2003).  Cultural intelligence: Individual interactions across cultures . Stanford, 
CA: Stanford University Press.  

    Gardner, H. (1997).  Les formes de l’intelligence . Paris: Editions Odile JACOB.  
    Hofstede, G., & Hofstede, J. (2005).  Cultures and organizations: Software of the mind  (2nd ed.). 

New York, NY: McGraw-Hill.  
   Khadige, C. (2011). Réfl exions sur l’entreprise intelligente.   http://cgcjmk.blogspot.com/view/

sidebar/2011/01/refl exions-sur-lentreprise-intelligente.html    .  
  Khadige, C. Intelligence, entrepreneuriat et résilience d’entreprise. found in   http://www.fgm.usj.

edu.lb/fi les/a122009.pdf    . last retrieved, 14 August 2016  
  N.D. (2001). L’organisation apprenante. fi che technique numéro 16. lettre du cedip. p. 4   http://

www.needocs.com/document/management-divers-rh-l-organisation-apprenante,6642    .  
   Plum, E. (2007). Cultural intelligence: A concept for bridging and benefi ting from cultural differ-

ences.   http://www.athenas.dk/elisabeth-plum-artikel-et.htm    .  
   Landier, A., & Thesmar, D. (2010). Intelligence Collective et Action Publique, Revue commen-

taire. Automne 2010. Volume 33/Numéro 13.    

N. Sinno

http://cgcjmk.blogspot.com/view/sidebar/2011/01/reflexions-sur-lentreprise-intelligente.html
http://cgcjmk.blogspot.com/view/sidebar/2011/01/reflexions-sur-lentreprise-intelligente.html
http://www.fgm.usj.edu.lb/files/a122009.pdf
http://www.fgm.usj.edu.lb/files/a122009.pdf
http://www.needocs.com/document/management-divers-rh-l-organisation-apprenante,6642
http://www.needocs.com/document/management-divers-rh-l-organisation-apprenante,6642
http://www.athenas.dk/elisabeth-plum-artikel-et.htm


    Chapter 28   
 Is the Avalanche of E-learning Coming 
to the UAE?                     

     Dennis     Lee     ,     Elissar     Toufaily     , and     Tatiana     Zalan    

    Abstract     The higher education system worldwide is on the cusp of disruptive 
change due to innovative education providers such as digital platforms and universi-
ties offering fully online or blended programs. While the e-learning industry in the 
UAE is projected to grow signifi cantly, the level of adoption of e-learning has not 
been high. The overall purpose of our multistage research project is to understand 
the barriers to the adoption of e-learning in the UAE despite the benefi ts of online 
education, such as lower costs and pedagogical benefi ts. We propose a preliminary 
conceptual framework explaining the students’ attitudes and intention to adopt 
e-learning. In our future research, we will refi ne and test the conceptual framework 
and provide guidelines for higher education institutions and policymakers on insti-
tutional change to support e-learning initiatives.  

  Keywords     Higher education   •   E-learning   •   Students’ perceptions   •   Barriers to 
adoption   •   The UAE  

      Introduction 

 The title of the paper alludes to the widely cited report by Barber, Donnely, and 
Rizvi ( 2013 )  An Avalanche is Coming  on the potentially disruptive change facing the 
global higher education system. Specifi cally, a new phase of competition is emerg-
ing, as the very notion of the traditional university is coming under pressure from 
innovative “disruptors” such as digital platforms (e.g., Coursera, edX, and Udacity) 
and universities offering low cost fully online or blended programs (Weise & 
Christensen,  2014 ; Barber et al.,  2013 ). For example, the growth of applications to 
online MBAs has outstripped some traditional formats of the degree (Murray,  2016 ). 
These changes are driven by escalating costs and tuition fees in traditional universi-
ties, learners’ desire for fl exibility, and advances in ICT. These developments go 
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hand in hand with the globalization of the higher education industry and improve-
ments in e-learning pedagogy enabling a fusion of modularization and mastery- 
based learning (Bowen,  2012 ; Christensen & Eyring,  2011 ; Weise & Christensen, 
 2014 ). For the purposes of this research, we defi ne  e-learning as web- based learning 
which utilizes web-based communication, collaboration, multimedia, knowledge 
transfer, and training to support learners’ active learning without the time and space 
barriers  (Lee, Yoon, & Lee,  2009 ). 

 The e-learning market in the Middle East is projected to grow to US$560M in 
2016, at an annual growth rate of 8.2 % (Docebo,  2014 ). While the UAE (and the 
region) scores well on e-readiness (i.e., adoption of digital technologies) (UNESCO, 
 2013 ), the adoption of e-learning has not been as widespread: currently, the UAE 
boasts only one fully online university (Hamdan Bin Mohammed Smart University). 
In line with the global trend, the costs of higher education in the UAE have been 
rising. On the other hand, e-learning provides many opportunities for media-based, 
student-centered, and interactive learning environments that support active learning 
and critical thinking (Huffaker & Calvert,  2003 ), skills that are perceived to be 
largely missing yet critical for the UAE students to be able to participate in the 
knowledge economy, locally, and globally (Hvidt,  2015 ). As reputable institutions 
enter the UAE market with fully online or blended deliveries in increasing numbers, 
the future of traditional local universities may be in serious jeopardy. 

 The overall purpose of our multistage research project is to understand the barri-
ers to the adoption of e-learning in the UAE despite the benefi ts of online education, 
such as lower costs (refl ected in the prices paid by students) and pedagogical bene-
fi ts. More specifi cally, the objectives are to:

    1.    Propose a preliminary conceptual framework explaining the students’ attitudes 
and intention to adopt e-learning;   

   2.    Refi ne and test the conceptual framework from students’ perspective; and   
   3.    Provide guidelines for higher education institutions and policymakers on institu-

tional change and support for e-learning initiatives.     

 The paper proceeds as follows. We start with the section “ Literature Review ” 
which has informed our preliminary conceptual model (section “ Preliminary 
Conceptual Framework ”). Our research design is explained in the section “ Research 
Design, ” and references are provided in the last section of the paper.  

     Literature Review 

 As stated in the introductory part of the paper, barriers to e-learning in the UAE, a 
country with high level of ICT penetration, and an extensive offering of online 
courses are of great concern to educational institutions and policymakers. A large 
number of studies investigated the learner’s acceptance of e-learning, the instructor’s 
acceptance of e-learning, and organizational and strategic factors that affect the 
adoption and delivery of e-learning. Prior literature has identifi ed several factors as 
barriers to, and drivers of, e-learning from a student perspective. For example, Law, 
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Lee, and Yu ( 2010 ) fi nd that extrinsic motivational factors such as social pressures 
and competition have a considerable impact on student learning, and that both intrin-
sic (such as individual’s attitude and expectation) and extrinsic motivators (such as 
rewards and recognition) signifi cantly infl uence students’ self-effi cacy. Hernandez, 
Montaner, Sese, and Urquizu ( 2011 ) propose the use of extrinsic motivators (i.e., 
doing an activity for specifi c reasons) in order to improve the learning outcomes and 
experiences of online learners. Students can be motivated if they are able to gain 
recognition from their instructors. This will improve the students’ attitude to learning 
because a positive attitude enables learners to use more ICT interactive tools to prove 
to the instructor that they deserve high grades. When students adopt online learning 
components, Smart and Cappel ( 2006 ) found that the senior students have more tech-
nological experience than the freshman and junior students. This is because these 
fourth year students are better independent learners than the younger students. 

 Instructor performance also impacts the e-learner satisfaction. According to 
Bolliger and Martindale ( 2004 ), online learners will fi nd satisfaction when they can 
easily access technology. This satisfaction has positive correlation with the perfor-
mance of online instructors: the online instructors must be perceived as available at 
all time, be a motivator to the student, and communicate with students on a regular 
basis (Sun, Tsai, Finger, Chen, & Yeh,  2008 ). However, the absence of interaction 
based on a face-to-face context is a major concern in online teaching and learning 
(So & Brush,  2008 ). Students are often in isolation and unsupported during the 
learning process (Cereijo,  2006 ); moreover, they are expected to be motivated and 
self-disciplined to work as independent learners without getting much assistance 
from instructors. Students who are more confi dent in their ability to use e-learning 
on their own are more likely to become good users of e-learning (Abbad, Morris, & 
De Nahlik,  2009 ). 

 Another stream of research has demonstrated that the Internet and technology 
quality affect satisfaction with e-learning (e.g., Piccoli, Ahmad, & Ives,  2001 ) and 
that e-learning course quality has a large positive effect on e-learners’ satisfaction 
(Sun et al.,  2008 ). In order to ensure the delivery of high quality e-learning courses 
at universities, Ehlers ( 2009 ) recommends that a set of standards be adopted to 
evaluate learning content and processes, and certifying and accrediting programs 
and institutions. A combination of factors like retention rate, academic outcomes, 
and success in online student and faculty support are considered as important to 
make a quality online course (Shelton & Saltsman,  2004 ). To infl uence students’ 
learning performance, there should be well-designed courses, curricula, and 
learning materials, which will facilitate meaningful educational experiences. 
Institutions who offer e-learning courses must therefore attain curriculum quality 
certifi cation from accreditation sources to enhance and improve teaching excel-
lence (Bhuasiri, Xaymoungkhoun, Zo, Rho, & Ciganek,  2012 ). 

 A number of studies have investigated the benefi ts of e-learning to students and 
instructors, such as the fl exibility of the online delivery format (Chakraborty & 
Nafukho,  2015 ). E-learning allows students to study in a self-paced mode as compared 
to traditional classroom learning. Students consider online learning as both place- and 
time-independent, permitting them to continue their conversations with instructors 
without any interruptions (Arbaugh,  2002 ). This model of delivery is of particular 
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benefi t to students who want to balance their studies, family, and work- related activi-
ties if they take an online course (Sun et al.,  2008 ). Likewise, Maki, Maki, Patterson, 
and Whittaker ( 2000 ) fi nd that students perceive the convenience of the online course 
as a benefi t and enjoy the fl exibility of the online learning environment. The online 
classroom setting encourages more student participation, and provides students with a 
better chance to refl ect and research before discussing the issues in classes (Ni,  2013 ). 

 Contextual factors have been found to infl uence e-learning. Specifi cally, culture 
appears to have a major impact on learning preferences and information processing 
capacity of individuals (Samovar, Porter, & McDaniel,  2009 ). The cultures of the 
Middle Eastern cluster of countries have high preferences for avoiding uncertainty 
(House et al.,  1999 ; Ronen & Shenkar,  1985 ). According to Hofstede ( 2011 ), people 
in these cultures feel threatened when faced with ambiguous or unknown situations. 
states that the introduction of e-learning will pose a considerable challenge to Arab 
students. A study by the World Bank in 2007 stated that students in this region are 
passive learners and do not apply their learning through critical thinking (Galal, 
 2007 ). Many of these students are highly dependable on their teachers when they 
want to acquire new knowledge (Lansari, Tubaishat, & Al-Rawi,  2010 ). A recent 
report by the Dubai School of Government’s Governance and Innovation Program 
reveals that many students who are enrolled in universities are still lacking problem-
solving, critical thinking, and communication skills (Salem, Mourtada, & Alshaer, 
 2013 ). This lack of skills will thus be a big obstacle in the e-learning environment 
for the young Arab students who are more accustomed to rote learning during their 
early schooling. Clearly, if online learning is integrated with face-to-face learning, 
the sociocultural environment may affect students’ perceptions (Alebaikan & 
Troudi,  2010 ). Alebaikan and Troudi ( 2010 ) state that students in Saudi universities 
are fi nding the new way of learning confronting, as they have been used to the tra-
ditional classroom-based lecture. Yet in another study by Al-Jarf ( 2005 ), freshman 
students were not taking online classes seriously because they were not used by 
existing instructors at the college. Further, the low public esteem for online learning 
in the workplace is another important reason to reject e-learning by many universi-
ties, academics, and students (Mirza & Al-Abdulkareem,  2011 ). According to 
Dirani and Yoon ( 2009 ), the online degree is seen to give access to fewer job oppor-
tunities and is not perceived as comparable to traditional degrees. Additionally, the 
learner’s attitude and lack of prior knowledge of IT use are major factors that affect 
the acceptance of e-learning by students (Selim,  2007 ; Ozkan & Koseler,  2009 ). 
Finally, language is a barrier to adoption as online repositories that contain educa-
tional material in the Arabic language are lacking (Al-Khalifa,  2008 ).  

     Preliminary Conceptual Framework 

 Based on the literature review, a preliminary conceptual framework (Fig.  28.1 ) is pro-
posed. This conceptual model identifi es three major categories—offer characteristics, 
individual and psychological characteristics, and sociocultural factors—that infl uence 
learner’ attitudes, which in turn will affect his/her intention to adopt e-learning.
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        Research Design 

 In order to understand the issues associated with the perceptions of e-learning and 
barriers to adoption in the UAE context, a mixed-method design will be used com-
prising two stages. A qualitative approach will be used in stage 1 with the purpose 
to capture the different barriers to the adoption of e-learning by the UAE students. 
Stage 1 will result in a clearer understanding of the UAE context-specifi c con-
structs that will emerge from respondents’ answers. The outcome will be a refi ned 
theoretical framework (with added and/or removed constructs) based on the fi nd-
ings in stage 1, which will provide richness and a thorough understanding of the 
topic. A series of in-depth interviews will be conducted with university students 
who did not complete an online course offered by a higher education institution in 
the UAE or abroad. According to the Ministry of Higher Education and Scientifi c 
Research, in 2014 the offering of online courses and e-learning program is exten-
sive, with 105 online foreign universities have been accredited by the UAE. Of 
those universities, 46 are in the United Kingdom, 34 in the USA, and fi ve in New 
Zealand (The National,  2014 ) 

 The number of interviews is not fi xed in advance. Sample size should generally 
follow the principle of saturation (Glaser & Strauss,  1967 ), whereby data collection 
stops when new data do not shed any further light on the issue under investigation. 
Following Miles and Huberman ( 1994 ), a purposeful sampling technique will be 
used to identify and target the specifi c individuals representing the spectrum of 
knowledge and experience relevant to this study. 

  Fig. 28.1    Preliminary conceptual framework       
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 Stage 2 will focus on the quantitative data collection via an online struc-
tured questionnaire that includes the constructs identified through the litera-
ture review and refined in stage 1. Data will be collected from a sample of BA 
and MBA students in the UAE. Questionnaires will be revised by experts 
(mainly academics) with significant understanding of e-learning to evaluate 
the length and appropriateness of the questions. Then, a quantitative pretest to 
ensure the reliability and the validity of the measurement instruments will be 
conducted on a pilot sample of 30 students with no prior e-learning experi-
ence. After refining the scales, an online survey instrument (via Survey 
Monkey) will be administered. An email invitation will be sent to students 
from universities across the UAE to participate in the study including the site 
link. We have identified four universities through professional networks, with 
academic colleagues showing interest in assisting with the data collection. 
Moreover, to secure a high response rate, the questionnaire will also be 
administered to students face to face by visiting classes and asking students to 
complete the questionnaire. The criterion to qualify a respondent for the sur-
veys is that the student has never been enrolled in an online course or program 
before. We aim at a sample size of at least 500 students, as it is recommended 
for studies with descriptive and explanatory purposes (Malhotra,  2010 ). 

 For consistency, measures will be adopted or derived from previous studies on 
online education and student perceptions. A seven-point Likert scale ranging from 
1 (strongly disagree) to 7 as (strongly agree) will be used. 

 Descriptive statistics using SPSS software will be used to describe the profi le of 
the sample as well as the constructs of the study. Then, confi rmatory factor analysis 
will be conducted to evaluate the adequacy of the model using EQS 6.1. Convergent 
and discriminant validity of the scales will be assessed consistent with the Fornell 
and Larcker ( 1981 ) guidelines. Finally, structural equation modeling will be per-
formed. The hypothesized relationships in the proposed research model will simul-
taneously be tested via path analysis. The results of the structural equation model 
will be interpreted and guidelines for higher education institutions and policymak-
ers will be proposed.  

    Conclusion 

 The research project will result in a conceptually grounded and empirically verifi ed 
model of e-learning adoption, which will contribute to a detailed understanding of 
the barriers and enablers of e-learning adoption in the UAE context, which is cur-
rently lacking. 

 The expected results will help decision markers in higher education institutions 
to face these barriers, strengthen the implementation of e-learning, and build strate-
gies to improve the learner satisfaction. The results may provide an opportunity to 
better understand the media-based, leaner-centered, and interactive environments 
that support active learning and critical thinking. Additionally, results will help prac-

D. Lee et al.



341

titioners and especially students and managers with full-time jobs to continue pursu-
ing education and degrees with more fl exibility and satisfaction. Furthermore, by 
understanding the e-learning environment, its drivers, and barriers, system adminis-
trators will be able to ensure all system functionalities and system performance for 
a better learning. When assessing learners’ perceptions of the quality and enthusi-
asm of instructors, school administrators will have guidelines in selecting and train-
ing instructors for e-learning courses. Higher education institutions will be provided 
by guidelines on institutional change and support for e-learning initiatives.     
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    Chapter 29   
 Facilitating Conditions and Cost 
in Determining M-Commerce Acceptance 
in Jordan: Initial Findings                     

     Ghassan     Alnajjar    

    Abstract     The technology acceptance model (TAM) is practically explaining 
behavioral intention (BI). However, extensions are needed to further examine BI 
toward mobile commerce (m-commerce) acceptance due to the insuffi cient power 
of just two constructs perceived usefulness (PU) and perceived ease of use (PEOU) 
to explain BI. Therefore, limitations of TAM lead this research to extended TAM in 
two ways. First, facilitating conditions (FC) factor is not considered in TAM. In 
fact, Davis assumed that everyone is in control of the resources regarding adopting 
a new system. Second, cost is one of the obstacles in adopting m-commerce. High 
cost can decrease the acceptance rate of m-commerce. M-commerce services 
involve fees (connections fees, subscription fees, or roaming fees). TAM does not 
explain cost factor, because TAM was applied mostly in an organizational context 
that does not involve cost by the end-users in workplace. This research intends to 
address the above limitations by augmenting facilitating conditions and cost.  

  Keywords     TAM   •   M-commerce   •   Jordan   •   Facilitating conditions   •   Cost  

      Introduction 

 The m-commerce acceptance literature revealed that numerous studies were con-
ducted in developed countries and some Eastern Asian countries. There is a lack of 
research in the Arab world including Jordan concerning m-commerce acceptance. As 
far as the researcher knowledge, very few studies address m-commerce acceptance in 
the Arab countries including Jordan. Filling the gap in the academic literature is one 
of the motivations for conducting this research in Jordan with a different culture. 
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 In addition, broadly speaking, there is a high contradiction between the penetra-
tion rate of mobile phones and the lack of the adoption rate of m-commerce in 
Jordan. In 2009, Jordan reached 101 % penetration of mobile subscribers (The- 
Jordan- Times,  2009 ). On the other hand, the low rate of m-commerce acceptance is 
noticeable in the country. In other terms, the affordability and the availability of 
mobile phones do not guide us to predict the adoption rate of m-commerce in Jordan. 

 The researcher motivated to study the factors that infl uencing users and potential 
adopters for ICT technologies in the Arab world due to the growth of ICT in the 
region. Recent reports have shown a stellar upsurge in the internet users with 600 % 
increases from 2002 to 2007, which is the largest in the world (Dutta & Mia,  2009 ), 
also a remarkable growth in mobile penetration in the region as well. M-commerce 
refers to direct or indirect transactions over wireless telecommunication by using 
mobile devices such as mobile phones or personal digital assistants. 

 M-commerce acceptance rate varies in different cultures. Arab countries and 
Jordan in specifi c are a collectivist culture. Social norms score higher in collectivist 
cultures and these social norms can play a major role in adopting or rejecting a new 
technology (Ramayah, Rouibah, Gopi, & Rangel,  2009 ). 

 The purpose of this paper is to augment and examine facilitating conditions and 
cost. The rest of the paper is structured as follows: The literature review provides 
brief review of the litarature in the research fi eld. Then, the Framework and hypoth-
esis section describes the proposed framework and related hypotheses. We then 
discuss data collection process and fi nally, we conclude with the discussion of the 
results..  

    Literature Review 

 Most of the theories of technology acceptance have been developed in countries 
such as the USA. Additionally, many of the technology acceptance theories have 
not been broadly investigated outside of developed countries such as in the Arab 
countries (Almutairi,  2007 ), while fi ndings have been inconsistent where these the-
ories have been tested in developing countries (AbuShanab, Pearson, & Setterstrom, 
 2010 ; Bandyopadhyay & Fraccastoro,  2007 ). A number of authors have suggested 
that this inconsistent in predictive power could be associated with the differences in 
the cultures within the particular nations (AbuShanab et al.,  2010 ; Bandyopadhyay 
& Fraccastoro,  2007 ). Several studies compared developing countries to the USA 
(where technology adoption theories have been developed) and concluded that cul-
ture infl uenced behavioral intention and they argued that end-users in different cul-
tures respond differently. Predicting individuals’ intention to adopt m-commerce in 
a collectivist culture, low individualism, and high uncertainty avoidance comparing 
to western society is worthy of investigating with regard to FC and cost factors. 

 Facilitating conditions are defi ned as external environments of serving individu-
als to remove (overcome) barriers and diffi culties to use a new technology (Gu, Lee, 
& Suh,  2009 ; Venkatesh, Morris, Davis, & Davis,  2003 ). FC factor is a “core con-
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struct” in UTAUT that effecting use behavior (Venkatesh et al.,  2003 ). FC factor 
consists of two dimensions: resource factors (time and money), and technology fac-
tors (technology supports) relating to compatibility issues that contain the usage 
(Lu, Liu, Yu, & Wang,  2008 ; Lu, Yu, Liu, & Yao,  2003 ). According to Venkatesh, 
Brown, Maruping, and Bala ( 2008 ), behavioral intention is a refl ection of the users 
or potential users’ internal representation of beliefs. TAM does not support the 
external factors that can affect the performance of an adoption (behavior). In other 
words, the role of external factors (facilitating conditions) that can potentially facili-
tate or hold back the performance of a behavior is not captured by TAM. 

 Cost is defi ned as the degree to which users perceive that using m-commerce is 
expensive (costly) (Wei, Marthandan, Chong, Ooi, & Arumugam,  2009 ). Cost fac-
tor is a “core construct” in TAM3 that effecting use behavior (Venkatesh & Bala, 
 2008 ). Individuals may decide not to use the m-commerce services due to price 
considerations. Prices, costs, or fees (e.g., additional expenses, equipment costs, 
access cost, and transaction fees) are important components that make m-commerce 
use more costly than the traditional e-commerce (Wu & Wang,  2005 ). A number of 
studies argue that cost could be a main barrier for the acceptance of m-commerce. 
For example, in a study investigating behavioral intention to use mobile banking in 
Taiwan, the researchers found that perceived fi nancial cost is negatively effecting 
the behavioral adoption towards the usage of m-banking. In a study by Shin ( 2011 ), 
the researcher argued that cost of using 4G including the initial investment in 
devices, subscription initiation, charges, and monthly payments are negatively 
infl uencing intention.  

    Framework and Hypotheses 

 Figure  29.1  illustrates the research model for the study. TAM presents the theoreti-
cal framework for this research. The extension is derived from UTAUT and TAM3. 
While the paper focuses on the effects of facilitating conditions on attitude, PU, 
PEOU, BI, and cost on BI and attitude, the original TAM factors are not tested in 
this paper. In this study, we propose six hypotheses over the model.

Cost

FCPU

PEOU

BIAttitude

  Fig. 29.1    Research model 
( blue boxes  are the original 
TAM factors)       
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   Facilitating conditions are viewed as an external control in the environment (Gu 
et al.,  2009 ). Usage (behavior) could not take place if the external control in the 
environment does not exist. FC factor consists of two dimensions: resource factors 
(time and money), and technology factors (technology supports) relating to compat-
ibility issues that contain the usage (Lu et al.,  2003 ;  2008 ). It has been viewed that 
IT usage will be less likely if less money, less time, and less technological support 
exist. Prior studies have pointed out the signifi cance of facilitating conditions on 
attitude and behavioral intention (Crabbe, Standing, Standing, & Karjaluoto,  2009 ; 
Saeed,  2011 ; Van Biljon & Kotzé,  2008 ). In addition, when individuals feel the avail-
ability of resources, the availability of knowledge and the presence of facilitating 
conditions, it could develop a positive attitude and it is expected to increase the inten-
tion. In the view of the above arguments, the following hypotheses are proposed:

   H1: FC positively infl uences BI  
  H2: FC positively infl uences attitude    

 In the case of PU and PEOU, in this study the researcher believes that individuals 
perceive m-commerce to be easy to use and useful when the external environment 
conditions assisting them in learning how to use m-commerce despite the ability to use 
it skillfully (Gu et al.,  2009 ) and discovering the advantages of m-commerce. Studies 
empirically investigated the relationships and found that facilitating conditions were 
signifi cantly infl uenced by perceived usefulness (Lu et al.,  2008 ) and by perceived 
ease of use (Gu et al.,  2009 ). Therefore, the following hypotheses are proposed:

   H3: FC positively infl uences PU  
  H4: FC positively infl uences PEOU    

 Cost referred to as “the extent to which the individual perceives using 
m- commerce is costly” (Wei et al.,  2009 , p. 375). Cost, price, or the fi nancial factor 
considered one of the most issues in m-commerce adoption from a consumer’s per-
spective (Wu & Wang,  2005 ). According to Raleting and Nel ( 2011 ), cost was not 
considered as one of the determinants of TAM model. Since TAM was developed 
for an organizational context, the actual end-users are different from who is paying 
for the technology (Raleting & Nel,  2011 ). 

 However, from the individuals’ context perspective, when m-commerce consum-
ers are paying for the services, cost becomes a critical factor that may affect the 
consumers’ behavior. According to Kuo and Yen ( 2009 ), we found that perceived fee 
negatively infl uenced the user’s attitude and behavioral intention toward 3G service 
adoption. Another study (Wei et al.,  2009 ) found that perceived cost was negatively 
related to the acceptance of m-commerce. They stated that high prices of subscription 
and communication fees would lead to the decrease of m-commerce adoption. 
Considering the above arguments, the increase of prices for access, transaction fees, 
subscription fee, roaming fees, and connection fees will have a negative impact on 
attitude and behavioral intention. Therefore, the following hypotheses are proposed:

   H5: Cost negatively infl uences BI  
  H6: Cost negatively infl uences attitude     
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    Data Collection 

 A survey questionnaire was employed to gather data using 7-point Likert scale. The 
scale ranges from (1) “strong disagree” to (7) “strong agree” with (4) as “neutral.” 
The questionnaire contains two parts. The fi rst part is primarily the demographics 
information. The second part contains the main questionnaire. The participants 
were university students selected randomly from public and private universities in 
Jordan. A total of 448 responses were obtained from 500 questionnaires. From the 
448, 36 were discarded due to missing or incomplete data. The collected data was 
analyzed using the SPSS 17 software.  

    Results 

 The age distribution of the participants is predominantly between 18 and 26 
(92.5 %). The gender distributions of the participants are (60.4 %) males and 
(39.6 %) females. Most of the participants are undergraduate students (88 %). 
Majority of participants (86.9 %) are using prepaid scheme. About 92.5 % of the 
participants are internet users more than 1 year. Although 73.1 % of the participants 
are aware of m-commerce, only 20.1 % are m-commerce users. 

 Table  29.1  shows the descriptive statistics for the constructs, number of items, 
and Cronbach Alphas. All Cronbach Alphas values are greater than 0.60, which 
indicates that the instrument has internal consistency. The research hypotheses were 
tested by linear and multiple regression analysis. All hypotheses were supported. 
Table  29.2  shows the results of hypotheses testing.

   Table 29.1    Descriptive statistics and reliability   

 Construct  Mean  SD  Number of items  Cronbach’s alpha 

 Attitude  4.66  1.186  3  0.773 
 FC  4.58  1.159  2  0.614 
 Cost  3.24  1.324  3  0.879 

   Table 29.2    Research hypotheses results   

 Research hypothesis  St. coeffi cients beta  Sig. level  Support 

 H1  FC→BI  0.399  0.000  Yes 
 H2  FC→Attitude  0.291  0.000  Yes 
 H3  FC→PU  0.182  0.024  Yes 
 H4  FC→PEOU  0.242  0.002  Yes 
 H5  Cost→BI  −0.132  0.005  Yes 
 H6  Cost→Attitude  −0.119  0.014  Yes 
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        Discussion of Research Hypotheses 

 Results from this research model explain the constructs that are infl uencing PU, 
PEOU, attitude, and BI to predict m-commerce adoption in Jordan. The following 
conclusions were drawn from the model. 

 The fi ndings support the research hypothesis (H1: FC→BI). The empirical result 
from this study indicated a signifi cant and positive relationship between facilitating 
conditions and behavioral intention. Hence, the hypothesis H1 is supported. This 
result is consistent with other previous studies (Crabbe et al.,  2009 ; Saeed,  2011 ; 
Van Biljon & Kotzé,  2008 ). 

 The hypotheses (H2: FC→Attitude), (H3: FC→PU), and (H4: FC→PEOU) are 
supported by the results of this research. The empirical fi ndings from this study 
indicated that the facilitating conditions construct is an important factor to predict 
aattitude, PU, and PEOU in Jordan towards adopting m-commerce. This fi nding 
reveals the aspects of facilitating conditions are signifi cantly recognized by the par-
ticipants in Jordan. This result is consistent with the fi ndings of other studies (Lu 
et al.,  2008 ; Raleting & Nel,  2011 ). According to Lu et al. ( 2008 ), facilitating condi-
tions have been recognized as more infl uential than other factors on acceptance and 
infusion of IT/IS innovations. 

 The fi ndings support the research hypothesis (H5: Cost→BI). Cost in this current 
study has a signifi cant and a negative effect on individual’s behavioral intention 
towards the use of m-commerce in Jordan; hence, the hypothesis H5 is supported. 
In other words, cost is one of the barriers that prevents Jordanians from adopting 
m-commerce. The hypothesis (H6: Cost→Attitude) is supported in this research 
and shows the relationship between cost and attitude is signifi cantly negative. 
Therefore, hypothesis H6 is supported. This result indicated cost is an important 
predictor of attitude in Jordan and one of the antecedents of attitude.  

    Conclusion 

 The main objective of this research is to address the limitations by augmenting 
facilitating conditions and cost in TAM. Evidently, the study found that facilitating 
conditions can predict BI, Attitude, PU, and PEOU in Jordan. Moreover, cost can 
predict BI and Attitude. This study tested the connection between the antecedents to 
adopt m-commerce in Jordan, rather than the usages of m-commerce. Future study 
should use a longitudinal point of view.     

   References 

     AbuShanab, E., Pearson, J. M., & Setterstrom, A. J. (2010). Internet banking and customers’ 
acceptance in Jordan: The unifi ed model’s perspective.  Communications of the Association for 
Information Systems, 26 (1), 23.  

    Almutairi, H. (2007). Is the “technology acceptance model” universally applicable? The case of 
the Kuwaiti Ministries.  Journal of Global Information Technology Management, 10 (2), 57–80.  

G. Alnajjar



351

     Bandyopadhyay, K., & Fraccastoro, K. A. (2007). The effect of culture on user acceptance of 
information technology.  Communications of AIS, 2007 (19), 522–543.  

     Crabbe, M., Standing, C., Standing, S., & Karjaluoto, H. (2009). An adoption model for mobile 
banking in Ghana.  International Journal of Mobile Communications, 7 (5), 515–543.  

   Dutta, S., & Mia, I. (2009). The Global Information Technology Report 2008–2009, Mobility in a 
Networked World, Technical report of the World Economic Forum & INSEAD, Published by 
World Economic Forum under ISBN-13:  978-92-95044-19-7    .  

       Gu, J.-C., Lee, S.-C., & Suh, Y.-H. (2009). Determinants of behavioral intention to mobile bank-
ing.  Expert Systems with Applications, 36 (9), 11605–11616.  

    Kuo, Y.-F., & Yen, S.-N. (2009). Towards an understanding of the behavioral intention to use 3G 
mobile value-added services.  Computers in Human Behavior, 25 (1), 103–110.  

        Lu, J., Liu, C., Yu, C. S., & Wang, K. (2008). Determinants of accepting wireless mobile data 
services in China.  Information & Management, 45 (1), 52–64.  

     Lu, J., Yu, C. S., Liu, C., & Yao, J. E. (2003). Technology acceptance model for wireless Internet. 
 Internet Research, 13 (3), 206–222.  

      Raleting, T., & Nel, J. (2011). Determinants of low-income non-users’ attitude towards WIG 
mobile phone banking: Evidence from South Africa.  African Journal of Business Management, 
5 (1), 212–223.  

    Ramayah, T., Rouibah, K., Gopi, M., & Rangel, G. J. (2009). A decomposed theory of reasoned 
action to explain intention to use internet stock trading among Malaysian investors.  Computers 
in Human Behavior, 25 (6), 1222–1230.  

    Saeed, K. (2011).  Understanding the adoption of mobile banking services: An empirical assess-
ment.  Paper presented at the AMCIS 2011 Proceedings—All Submissions, Detroit, Michigan.  

    Shin, D. H. (2011). The infl uence of perceived characteristics of innovating on 4G mobile adop-
tion.  International Journal of Mobile Communications, 9 (3), 261–279.  

   The-Jordan-Times. (2009). Internet users reach 28 per cent in fi rst three quarters. Retrieved 
February 7, 2010, from   http://www.jordantimes.com/?news=21795&searchFor=mobile%20
phones      

     Van Biljon, J., & Kotzé, P. (2008). Cultural factors in a mobile phone adoption and usage model. 
 Journal of Universal Computer Science, 14 (16), 2650–2679.  

    Venkatesh, V., & Bala, H. (2008). Technology acceptance model 3 and a research agenda on inter-
ventions.  Decision Sciences, 39 (2), 273–315.  

    Venkatesh, V., Brown, S. A., Maruping, L. M., & Bala, H. (2008). Predicting different conceptual-
izations of system use: The competing roles of behavioral intention, facilitating conditions, and 
behavioral expectation.  MIS Quarterly, 32 (3), 483–502.  

     Venkatesh, V., Morris, M. G., Davis, G. B., & Davis, F. D. (2003). User acceptance of information 
technology: Toward a unifi ed view.  MIS Quarterly, 27 (3), 425–478.  

      Wei, T. T., Marthandan, G., Chong, A. Y. L., Ooi, K. B., & Arumugam, S. (2009). What drives 
Malaysian m-commerce adoption? An empirical analysis.  Industrial Management & Data 
Systems, 109 (3), 370–388.  

     Wu, J.-H., & Wang, S.-C. (2005). What drives mobile commerce? An empirical evaluation of the 
revised technology acceptance model.  Information & Management, 42 (5), 719–729.    

29 Facilitating Conditions and Cost in Determining M-Commerce Acceptance…

978-92-95044-19-7
http://www.jordantimes.com/?news=21795&searchFor=mobile phones
http://www.jordantimes.com/?news=21795&searchFor=mobile phones


    Chapter 30   
 Auditing and Comparing Innovation 
Management Capability in the Municipal 
Field: A Case Study                     

     Ola     AlZawati     ,     Abeer     AlAli     , and     Gasim     Abdelrahman    

    Abstract     The purpose of this paper is to audit and compare innovation manage-
ment capability of two organizations using an auditing tool proposed by Tidd and 
Bessant ( Managing Innovation: Integrating Technological, Market and 
Organizational Change , 5th ed. Wiley, West Essex, 2014) which constitutes of fi ve 
dimensions: Strategy, Innovation Process, Learning, Innovative Organization, and 
Linkages. Both organizations were selected from the municipal fi eld, a municipality 
in UAE and a municipality in Jordan. A sample was selected from each organization 
from High Suggestion Department (HSD) and Low Suggestion Departments (LSD). 
The auditing tool was distributed to respondents. Results have been obtained and 
discussed. A comparison has been conducted between both organizations in terms 
of their innovation management capabilities. Moreover, a comparison has been con-
ducted between the HSD and LSD within each organization. The results of the study 
revealed that the municipality in UAE obtained higher scores in all auditing dimen-
sions; hence, it is concluded that the municipality in UAE has higher innovation 
management capability than the municipality in Jordan. Moreover, each organiza-
tion shall take care of the different components of innovation management with 
balance in order to maintain it.  

  Keywords     Innovation auditing   •   Innovation management capability   •   Innovation 
auditing tool   •   Innovation auditing dimensions  
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      Introduction 

 Innovation audits review current institution practices to advise on alternative and addi-
tional measure and techniques that companies can adopt to improve and maximize 
their innovation capabilities (Mobbs,  2011 ). One of the main benefi ts of conducting 
an innovation audit in the organization is to address its innovation management capa-
bility’s weaknesses and strengths. Management innovation involves the introduction 
of novelty in an established organization, and as such it represents a particular form of 
organizational change (Birkinshaw, et al.  2008 ). This will help in determining oppor-
tunities for improvements in the innovation management process in the organization 
and in ensuring continuous improvement of innovation management capability. 
Innovation auditing also helps in benchmarking between organizations through com-
paring auditing reports. The purpose of this study is auditing and comparing innova-
tion management capabilities of two organizations working in the same fi eld, the 
municipal work, a municipality in UAE and a municipality in Jordan. It will mainly 
answer the question of: How well does each organization manages its innovation?  

    Innovation Auditing 

 Innovation is to really innovate within your domain, and expand your reach (Burnett 
 2011 ). Innovation audit is defi ned as a tool that can be used to refl ect on how the 
innovation is managed in a fi rm and is a signifi cant breakthrough in the area of tech-
nological innovation management (Cited by Abdel-Razek and Alsanad,  2014 ). 
Literature existed have examined the different types of innovation auditing, and 
discussed some of the benefi ts of doing innovation audits in organizations. There are 
many auditing tools and frameworks presented in the literature for measuring and 
auditing innovation in organizations. Radnor and Noke ( 2006 ) developed an audit-
ing tool named “innovation compass,” which was formulated through research and 
aims to understand innovation process within organizations. Tidd and Bessant 
( 2014 ) have presented an auditing tool which looks at the organization from fi ve 
factors that affect innovation management capability. These factors which were 
characterized as dimensions in the auditing tool are: Learning, Strategy, Linkages, 
Innovative Organization, and Innovation Process. It utilizes a questionnaire com-
posed of 40 questions. Each dimension is represented by six questions in the survey. 
In this paper, Tidd and Bessant ( 2014 ) auditing tool was selected for the study.  

    Methodology 

 The methodology of the research is summarized in Fig.  30.1 . It starts by selecting the 
auditing tool to be used in the study, and then the targeted samples in the selected 
organizations are determined, then conducting the auditing study by distributing audit-
ing surveys to the respondents, then results and analysis, and fi nally conclusions.
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   The study was conducted on two municipal organizations one in UAE and the 
other in Jordan. The municipality in UAE has launched an innovation policy and 
strategy and innovation lab, and more than 140 million dirhams have been spent on 
rewards of innovation, trainings, researches, etc. The municipality of Jordan recently 
launched an award (named King Abdullah bin AlHussien Award for Innovation) to 
encourage and support innovation climate in Jordan.  

    Populations and Samples 

 Based on the statistics received from both organizations, the researchers decided 
to select technical core business departments (CBD) for the study as they form 
58 % and 38 % of the municipalities in UAE and Jordan, respectively. The 
departments of the highest percentage of suggestions (most innovative) and the 
ones with the lowest percentage of suggestions (least innovative) were selected 
for the study. Table  30.1  presents the selected departments and their contribu-
tion percentages.

       Conducting the Innovation Audit in Both Organizations 

 Tidd and Bessant ( 2014 ) innovation auditing tool was implemented in both organi-
zations through distributing the innovation auditing surveys to all targeted respon-
dents. The percentages of categories of participants who participated in the auditing 
are presented in Tables  30.2  and  30.3 .

Literature Review and 
Auditing Tool Selection 

Populations and Samples

Results, Analysis, and 
Discussions

The Innovation Audit

Conclusions

  Fig. 30.1    Methodology of 
the study       
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        Results, Analysis, and Discussions 

 The results of the innovation auditing study in both organizations are shown in the 
innovation auditing radar in Fig.  30.2 .

   A comparison between both organizations has been conducted in order to 
compare the innovation management capability of the organizations operating in 
the municipal fi eld but located in the different countries such as UAE and Jordan 
taking into account that both countries are developing countries. The results show 
that the municipality in UAE is managing its innovation better than the munici-
pality in Jordan in all auditing dimensions. The least difference between both 
organizations was in the learning dimension, followed by linkages, innovation 
process, innovative organization, and strategy. The average scores and percent-
ages of differences of the auditing dimensions for both organizations are shown 
in Table  30.4 .

   Table 30.1    Selected departments (samples) for the study   

 Institution  Selected CBD of UAE  Selected CBD of Jordan 

 Departments  Customer 
services 

 Public parks and 
agriculture 

 Planning of 
areas 

 Roads maintenance 

 Number of 
suggestions 

 586  363  4  2 

 Total number of 
employees (sample) 

 110  2324  7  366 

 % of contribution in 
suggestions 

 530  15.6  57.14  0.54 

   Table 30.2    Summary of the municipality in UAE respondents   

 Category  Segmentation 
 No. of 
respondents  % of participation 

 Ranking  Leaders  8  10.96 
 Employees  65  89.04 
 Total  73  100 

 Educational qualifi cations  Ph.D./Master degree  7  9.59 
 High diploma  7  9.59 
 Bachelor  28  38.36 
 Secondary school  31  42.46 
 Total  73  100 

 Job titles  Engineers  9  12.33 
 Technicians  5  6.85 
 Administrators  59  80.82 
 Total  73  100 

 Gender  Male  28  38.36 
 Female  45  61.64 
 Total  73  100 
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   As shown in Table  30.4 , the differences between both organizations are small 
and they range from 3.21 to 7.7 %. However, this presents an indication that both 
organizations are to a limited extent close in terms of their innovation management 
capabilities. Nevertheless, the municipality in UAE received higher scores in all 
dimensions which reveals that its innovation management capability is higher than 
the municipality in Jordan. 

   Table 30.3    Summary of the municipality in Jordan respondents   

 Category  Segmentation 
 No. of 
respondents  % of participation 

 Ranking  Leaders  32  36 
 Employees  56  64 
 Total  88  100 

 Educational qualifi cations  Ph.D./Master degree  2  2 
 High diploma  15  17 
 Bachelor  40  46 
 Secondary school  31  35 
 Total  88  100 

 Job titles  Engineers  23  26 
 Technicians  11  13 
 Administrators  54  61 
 Total  88  100 

 Gender  Male  71  81 
 Female  17  19 
 Total  88  100 
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  Fig. 30.2    Innovation auditing radar for both organizations       
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 A comparison was also made between high innovative departments, high 
Suggestion Departments (HSD) with the least innovative department, low 
Suggestion Department (LSD) within each organization. Table  30.5  presents the 
results of the municipality in UAE departments.

   Comparing the average scores of HSD and LSD (av. score 5.7 and 4.97, respec-
tively), and analyzing the HSD and LSD individual scores, it is clear that the HSD 
received higher scores in terms of their innovation management which motivates 
them to participate in the suggestion system, while the LSD received less scores in 
terms of innovation auditing dimensions. Taking a deeper look at the scores of the 
municipality in UAE, HSD and LSD both agreed that the municipality in UAE is 
managing learning and strategy very well, with almost similar scores. HSD lowest 
scores showed that the municipality in UAE needs to work more on processes 
through working on mechanisms to run projects on time and within budget, while 
the LSD thinks that the municipality in UAE needs to pay attention to the linkages 
and partnerships especially the cooperation with universities and other research 
centers. Moreover, the results reveal that the difference between both departments is 
somehow small ranging from 9 to 12 %. 

 Similarly, the most innovative department and least innovative department of the 
municipality in Jordan were audited and compared. Table  30.6  presents the results 
of the municipality in Jordan departments.

   The HSD and LSD in Jordan agreed that the municipality is managing learning 
very well, although with different scores, 6.75 and 5, respectively. Both agreed that 
the municipality needs to work more on fostering a systematic comparison of its 
products and services with other fi rms. 

 The HSD lowest average score of 6.4 was given to innovative organization which 
indicated that more focus is needed on the organizational level and especially on 
areas of communication between departments and the support of teams. The LSD 

    Table 30.4    Average scores and percentages of difference between both organizations   

 Dimension  Municipality in UAE  Municipality in Jordan  % of difference 

 Strategy  5.38  4.84  7.70 
 Processes  5.27  4.85  5.96 
 Innovative organization  5.28  4.84  6.29 
 Linkages  5.23  4.95  4.05 
 Learning  5.4  5.17  3.21 

   Table 30.5    Most and least innovative departments’ results for the municipality in UAE   

 Dimension 
 Most innovative (HSD) 
department 

 Least innovative (LSD) 
department 

 % of 
difference 

 Strategy  5.77  5.04  10 
 Innovation process  5.6  4.98  9 
 Innovative organization  5.66  4.95  10 
 Linkages  5.68  4.83  12 
 Learning  5.8  5.05  11 
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lowest average score of 4.63 was given to process. LSD respondents believe that the 
municipality has mechanisms in place to search for new innovations, launching new 
ideas, and managing them but they also indicate that the municipality in Jordan 
needs to give special focus on the process of selection of innovation projects, allow-
ing fast track process of small projects, and early involvement of all employees in 
developing new products. 

 Comparing the average scores of HSD and LSD (av. score 6.6 and 4.8, respec-
tively), and comparing the individual scores of each dimension of the audit of each 
department, as shown in Table  30.6 , the employees at HSD believe that the munici-
pality manages its innovations better than the employees of the LSD. The HSD 
focused on the innovation organization dimension as an area for improvement, while 
the LSD lowest score was given to the innovation process. HSD were satisfi ed in 
general with the management of innovation. Their audits resulted with higher score 
than the LSD. On the other hand, the LSD auditing scores were less than the HSD in 
all dimensions.  

    Conclusions 

 The objective of this study was to conduct an innovation audit in two organizations 
from the municipal fi eld operating in two different countries. 

 The least difference between the organizations was in the learning dimension 
(3.21 %) and the most difference was in the strategy dimension (7.7 %). According 
to GII report 2015, UAE and Jordan improved in the institution and learning aspects 
as inputs. Supported by facts from both organizations, the municipality in UAE has 
developed and started the implementation of a 3-year strategy, while the municipal-
ity in Jordan has only a methodology of suggestions. 

 According to respondents’ perception and based on the municipality in UAE 
available innovation policies and strategies, the municipality in UAE needs to com-
municate this strategy well according to certain procedures. The municipality in 
UAE also is paying attention to the learning dimension and specially to learn from 
employees’ own mistakes but needs to work more on linkages. On the other hand, 
according to respondents’ perception and based on the municipality of Jordan avail-
able policies, it is focusing more on the operational level including processes and 

    Table 30.6    Most and least innovative departments’ results for the municipality in Jordan   

 Dimension 
 Most innovative (HSD) 
department 

 Least innovative (LSD) 
department 

 % of 
difference 

 Strategy  6.63  4.75  27 
 Innovation process  6.63  4.63  29 
 Innovative organization  6.38  4.75  23 
 Linkages  6.63  4.88  25 
 Learning  6.75  5  25 
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learning. It needs to pay more attention on the strategic level of innovation, develop-
ing an innovation strategy and fostering the different fi elds of an innovative 
 organization especially a motivating rewarding system and awareness of the impor-
tance of innovation to compete. 

 Moreover, the two organizations shared different gaps in the results and mainly 
in the strategy and learning dimensions, including sharing with networks and uni-
versities, and ability to learn from innovations to compete.     
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    Chapter 31   
 Sustainable Development of Rural 
Communities in Bangladesh by Integrating 
Mobile Internet and Agent Banking 
Technology                     

     Muhammad     Hassan     Bin     Afzal    

    Abstract     Bangladesh is one of the most populous countries in the world and mass 
people are still unbanked and still not included under central fi nancial banking ser-
vice. This causes huge setbacks in progressing the fi nancial status of Bangladesh. In 
order to avoid such problematic scenario, the central bank of Bangladesh, Bangladesh 
bank decided to adopt and promote agent banking service in rural areas of 
Bangladesh to include the mass rural population under central fi nancial enclosure. 
As of current situation, mobile operators can play a vital role to promote and edu-
cate and motivate the rural people of Bangladesh to be registered and use the service 
of agent banking to perform their daily fi nancial tasks. Furthermore, mobile opera-
tors along with top banking software farms and banks can work together to build a 
unifi ed platform to provide effective agent banking service in real time to the rural 
people of Bangladesh. This paper specifi cally discusses about mobile learning sys-
tem for the rural people in order to educate them about the advantages and various 
useful services of banking system of Bangladesh. Furthermore, this paper also pro-
motes a unifi ed system based on mobile platform which can benefi t both banking 
industry as well as their customers to get quick and risk-free fi nancial services. This 
will result a better economical situation in Bangladesh and the rural people will be 
benefi ted from better, secure and quick fi nancial services from Bangladeshi banks.  

  Keywords     Mobile platform development for agent banking   •   Mobile learning sys-
tem for rural people   •   Unifi ed mobile platform for real-time banking   •   Banking 
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      Introduction 

 From end to end acclimatizing the new-fangled form of banking services such as 
online banking and mobile banking, Bangladeshi banks at present seized the golden 
opportunities towards progressive steps en route for modern banking features. 
Nevertheless, with the purpose of serving the enormous unbanked predominantly 
countryside individuals, who are lacking suitable enlightenment, access to internet 
and branch banking facility, the agent banking is the proper solution for them. The 
way up-to-the-minute technologies and facilities are developed and fulfi lled every 
day to aid the bank customers, it is the high time to embrace and broadcast the agent 
banking method among countryside and inaccessible places in Bangladesh in order 
to bring in more clienteles and deliver them excellent support with least possible 
concern. Along these lines, agent banking can be a leading way out to serve the 
large unbanked rural populaces in Bangladesh and they can be fostered by provid-
ing a personalized bank account, sheltered money transfer and a complete fi nancial 
inclusion. 

 Bangladesh bank by this time procured advanced phases to bring around and 
encourage the banking sector towards success by obtaining the total fi nancial inclu-
sion. Bangladesh bank also released committed guideline and list procedures as 
how to apply for agent banking. It’s up to the banking authorities, how they act in 
response on this and become accustomed with this new exciting banking prospect 
(Bangladesh Bank,  2013 ). 

 As of current situation, mobile operators can play a vital role to promote and 
educate and motivate the rural people of Bangladesh to be registered and use the 
service of agent banking to perform their daily fi nancial tasks. Furthermore, mobile 
operators along with top banking software farms and banks can work together to 
build a unifi ed platform to provide effective agent banking service in real time to the 
rural people of Bangladesh. This paper specifi cally discusses about mobile learning 
system for the rural people in order to educate them about the advantages and vari-
ous useful services of banking system of Bangladesh. Furthermore, this paper also 
promotes a unifi ed system based on mobile platform which can benefi t both bank-
ing industry as well as their customers to get quick and risk-free fi nancial services. 
This will result a better economical situation in Bangladesh and the rural people will 
be benefi ted from better, secure and quick fi nancial services from Bangladeshi 
banks (The current state of the fi nancial sector of Bangladesh: An analysis,  2011 ).  

    Objective of This Research Study 

 Originally, the objective was to study, investigate, explore and analyse the current 
developments in banking industry to fi nd some feasible options to offer a total fi nan-
cial inclusion which specifi cally highlights and includes the mass unbanked rural 
population of Bangladesh. In order to fi nd some probable solutions, Bangladesh 
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bank came up with the idea and implementation of agent banking among the mass 
unbanked population and to highlight the branchless banking. In order to deliver 
effective quality agent banking service among rural, unbanked and disadvantaged 
population in Bangladesh, both mobile internet network and mobile application 
developments play signifi cant roles. The comprehensive objective of this research 
study is detailed below sequentially:

•    Study and research the comparative analysis of mobile banking vs. agent banking  
•   Scope of improvements in current running model of mobile banking software  
•   Deliver least criterions and supplies for agent banking setups  
•   Heighten economic enclosure for Bangladeshi unbanked rural people  
•   Deliver for agent banking as a distribution network for posing banking facilities  
•   To emphasize the importance of mobile internet in promoting agent banking    

    The Method of Completing This Study 

 The procedure of completing this study encompassed thorough surveillance, ada-
mant discussion with workforces, in-depth research study and communicating with 
successful agent banking services. Further observations are pointed out below:

•    To fully realize and understand the needs and requirements of unbanked people  
•   In organizing this report both primary and secondary resources of material have 

been applied  
•   The study necessitates a methodical technique from choice of the subject to con-

cluding report  
•   To achieve the concluding report and prediction, the data foundations are to be 

acknowledged and composed, categorized, evaluated and deduced in a logical 
approach.     

    Categorizing the Data Resources 

 The necessary data foundations were collected from various sources and both pri-
mary and secondary data resources are extensively identifi ed. Then, it was decided 
in a meeting which segments are essential to complete the study effectively. Both 
primary and secondary sources of data were equally important to carry out this 
study effectively and successfully. 

    The Primary Resource of Data/Information 

•     In person exchange of information of potential unbanked rural population  
•   In person exchange of information with the respective bank offi cials  
•   Everyday deskwork report study     
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    The Secondary Resource of Data/Information 

•     Bangladesh bank press release, guideline and annual reports  
•   In-depth investigative study of various global successful agents banking 

enterprises  
•   Gather knowledge about the successful agent banking network and their working 

principle  
•   Research fi ndings and articles acquired from different archives and from internet 

online databases       

    Importance of Agent Banking in Bangladesh 

 As stated by Bangladesh bank in the provided guideline for agent banking for all the 
Bangladeshi banks, it clearly illustrated the following statement, “Agent banking 
means providing limited scale banking and fi nancial services to the underserved 
population through engaged agents under a valid agency agreement, rather than a 
teller/cashier. It is the owner of an outlet who conducts banking transactions on 
behalf of a bank. Globally these retailers are being increasingly utilized as impor-
tant distribution channels for fi nancial inclusion. Bangladesh Bank has also decided 
to promote this complimentary channel to reach to the poor segment of the society 
as well as existing bank customer with a range of fi nancial services especially to 
geographically dispersed locations. With a view to ensuring the safety, security and 
soundness of the proposed delivery channel Agent Banking Guidelines have been 
framed by the Bangladesh Bank to permit banks to be engaged in agent banking.” It 
is undoubtedly noticeable from above cited announcement that Bangladesh bank is 
very much concerned to endorse the agent banking component in the midst of all the 
banks for an overall monetary enclosure for the Bangladeshi population unambigu-
ously emphasizing that the countryside individuals who are in broad spectrum are 
not contained within any sort of banking service (Atandi,  2013 ). 

 Agent banking supports on condition that banking facilities to those bank cus-
tomers channel through the associated agents under a legal agency agreement, com-
pared to any standard means of teller/cashier/ATM booth service. The designated 
and lawfully associated agent of a government approved bank, who is also the pro-
prietor of an outlet, basically carries out all the banking activities on behalf that 
bank. There are specifi c set of guidelines, rules and regulations and agent selection 
criteria in order to open an agent banking outlet. The categories of banking services 
may vary from country to country but there are certain levels of services that agents 
are not allowed to perform (Panamax Mobifi n,  n.d. ). Only a branch bank can autho-
rize and perform those tasks. However, agents can collect all the required informa-
tion and hand them over to the bank for further offi cial process. 

 Here, Fig.  31.1  portrays the difference between national banking system and agent 
banking system in Kenya, where leading bank providers have additional 748 banking 
agents in comparison to national bank. Additionally, the fi gure also represents vari-
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ous important factors while deciding the locations to spread the agent banking mod-
ule in a specifi c location. While branch banks require a high building cost and human 
resources management, the agent banking does not require huge human resources, 
but it does require close supervision and guidance in order to provide transparent and 
sincere customer support and customer transactions (Liang & Reichert,  2012 ).

   Just like Fig.  31.1 , where both the similarities and dissimilarities of agent banking 
and branch banking were discussed in detail for Kenyan Banking industry, Fig.  31.2  
describes the close relationships between mobile banking and agent banking.

   There are a number of resemblances between mobile banking and agent banking, 
including agency demographics and metrics of support. To a certain extent, both 
mobile network based money transfer system and agent banking offer similar fi nan-
cial services to their customers, but agent banking offers more wide ranges of service 
and it is not totally device/USSD network dependent service. Agent banking offers 
the similar branch bank like services to their customers, while the customers does 
not require to visit the banks which saves them a lot of hassle, time and related cost.  

    Differences Between Mobile Banking and Agent Banking 
(Bangladesh Bank Guideline) 

 According to Bangladesh Bank Guideline, there are certain differences in access 
options and activities. Mobile banking is designed to allow uninterrupted access 
between the individual customer and the designated bank. 

  Fig. 31.1    Comparison of bank and MNO agents in Kenya ( Source : Helix Institute website)       
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 Whereas, the agent works as an intermediary between the bank and the localized 
customers to provide them support. Few basic differences are stated in Table  31.1 . 
in detail. Based on this information, it is clearly evident that what are the signifi cant 
advantages and disadvantages for real-time operating the agent banking in 
Bangladesh (Hartmann, Evensen, Görg, Farjami, & Long,  1999 ).

       Advantages and Disadvantages of Agent Banking 

 After a thorough research and investigative study, it has been found out that it is 
quite cost saving and cheaper option to adopt agent based banking technology to 
serve the unbanked people in Bangladesh rather than opening and setting up a 
branch bank in remote locations to serve the unbanked population. It costs only 
2–4% when a bank decides to spread outgent based banking technology in a specifi c 
location rather than opening up branch banking. Figure  31.3  clearly depicts the 
comparative benefi ts of operating gent based banking technology compared to 
branch based  banking options.

   Based on Fig.  31.3 , it is clearly stated that it is most expensive while operating 
the branch banking compared to both agent banking and mobile-based banking. 
While agent banking can offer same level of customer satisfaction as branch bank-
ing, it also reduces the operational cost for the respective banks. But it defi nitely 
requires close monitoring and regular maintenance and cash management service. If 
these matters are well handled, then Bangladeshi banks can be huge benefi ted from 

  Fig. 31.2    Similarities between mobile money and agent banking in Kenya ( Source : Helix Institute 
of Digital Finance website)       
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   Table 31.1    Differences between mobile banking and agent banking according to Bangladesh 
Bank Guideline   

 Mobile banking  Agent banking 

 No such requirements  Should be assigned with a localized branch 
 Requires either network operator/mobile 
internet to validate mobile login/password 

 Able to support host validation for PIN/
password/biometrics authentication 

 No such requirements  Banks should publish list as well as addresses 
of cash points/agents/partners in their website 

 In opening of mobile account, the bank is 
required to follow KYC (know your customer) 
guideline set by the central bank. No 
transaction would be allowed before verifying 
and approving the KYC form 

 Although KYC not required, still requires to 
follow the selection process detailed in section 
12 

 Discouraging OTC and encouraging P2P and 
Partial OTC 

 Acts on behalf of bank and able to provide 
services to the customers 

 Mobile banking is a personalized access to 
client’s bank account and allows to perform 
balance check, balance transfer and even request 
for loans and withdraw money in real time 

 Agent banking is working on behalf of a 
localized branch of a bank to facilitate the 
bank customers in local vicinity 

Bank-provided account linked to E-Wallet

Mobile wallet

Mobile based bank agent

POS based bank agent

Branch cashier

2.0- 4.0

Acquisition cost per account per month
Total variable costs

Total fixed costs

6.0

  Fig. 31.3    A comparative study for operating mobile banking vs. agent banking vs. branch banking 
( Source : Helix Institute of Digital Finance website)       
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promoting and adopting agency banking in serving the mass unbanked population 
(Agent banking in Latin America,  2012 ).  

    Role of Mobile Internet and Mobile App. in Agent Banking 
Expansion 

 In order to successfully implement the agent banking method in rural and unbanked 
areas of Bangladesh, the primary concern is the availability of internet coverage. 
Couple of Bangladeshi mobile operators is currently providing total inclusion of 
mobile networks all over Bangladesh. The same cannot be said about high-speed 
mobile internet. Furthermore, appropriate mobile application and/or software sup-
port required to be developed to support the real-time transaction for agent banking 
customers (Siddiquie,  2014 ). 

 With the intention of achieving total fi nancial inclusion in Bangladesh, the con-
cerned government authorities can take effective steps in promoting agent banking. 
The initial step can be started with providing intensive training program for the 
interested parties so that these future banking agents are aware of ins and outs of 
standard banking guideline in Bangladesh as well as how to operate the agent bank-
ing in unbanked areas as well as how to deliver real-time customer service. This sort 
of strategies and framework can be proved immensely benefi cial in the longer run in 
order to achieve total fi nancial inclusion in Bangladesh by delivering the agent 
banking in rural and unbanked areas effectively. 

 In recent times, current water resources department of Bangladesh are working 
together with new ICT platforms to deliver the Bangladeshi citizens more effective 
services (Afzal Hossain & Afzal,  2013 ). Similarly, Bangladesh bank also needs to 
utilize the available ICT resources to achieve the total fi nancial inclusion in future 
times. A certain ICT approach was initially discussed in order to distribute the rain-
fall data information among poor and disadvantaged rural population to help them 
plan accordingly for their irrigation management around the year using the social 
media platform as well as ICT technologies (Afzal & Bhuiyan,  2015 ). In order to 
make this agent banking approach successful among the rural areas of Bangladesh 
as well as to obtain the total fi nancial inclusion by including all these rural people 
under centralized banking service, certain well-planned ICT service is urgently 
required, where mobile network and mobile internet play the most important role to 
make the banking service feasible and available among the rural people of 
Bangladesh (Afzal,  2014 ). 

 According to the latest The 2015 Brookings Financial and Digital Inclusion 
Project Report (Villasenor, West, & Lewis,  2015 ), the latest step of promoting agent 
banking in Bangladesh could result in better fi nancial inclusion specifi cally serving 
the rural population of this country as well as helping the country’s overall fi nancial 
condition in the future.  
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    Conclusion 

 Through adapting the newer form of banking services such as online banking and 
mobile banking, Bangladeshi banks already took progressive steps towards modern 
banking attributes. But, in order to serve the large unbanked mainly rural people, 
who are defi cient of appropriate education, access to internet and branch banking 
service, the agent banking is the appropriate solution for them. The way latest tech-
nologies and services are invented and implemented every day to serve the bank 
customers, it is the high time to adopt and disseminate the agent banking method 
among rural and remote places in Bangladesh in order to bring in more customers 
and provide them excellent support with minimum fuss. In this way, agent banking 
can be a prime solution to serve the large unbanked rural people in Bangladesh and 
they can be benefi tted by obtaining a personalized bank account, secure money 
transfer and a complete fi nancial solution. It will also help to grow the banking 
industry of Bangladesh in a more positive and progressive way.  

    Current Challenges and Future Works 

 Based on in-depth research analysis and studying the current trends of Bangladeshi 
banking industries, it is quite evident that acceptance of agent banking platform in 
Bangladesh could result in signifi cant progress towards positive trend of the coun-
try’s economic situation compared to branch banking. This case is much stronger 
when huge chunk of bank fi nancial transactions occur in high-volume operation, 
low-balance accounts that are common among underprivileged rural consumers. 
Despite the fact that banking agents infl ate the set of fruitful clienteles, the viability 
boundary can be hard-pressed even extra with mobile-based advanced networking 
and well-qualifi ed agent team. Nevertheless, numerous aspects still require further 
closer attention in order to improve the profi tability of agent banking in Bangladesh. 
These are stated below sequentially:

•    Agent banking cannot perform general marketing and pull-off promotional cam-
paign to increase the customer base. In order to do that, respective banks require 
deploying dedicated marketing team in order to inspire, motivate and attract the 
large unbanked population towards agent banking.  

•   The core banking software is quite expensive, complex and requires a certain level 
of mastery and academic qualifi cation to operate smoothly and serve the bank 
consumers. While, in order to promote the agent banking, banks require adopting 
a minimal featured technology which is quite easy to operate but must include the 
basic banking fi nancial transaction features to support the consumers.    

 First and foremost important matter is to improve the internet network in rural 
areas of Bangladesh, so that the agent booths can perform their consumer banking 
tasks in real time and also provide extra layer of fi nancial security. All the 
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recruited agents are required to be well trained and able to operate and handle 
daily tasks in that dedicated software. A good and effecting mandatory training 
session is highly required. Also the nearest branch bank required to have dedi-
cated team of technical support as well cash liquidity support. Create proper 
awareness among rural people that agent banking is as secure as branch banking 
and their wealth is quite safe and secure. Periodical checking on agent booths is 
also essential in order to avoid any sort of discrepancies and fi nancial maladmin-
istration and mishandling.     
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    Chapter 32   
 Clustering Countries According to Their 
Cultural Proximity and Similarity                     

     Angelika     C.     Dankert     ,     Hamoud     Dekkiche    ,     Said     Baadel    , and     Stefane     Kabene   

    Abstract     Clustering countries mathematically according to Geert Hofstede’s 
 cultural proximity and similarity factors is one way of classifying regional commu-
nities into well-defi ned cultural categories. Trying to test this statement mathemati-
cally shows that classifying countries or cultures remains complex. The approach 
shows a lack of an overall scheme and even when common variables exist, it seems 
that random and coincidental similarity weighs strongly on most variables used in 
the model. The results emphasize the need for more research in order to support the 
model.  

  Keywords     Wheel of cultural clusters   •   Cultural proximity   •   Cultural dimensions   
•   Geert Hofstede   •   Robert J. House  

      Introduction 

 The twenty-fi rst century is a century of full globalization in which people, companies, 
and countries are closely interlinked. Cross-cultural management, intercultural 
exchange, and cultural proximity concern not only huge MNCs, but happen on a 
personal level due to increased demographic changes like migration, expatriate 
work-placement, student-study-abroad possibilities, and social media opening the 
doors to foreign cultures, traditions and people just a click-away. 
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 The fi eld and science of “Cultural Studies” is relatively new: Geert Hofstede was 
the fi rst one to “unpack culture”, changing the biased way of thinking about culture 
being too complex to be split in its single variables. Business-driven, more research 
was undertaken when companies started aiming for worthy capital spending and 
foreign direct investments and therefore needed more information about countries 
and their citizens to understand the domestic culture. Robert J. House is the man 
behind the Global Leadership and Organizational Behavior Effectiveness Study 
(GLOBE Study): including the fi ndings of previous investigators a “Wheel of 
Cultural Clusters” was published constituting countries representing a similar cul-
ture within one cluster. The meaningful statement is that countries accumulated to 
one cluster not directly next to each other but opposite are the most contrasting ones 
regarding cultural values, norms and beliefs and vice versa, the summarized coun-
tries within cultural clusters directly next to each other show the greatest similari-
ties. Trying to prove this statement mathematically, it gets obvious that “21st century 
culture unpacked” is still complex, manifold and basically multifaceted due to its 
diversity based on many variables.  

    Theoretical Framework 

 An increased level of globalization characterizes today’s world. It is defi ned as the 
process of international market integration aiming for an interdependent world. The 
movement caused cross-border linkages and resulted in a strong degree of trans-
national integration in the fi eld of economy, fi nance, trade, communication and 
people (Lethaus,  2009 ). Globalization is characterized by a continuous integration 
resulting in complex relations between countries, companies and people around the 
globe (Andruseac,  2015 ). 

 Born and raised in a certain culture, infl uenced by the immediate environment and 
shaped according to norms, values and beliefs of this certain group characterizes every 
individual around the globe. The purpose of this study is to prove mathematically the 
statement of House’s “Wheel of Cultural Clusters” by applying Hofstede’s Cultural 
Dimension Theory on the countries Robert J. House did research on. The Wheel’s 
Statement is that clusters directly next to each other show a greater resemblance in 
cultural norms, values and beliefs (including economic and socio- demographic data) 
and vice versa cultural clusters directly opposite each other show the least similarity, 
meaning the two cultural clusters opposite each other represent countries with con-
trasting characteristics. The paper aims to prove House’s Wheel mathematically by 
comparing scores of clusters and its countries while searching for matching results 
using different variables being correlated with the examined dimension. 

 Etymologically, the term “culture” refers to the Latin word  cultura  (cultivating 
the spirit),  colere  (to inhabit, worship) and  cultus  (dominantly religion oriented) 
(Wahrig,  1986 ). The anthropological concept of “culture” combines knowledge, 
belief, art, morals and values as well as law and habit acquired by man as a member 
of society (Tylor,  1974 ). Therefore, culture is the shared way of life of a particular 
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group of people at a certain time with focus on general customs and beliefs 
(Cambridge English Dictionary,  2015 ). It is about the behavioral patterns shown by 
a particular group or society (Hopkins,  2009 ). 

 Searching for cultural dimensions to analyze and systematically classify cultures 
is the major focus in the fi eld of “intercultural research” aiming to facilitate the 
understanding of cultural differences. The scientifi c fi eld of study deals with the 
impact of culture on the individual and the society. According to Hofstede, culture is 
defi ned as “[…] the collective programming of the mind that distinguishes the mem-
bers of one group or category of people from others”. The heart of a culture is the 
sum of all moral concepts and values formed over a long time. Hofstede’s “program-
ming of the mind” refers to the process of socialization, which every individual 
experiences without being aware of the procedure to be programmed in conformity 
with a particular culture. The invisible “programming” is collective rather than indi-
vidual (Slavik,  2004 ) and the programming determinants are infl uenced by the close 
social environment (Vieregg,  2009 ). 

 In 1991, Robert J. House published the “Global Leadership and Organizational 
Behavior Effectiveness Study” (Acronym: GLOBE Study) based on the evaluation of 
17,300 middle managers in 951 companies around the globe (Hoppe,  2007 ). Building 
on the fi ndings of e.g. Hofstede, House developed nine cultural dimensions to portray 
similarities and differences in culture, values, beliefs and practices. Six out of the nine 
dimensions have their origin in Hofstede’s previous developments (House,  2004 ). 
From the anthropological background, the developed dimensions were applied in 62 
“societal cultures” and grouped in 10 “societal clusters” containing the total number 
of societies belonging to the respective cluster. 

 Societies belonging to one cluster are more alike regarding values and norms 
than societies from different clusters. House’s “Wheel of Cultural Clusters” identi-
fi ed that clusters being directly opposite each other (e.g. Middle East vs. Anglo) are 
most unrelated to each other, whereas clusters directly next to each other (e.g. 
Southern Asia and Confucian Asia) have most substantial similarities regarding 
 values, behavior and norms (Hoppe & Eckert,  2014 ) (Fig.  32.1 ).

   The study on Leadership and Organizational Behavior Effectiveness can be sum-
marized with the result that a leader’s effectiveness is always contextual, meaning 
it is embedded in the societal and organizational norms, values and beliefs. The 
GLOBE Study managed to empirically investigate the relationship between culture 
and leader behavior in societies using both quantitative and qualitative methods. 

 However House’s Development of a Wheel of Cultural Clusters has precursors: 
In a paper published by Ronen and Shenkar in 1985, the authors developed an 
“Eight Cluster Study for Cross-Cultural Comparison” focused on the released inter-
cultural research data up to this time. The paper was developed to prove that the 
cultural environment infl uences employee’s attitude and behavior and that it is the 
reason for intercultural individual differences. The authors treated cultures as enti-
ties and used nations to establish clusters of countries with similarities according to 
the organizational variables. As national boundaries limit legal, political, and social 
environments of people’s operations, clusters were formed by nations (Ronen & 
Shenkar,  1985 ). 
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 Ronen and Shenkar developed a scheme, later on published as the fi rst Wheel of 
Cultural Clusters, where countries are geographically clustered because geography, 
language (linguistic family) and religion are closely related to each other, but also 
the impact of immigration and colonialization had been taken into account.  

    Methodology 

 House’s Wheel of Cultural Clusters contains 61 countries from all around the globe, 
categorized by similarities into 10 clusters after extensive research:

 –    Southern Asia (Cluster 1, Letter A)  
 –   Latin America (Cluster 2, Letter B)  
 –   Nordic Europe (Cluster 3, Letter C)  
 –   Anglo (Cluster 4, Letter D)  
 –   Germanic Europe (Cluster 5, Letter E)  
 –   Latin Europe (Cluster 6, Letter F)  
 –   Sub-Sahara Africa (Cluster 7, Letter G)  
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 –   Eastern Europe (Cluster 8, Letter H)  
 –   Middle East (Cluster 9, Letter I)  
 –   Confucian Asia (Cluster 10, Letter J)    

 Each country within a cluster was given an updated score for the six dimensions 
of Hofstede to facilitate a comparison on a scale from 0 to 100:

 –    Power Distance Index (PDI) (Dimension 1)  
 –   Individualism vs. Collectivism (IDV) (Dimension 2)  
 –   Masculinity vs. Feminity (MAS) (Dimension 3)  
 –   Uncertainty Avoidance Index (UAI) (Dimension 4)  
 –   Long-term vs. Short-term Orientation (LTO) (Dimension 5)  
 –   Indulgence vs. Restraint (IND) (Dimension 6)    

 The arithmetic mean for the sum of all countries within a cluster was calculated 
for each of Hofstede’s dimensions. The fi nal six scores for the above mentioned 
dimensions gave an overall look of one cultural cluster by showing mathematically 
the gap between Hofstede’s 0–100 (low–high) scale for comparison. Using 
Hofstede’s words, the results exposed how the societies behind a cluster were “pro-
grammed” according to values, norms and beliefs. 

 House’s Wheel of Cultural Clusters was created to show that clusters directly 
next to each other are most alike and clusters directly opposite each other contain 
countries showing the least resemblance. To prove this statement with regard to the 
cultural dimensions as a score for each country, a mathematic formula was created 
where A–J represent cultural clusters while letters are rotating clockwise in House’s 
existing Wheel of Cultural Clusters:

  
A Dimension B Dimension A Dimension F Dimension1 1 1 1( ) ( ) < ( ) ( )– –

   

  Figure  32.2  is a facilitated version of House’s Wheel with the abbreviations A–J 
used in the formula. After calculation of Dimension 1, the formula is used again to 
calculate the results for Dimensions 2–6 using the same scheme as described above. 
Letters opposite each other are most antithetic regarding values, beliefs and norms 
and vice versa letters directly next to each other are most alike. It is to prove that after 
the calculation the difference in scores as a result will be the lowest by subtracting the 
arithmetic means of two closely neighbored clusters within the same dimension. Vice 
versa the result by subtracting scores within the same dimension will be the highest 
when subtracting two cultural clusters that are opposite each other, explaining the 
huge difference in norms, values and beliefs portrayed in Hofstede’s Dimensions on 
the scale for comparison and House’s Wheel including its precursors.

   The end-results with the calculated scores might be + or −, but the negative sign 
is irrelevant for the mathematical proof. Anytime a lower score in e.g. PDI is sub-
tracted by a higher score in PDI, the negative sign will appear but the number as 
result is just about the difference in number itself, meaning the larger the difference, 
the more diverse and unequal the two cultural clusters, the smaller the difference, 
disregarding any algebraic sign, the closer the two cultural clusters.  
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    Discussion 

 It was expected that the results from subtracting scores from cultural clusters neigh-
boring each other (meaning cultural values, norms and beliefs are  very much  or 
 more  alike) are lower than the results from subtracting scores from opposite cultural 
clusters. In this case, the score difference was expected to be  the highest  or  higher . 
Green highlighted scores represent a positive outcome for proving House and red 
highlighted scores signify that the mathematical proof of cultural proximity indi-
cated by the Wheel of Cultural Clusters is negative, as the result of subtracting two 
scores from directly opposite located cultural clusters is lower than the one of 
two directly neighboring cultural clusters. 

 In Tables  32.1 ,  32.2 ,  32.3 ,  32.4 ,  32.5 ,  32.6 ,  32.7 ,  32.8 ,  32.9 , and  32.10 , Hofstede’s 
six Dimensions are abbreviated according to the offi cially used acronyms, starting 
the calculation with D1, etc. Other used units in 4.1–4.6 are described below.
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   Table 32.1    Results for Southern Asia   

  A(D1) — B(D1)<    A(D1) — F(D1)  

 13.50  9.39  −3.61  −34.39  15.00  −40.33  31.00  −27.67  −1.67  −32.33  −14.17  −2.87 
  PDI    IDV    MAS    UAI    LTO    IND    PDI    IDV    MAS    UAI    LTO    IND  

   Table 32.2    Results for Latin America   

  B(D1) — C(D1)<    B(D1) — G(D1)  

 37.67  −48.56  36.78  45.89  −19.17  13.33  1,50  −19.22  1.69  33.14  −5.17  18.67 
  PDI    IDV    MAS    UAI    LTO    IND    PDI    IDV    MAS    UAI    LTO    IND  

   Table 32.3    Results for Nordic Europe   

  C(D1) — D(D1)<    C(D1) — H(D1)  

 −8.24  −11.24  −45.76  −7.71  9.86  −0.10  −44.00  25.83  −41.67  −51.00  −13.33  36.17 
  PDI    IDV    MAS    UAI    LTO    IND    PDI    IDV    MAS    UAI    LTO    IND  

   Table 32.4    Results for Anglo   

  D(D1) — E(D1)<    D(D1) — I(D1)  

 4.97  13.17  2.43  −17.49  −41.26  13.03  −38.43  47.32  15.68  −33.54  9.81  42.43 
  PDI    IDV    MAS    UAI    LTO    IND    PDI    IDV    MAS    UAI    LTO    IND  

   Table 32.5    Results for Germanic Europe   

  E(D1) — F(D1)<    E(D1) — J(D1)  

 −16.90  9.57  8.50  −18.63  21.40  11.20  −35.07  43.07  0.67  10.03  −10.10  20.90 
  PDI    IDV    MAS    UAI    LTO    IND    PDI    IDV    MAS    UAI    LTO    IND  

   Table 32.6    Results for Latin Europe   

  F(D1) — G(D1)<    F(D1) — A(D1)  

 −16.00  17.83  −0.25  31.08  24.00  −18.80  −31.00  27.67  1.67  32.33  14.17  2.87 
  PDI    IDV    MAS    UAI    LTO    IND    PDI    IDV    MAS    UAI    LTO    IND  

   Table 32.7    Results for Sub-Sahara Africa   

  G(D1) — H(D1)<    G(D1) — B(D1)  

 −7.83  −3.50  −6.58  −38.25  −27.33  30.83  −1.50  19.22  −1.69  −33.14  5.17  −18.67 
  PDI    IDV    MAS    UAI    LTO    IND    PDI    IDV    MAS    UAI    LTO    IND  

   Table 32.8    Results for Eastern Europe   

  H(D1) — I(D1)<    H(D1) — C(D1)  

 −2.67  10.25  11.58  9.75  33.00  6.17  44.00  −25.83  41.67  51.00  13.33  −36.17 
  PDI    IDV    MAS    UAI    LTO    IND    PDI    IDV    MAS    UAI    LTO    IND  
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    Corruption Rate  0–100 (Highly Corrupt–Very Clean) 
    Global Competitiveness 

Index 
 1–7 (Low–High Degree of Competitiveness) 

    Happy Planet Index  Depending on Life Expectancy, experienced Well-Being, 
Ecological Footprint. The higher the score, the higher the HPI 

    Hofstede Score  0–100 (Low–High in the respective Dimension) 
    Peace Index  5–1 (Very High–Very Low); 0 = Not included 

   By evaluating the data it gets obvious that only the two dimensions  PDI  (8:2) and 
 IDV  (9:1) score as expected. The scores for  MAS  (4:6) and in particular  LTO  (1:9) 
do not fi t in the estimated range at all. Although  UAI  ranks just medium (5:5),  IND  
scores almost the same (6:4) which was not anticipated. Table  32.11  is a summary 
of all dimensions and the outcome for proving House.

   The result leads to the assumption that other variables might be the reason for 
this research result. Therefore different variables are examined to explain this phe-
nomenon, e.g. Peace Index, Global Competitiveness Index (GCI), Corruption Rate, 
Governmental Debt, GDP per Capita, and GDP Growth (GDP Grw.) as well as the 
Unemployment Rate for the respective countries. Moreover the Happy Planet Index 
(HPI) consisting of Life Expectancy, experienced Well-Being, and Ecological 
Footprint is studied. The Life Satisfaction Index (LSI) is also investigated and com-
pared, however not available for all countries listed in House’s Wheel of Cultural 
Clusters. 

   Table 32.9    Results for Middle East   

  I(D1) — J(D1)<    I(D1) — D(D1)  

 8.33  8.92  −12.58  26.08  −61.17  −8.50  38.43  −47.32  −15.68  33.54  −9.81  −42.43 
  PDI    IDV    MAS    UAI    LTO    IND    PDI    IDV    MAS    UAI    LTO    IND  

   Table 32.10    Results for Confucian Asia   

  J(D1) — A(D1)<    J(D1) — E(D1)  

 −12.83  −5.83  9.50  3.67  45.67  −6.83  35.07  −43.07  −0.67  −10.03  10.10  −20.90 
  PDI    IDV    MAS    UAI    LTO    IND    PDI    IDV    MAS    UAI    LTO    IND  

   Table 32.11    Overview of the examination outcome for proving House   

 8  9  4  5  1  6 
 2  1  6  5  9  4 
  PDI    IDV    MAS    UAI    LTO    IND  
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    Power Distance Index 

  Scores used : Corruption Rate (CR), Peace Index (PI), GCI, HPI, Life Expectancy 
(LE) and LSI. 

  Note : Following the idea that opposite located cultural clusters show the least/
lower resemblance and cultural clusters next to each other show the highest/higher 
resemblance, the scores of the respective Hofstede Dimension in direct comparison 
of two opposite clusters have to be seen as “Black-or-White,” meaning either “high 
hierarchical ordered” or “low hierarchical ordered.” 

 The investigation is about fi nding a scheme behind the results by comparing 
 different variables matching the respective dimension in a tabular comparison of 
high/low rating cultural clusters. It is to prove that the result by subtracting scores 
of clusters directly opposite each other shows a higher difference in numbers than 
by subtracting scores of clusters neighboring each other using the formula:

  
A Dimension B Dimension A Dimension F Dimension1 1 1 1( ) ( ) < ( ) ( )– – .

   

  The PDI is a dimension of Hofstede referring to the degree of acceptance and 
expectation that power is distributed unequally within a society. Cultural clusters 
rating high identify a strong hierarchical order where every individual has to know 
their place. In contrast, societal clusters with a low PDI are described as the sum of 
countries demanding justifi cation for power and fl at hierarchy pressuring equality 
(Hofstede Center,  2015 ). 

 Despite the slight difference in the subtracted, accumulated scores of Sub- Sahara 
Africa (63.50) and Latin America (65.00), the PDI can be taken as a proof of House’s 
Wheel with a total score of 8:2, meaning in eight out of ten cases the result of sub-
tracting the scores of cultural clusters next to each other is lower than the result by 
subtracting scores from opposite clusters (Table  32.12 ).

    Sub-Sahara Africa  (63.50) and  Latin America  (65.00) are direct counterparts but 
nevertheless score similar and can therefore in an overall view be categorized as 
more hierarchical oriented, as both are above average as well as  Confucian Asia  
(65.67). In addition to the above mentioned,  Southern Asia  (78.50),  Middle East  
(74.00) and  Eastern Europe  (71.33) are high PDI societies scoring 60 and above. 

   Table 32.12    Cluster accumulated PDI indices for direct counterparts [scale: 0–100 (low–high)]   

 Confucian Asia  65.67  ← →  Germanic Europe  30.60 
 Eastern Europe  71.33  ← →  Nordic Europe  27.33 
 Latin Europe  47.50  ← →  Southern Asia  78.50 
 Anglo  35.57  ← →  Middle East  74.00 
 Sub-Sahara Africa  63.50  ← →  Latin America  65.00 
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These societal clusters can be described as slightly corrupt in comparison to the 
other clusters, where the Peace Index is medium. The GCI and the LSI rate below 
the low scoring PDI clusters (all apart from Confucian Asia). The Life Expectancy 
is below and on average of 74. With regard to the lowest scoring cultural clusters 
in the dimension of PDI,  Nordic Europe  (27.33),  Germanic Europe  (30.60),  Anglo  
(35.57) and  Latin Europe  (47.50) all show a very low level of corruption (apart 
from Latin Europe scoring the same as Confucian Asia, but Confucian Asia rates 
higher in PDI) and a high level of security indicated by a very high/highest score in 
Peace Index (apart from Confucian Asia). The Life Expectancy is one of the high-
est above average as well as the LSI rating is hugely above average (apart from 
Latin America). 

 It can certainly be said that a high PDI is closely related to a higher level of cor-
ruption within a societal cluster, leading to less stability resulting in a lower Peace 
Index and a slightly lower GCI. To some extent, societal clusters of high Power 
Distance Indices score lower in Life Expectancy and Life Satisfaction (apart from 
Latin America and the fact that there is no data available for Southern Asia and Sub- 
Sahara Africa). The scores from the PDI dimension of Hofstede and the applied 
formula in House’s Wheel of Cultural Cluster to calculate the difference in scores 
prove the lower score result in neighboring clusters and the higher score result in 
directly opposite located clusters, leading to the result that House’s Wheel can be 
mathematically proven (Table  32.13 ).

       Individualism vs. Collectivism 

  Scores used : Corruption Rate (CR), Peace Index (PI), GCI, HPI, Life Expectancy 
(LE) and LSI. 

  Note : Following the idea that opposite located cultural clusters show the least/
lower resemblance and cultural clusters next to each other show the highest/higher 
resemblance, the scores of the respective Hofstede Dimension in direct comparison 
of two opposite clusters have to be seen as “Black-or-White,” meaning either “indi-
vidualistic” or “collectivistic.” 

 The investigation is about fi nding a scheme behind the results by comparing dif-
ferent variables matching the respective dimension in a tabular comparison of high/
low rating cultural clusters. It is to prove that the result by subtracting scores of 
clusters directly opposite each other shows a higher difference in numbers than by 
subtracting scores of clusters neighboring each other using the formula:

  
A Dimension B Dimension A Dimension F Dimension1 1 1 1( ) ( ) < ( ) ( )– – .

   

  The Dimension of IDV is defi ned as the “I” versus “We” orientation in societies. 
Individualistic societies focus on caring for themselves and their immediate fami-
lies and the achievement of the individual is paramount. Collectivistic societies are 
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about the collective, business and relation is closely related to each other and 
unquestionable loyalty within even the extended family is given (Hofstede Center, 
 2015 ) (Table  32.14 ).

   Regarding societal clusters opposite each other, Table  32.15  demonstrates a high 
difference in scores for all cultural clusters, leading to the assumption that opposite 
located clusters in the IDV Dimension are indeed dissimilar, proving House’s state-
ment about opposite cultural clusters.

   Table 32.13    Cluster accumulated scores for different variables   

 Cluster name  PDI  CR  PI  GCI  HPI  LE  LSI 

 Southern Asia  78.50  37.83  3.00  4.52  49.08  71  – 
 Latin America  65.00  36.10  3.30  3.98  55.15  74  7.55 
 Nordic Europe  27.33  89.33  5.00  5.40  41.83  81  9.53 
 Anglo  35.57  74.57  4.29  5.17  41.86  77  7.40 
 Germanic Europe  30.60  80.00  5.00  5.48  46.93  81  8.83 
 Latin Europe  47.50  63.50  4.17  4.92  46.87  82  6.30 
 Sub-Sahara Africa  63.50  35.80  3.00  3.86  34.74  54  – 
 Eastern Europe  71.33  44.63  3.63  4.25  41.25  75  2.46 
 Middle East  74.00  46.80  3.60  4.44  37.48  74  3.00 
 Confucian Asia  65.67  64.33  4.17  5.32  42.66  80  4.20 

  Outcome for the PDI Index: 8:2  

   Table 32.14    Cluster accumulated IDV indices for direct counterparts [scale: 0–100 (low–high)]   

 Confucian Asia  24.33  ← →  Germanic Europe  67.40 
 Eastern Europe  43.50  ← →  Nordic Europe  69.33 
 Latin Europe  57.83  ← →  Southern Asia  30.17 
 Anglo  80.57  ← →  Middle East  33.25 
 Sub-Sahara Africa  40.00  ← →  Latin America  20.78 

   Table 32.15    Cluster accumulated scores for different variables   

 Cluster name  IDV  CR  PI  GCI  HPI  LE  LSI 

 Southern Asia  30.17  37.83  3.00  4.52  49.08  71  – 
 Latin America  20.78  36.10  3.30  3.98  55.15  74  7.55 
 Nordic Europe  69.33  89.33  5.00  5.40  41.83  81  9.53 
 Anglo  80.57  74.57  4.29  5.17  41.86  77  7.40 
 Germanic Europe  67.40  80.00  5.00  5.48  46.93  81  8.83 
 Latin Europe  57.83  63.50  4.17  4.92  46.87  82  6.30 
 Sub-Sahara Africa  40.00  35.80  3.00  3.86  34.74  54  – 
 Eastern Europe  43.50  44.63  3.63  4.25  41.25  75  2.46 
 Middle East  33.25  46.80  3.60  4.44  37.48  74  3.00 
 Confucian Asia  24.33  64.33  4.17  5.32  42.66  80  4.20 

  Outcome for the IDV Index: 9:1  
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   Calculating the accumulated scores against each other there is only one exception 
in which a score does not meet the requirements to fi t in the scheme: The difference 
in scores between the neighboring clusters of Latin America and Nordic Europe is 
higher, as  Latin America  (20.78) is highly collectivistic oriented and  Nordic Europe  
(69.33) represents a strong individualistic society, than the subtracted opposite clus-
ter scores of Latin America and  Sub-Sahara Africa  (40.00), leading to a mathemati-
cal relationship of 9:1. 

 Collectivistic societies like  Latin America  (20.78),  Confucian Asia  (24.33), 
 Southern Asia  (30.17),  Middle East  (33.25),  Sub-Sahara Africa  (40.00) and  Eastern 
Europe  (43.50) score higher in corruption and lower in stability resulting in a lower 
Peace Index compared to individualistic societies. The score for Global 
Competitiveness is slightly below IDV high rating clusters, as well as the average 
Life Expectancy of 74 (all apart from Confucian Asia) and the LSI (apart from Latin 
America). 

 It can be summarized that the higher the score in individualism, the lower the 
corruption rate leading to more stability and a higher level of peace within countries 
of that respective cluster. Clusters of accumulated individualistic countries score 
above average in Life Expectancy and are happier with their life (apart from 
Southern Asia and Latin America). To conclude: the happier a society, the longer 
the life expectancy of its people, the higher the competition including a high level 
of stability and peace and low corruption rate.  

    Masculinity vs. Feminity Index 

  Scores used : GDP per Capita, GDP Grw., Corruption Rate (CR), Peace Index (PI), 
GCI, HPI, Life Expectancy (LE), LSI and Ecological Footprint (EF). 

  Note : Following the idea that opposite located cultural clusters show the least/
lower resemblance and cultural clusters next to each other show the highest/higher 
resemblance, the scores of the respective Hofstede Dimension in direct comparison 
of two opposite clusters have to be seen as “Black-or-White,” meaning either “mas-
culine” or “feminine.” 

 The investigation is about fi nding a scheme behind the results by comparing dif-
ferent variables matching the respective dimension in a tabular comparison of high/
low rating cultural clusters. It is to prove that the result by subtracting scores of 
clusters directly opposite each other shows a higher difference in numbers than by 
subtracting scores of clusters neighboring each other using the formula:

  
A Dimension B Dimension A Dimension F Dimension1 1 1 1( ) ( ) < ( ) ( )– – .

   

  The MAS Index refers to attributes most valued in certain societies. In masculine 
societies, assertiveness, achievement and any form of material reward is prevailing; 
however, in feminine societies, caring for each other, cooperation and quality of life 
are paramount (Hofstede Center,  2015 ). 
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 In only four out of ten cases, the counterparts directly opposite each other shown 
in Table  32.16  can be described as least resembling:  Eastern Europe  (57.33)— Nordic 
Europe  (15.67) and  Anglo  (61.43)— Middle East  (45.75). The remaining six cul-
tural clusters do not signifi cantly differ in scores that could lead to a declaration of 
showing the least resemblance as extreme counterparts.

   As masculine societies refer to the so-called “male attributes” including elbow 
mentality, assertiveness and aggressiveness, it might be assumed that the GDP (and 
GDP Grw.) is higher compared to female societies, valuing caring and consensus- 
fi nding. Moreover the rate of corruption and the ecological footprint should be 
higher in these tough, masculine societies, where it is about success, rewards, or 
failure mirrored in a high score for the GCI. In contrast, feminine societies are con-
sidered “well-being countries,” where attributes like harmony, quality of life and 
fi nding a good work–life balance prevail. These attributes might therefore lead to a 
higher Peace Index, higher HPI and longer Life Expectancy. The level of Life 
Satisfaction should theoretically be higher in a feminine society as well. 

 The evaluated data allows to conclude that cultural clusters considered as mascu-
line societies are  Anglo  (61.43),  Germanic Europe  (59.00),  Confucian Asia  (58.33), 
and  Eastern Europe  (57.33). Especially for the Anglo and the Germanic Europe 
Cluster, a high GDP per Capita and a very low level of corruption can be proven. 
The GDP Grw. is stable but not as high as in the cultural clusters covering develop-
ing countries. Eastern Europe’s GDP is far below the average of these masculine 
societal clusters, fi nding its explanation in the economic and (communistic) politi-
cal history, leading to further debates, which are not part of this paper. Confucian 
Asia rates as a masculine society, the level of corruption is slightly above medium. 
Its GDP Grw. is the third highest in comparison to all ten societal clusters but not 
surprising as Confucian Asia includes China, recording an economic growth of 7 % 
for almost the last 30 years. Checking the Ecological Footprint it can be proven that 
Anglo and Germanic Europe as well as Confucian Asia have high Ecological 
Footprints, but again Eastern Europe does not fi t in the row with an average score of 
3.66 in this category (Table  32.17 ).

   It can be proven to a certain extent that masculine societies have a lower level of 
corruption, a higher GDP per Capita and a stable GDP Grw. leading to a high 
Ecological Footprint. The Peace Index is high as well compared to all societal clus-
ters and with an average Life Expectancy of 74 years, masculine societies are above 
medium life expectancy. 

 Whereby  Latin Europe  (50.50) and  Sub-Sahara Africa  (50.75) are considered as 
average societal clusters,  Northern Europe  (15.67),  Middle East  (45.75) and 
 Southern Asia  (48.83) are defi ned as feminine societies. The GDP is the lowest for 

   Table 32.16    Cluster accumulated MAS indices for direct counterparts [scale: 0–100 (low–high)]   

 Confucian Asia  58.33  ← →  Germanic Europe  59.00 
 Eastern Europe  57.33  ← →  Nordic Europe  15.67 
 Latin Europe  50.50  ← →  Southern Asia  48.83 
 Anglo  61.43  ← →  Middle East  45.75 
 Sub-Sahara Africa  50.75  ← →  Latin America  52.44 
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the two average rated clusters; nevertheless, the feminine rated Southern Asia 
Cluster is also one of the lowest with regard to GDP per Capita. As expected, the 
GDP Grw. in the developing country clusters like Southern Asia, Sub-Sahara Africa 
and Confucian Asia is the highest; Nordic Europe gives an exception for high GDP 
per Capita, low GDP Grw., lowest Corruption rate and highest score in Peace Index 
in comparison to all clusters as well as one of the highest scores in Life Expectancy. 

 To a certain extent, a similarity within clusters of pure masculine and of pure 
feminine societies can be proven, but again too many exceptions mislead and indi-
cate that there is no sum of variables that might increase the likeliness of certain 
patterns within a culture.  

    Uncertainty Avoidance Index 

  Scores used : Peace Index (PI), Corruption Rate (CR), Life Expectancy (LE) and LSI. 
  Note : Following the idea that opposite located cultural clusters show the least/

lower resemblance and cultural clusters next to each other show the highest/higher 
resemblance, the scores of the respective Hofstede Dimension in direct comparison 
of two opposite clusters have to be seen as “Black-or-White,” meaning either “unse-
cure” or “more relaxed” about future unknown events. 

 The investigation is about fi nding a scheme behind the results by comparing dif-
ferent variables matching the respective dimension in a tabular comparison of high/
low rating cultural clusters. It is to prove that the result by subtracting scores of 
clusters directly opposite each other shows a higher difference in numbers than by 
subtracting scores of clusters neighboring each other using the formula:

  
A Dimension B Dimension A Dimension F Dimension1 1 1 1( ) ( ) < ( ) ( )– – .

   

   Table 32.17    Cluster accumulated scores for different variables   

 Cluster name  GDP per Capita  GDP Grw.  CR  PI  GCI  HPI  LE  LSI  EF 

 Southern Asia  5,112.22  4.98  37.83  3.00  4.52  49.08  71  –  2.00 
 Latin America  8,257.34  2.23  36.10  3.30  3.98  55.15  74  7.55  2.50 
 Nordic Europe  56,489.90  1.00  89.33  5.00  5.40  41.83  81  9.53  6.70 
 Anglo  44,553.79  2.77  74.57  4.29  5.17  41.86  77  7.40  5.24 
 Germanic 
Europe 

 59,194.80  1.23  80.00  5.00  5.48  46.93  81  8.83  5.30 

 Latin Europe  42,057.17  1.10  63.50  4.17  4.92  46.87  82  6.30  4.53 
 Sub-Sahara 
Africa 

 3,549.42  4.80  35.80  3.00  3.86  34.74  54  –  1.60 

 Eastern Europe  12,916.64  2.84  44.63  3.63  4.25  41.25  75  2.46  3.66 
 Middle East  31,446.02  1.98  46.80  3.60  4.44  37.48  74  3.00  5.48 
 Confucian Asia  35,059.63  3.15  64.33  4.17  5.32  42.66  80  4.20  4.56 

  Outcome for the MAS Index: 4:6  
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  The UAI refers to the degree in which a society feels uncomfortable with 
 uncertainty and ambiguity. The question is how to deal with the unknown future: 
“laissez- faire” or developing control mechanisms. Scoring high in the UAI refers to 
a collective of anxious individuals trying to prevent the “unknown” by putting rules 
and rigid codes of behavior resulting in intolerance for the so-called “adventurous” 
ideas. In contrast, societies scoring low in the UAI remain more relaxed about the 
future and do not need a variety of codes to prevent the potential unknown (Hofstede 
Center,  2015 ). 

 Countries of opposite located clusters show less or least similarities according to 
House’s Wheel of Cultural Clusters. The contradictory result of culturalities in the 
respective dimension leads to scores of high vs. low with the exception of Confucian 
Asia and Germanic Europe. These two cultural clusters show a difference in scores, 
but not necessarily an extreme polarized score result as the compared clusters fi tting 
in the scheme (Table  32.18 ).

   It is surprising that cultural clusters directly next to each other do not show a 
certain similarity as expected in House’s Wheel, as they ought to have the greatest 
resemblance. Regarding the scores, there is a huge gap between  Latin Europe  to 
 Sub-Sahara Africa  and  Eastern Europe  (80.83—49.75—88.00) and also by pre-
cisely examining the scores for  Southern Asia ,  Latin America , and  Nordic Europe  
(48.50—82.89—37.00) there should be a more smooth transition in respect of their 
position in the wheel. 

 Clusters rating high in the UAI are:  Eastern Europe  (88.00),  Latin America  
(82.89),  Latin Europe  (80.83),  Middle East  (78.25) and  Germanic Europe  (62.20). 
Mostly clusters rating high in the UAI score high as well in the Corruption Rating 
like Middle East, Eastern Europe and Latin America. Clusters with a rating of “very 
high” and “high” in the Peace Index also have a very low/low corruption rate as 
both indicators are closely related to each other and as it shows the level of peace-
fulness, infl uencing stability and reliability of the state’s system and the authorities, 
including the degree of security within the society and the extent of domestic and 
international confl icts as well as the degree of militarization. 

 Nevertheless no specifi c relationship can be found regarding the degree of 
Uncertainty Avoidance and the scores for Peace Index and Corruption Rate. As both 
Latin Europe and Germanic Europe are examples for clusters rating high in the 
UAI, both score high in the Peace Index and low in Corruption. However the Anglo 
and Confucian Asia Cluster both score low in UAI referring to a more laissez-faire 

   Table 32.18    Cluster accumulated UAI indices for direct counterparts [scale: 0–100 (low–high)]   

 Eastern Europe  88.00  ← →  Nordic Europe  37.00 
 Latin America  82.89  ← →  Sub-Sahara Africa  49.75 
 Latin Europe  80.83  ← →  Southern Asia  48.50 
 Middle East  78.25  ← →  Anglo  44.71 
 Germanic Europe  62.20  ← →  Confucian Asia  52.17 
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attitude with regard to unknown future events, but their level of Peace is high and 
the rate of Corruption is low as well. Including additional variables like Life 
Expectancy and examining the LSI, it can be concluded that again no specifi c rela-
tionship can be established for the societal perception of unknown future events, 
neither for the ones being more relaxed nor the ones being unsecure about it. 

 In fi ve out of ten clusters, House’s wheel can be mathematically proven, but in 
the remaining fi ve cultural clusters the difference in scores of neighboring clusters 
is higher than the subtracted opposite cluster scores, leading to a non-proof with a 
balanced result of 5:5 (Table  32.19 ).

       Long-Term vs. Short-Term Orientation 

  Scores used : Peace Index (PI), Corruption Rate (CR), HPI, Life Expectancy (LE) 
and LSI. 

  Note : Following the idea that opposite located cultural clusters show the least/
lower resemblance and cultural clusters next to each other show the highest/higher 
resemblance, the scores of the respective Hofstede Dimension in direct comparison 
of two opposite clusters have to be seen as “Black-or-White,” meaning either “long- 
term” or “short-term” oriented. 

 The investigation is about fi nding a scheme behind the results by comparing dif-
ferent variables matching the respective dimension in a tabular comparison of high/
low rating cultural clusters. It is to prove that the result by subtracting scores of 
clusters directly opposite each other shows a higher difference in numbers than by 
subtracting scores of clusters neighboring each other using the formula:

  
A Dimension B Dimension A Dimension F Dimension1 1 1 1( ) ( ) < ( ) ( )– – .

   

   Table 32.19    Cluster accumulated scores for different variables   

 Cluster name  UAI  PI  CR  LE  LSI 

 Southern Asia  48.50  3.00  37.83  71  – 
 Latin America  82.89  3.30  36.10  74  7.55 
 Nordic Europe  37.00  5.00  89.33  81  9.53 
 Anglo  44.71  4.29  74.57  77  7.40 
 Germanic Europe  62.20  5.00  80.00  81  8.83 
 Latin Europe  80.83  4.17  63.50  82  6.30 
 Sub-Sahara Africa  49.75  3.00  35.80  54  – 
 Eastern Europe  88.00  3.63  44.63  75  2.46 
 Middle East  78.25  3.60  46.80  74  3.00 
 Confucian Asia  52.17  4.17  64.33  80  4.20 

  Outcome for the UAI Index: 5:5  
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  The “Long-Term vs. Short-Term Orientation” is about societies and their focus 
and/or embracement of the future. Societies scoring high are more long-term ori-
ented, keen on ways to prepare for the future, e.g. investment in education. Societies 
scoring low here view societal changes with suspicion and value traditions. This 
Hofstede Dimension deals with future and past as variables seen and treated differ-
ently (challenges or benefi ts) in confl icting societies (Hofstede Center,  2015 ). 

 As Germanic Europe (73.40) and Confucian Asia (83.50) both score high in 
LTO, identifying their long-term orientation, the majority of the remaining eight 
cultural clusters scores below 50 or on average, which can be seen in Table  32.20 .

   The probability to think positively of the future and to embrace future events 
without anxiety should theoretically be increased with a higher level of stability 
within the country, security and therefore easily abbreviated possibilities for the 
individual and the collective to self-realize projects without hesitation due to trem-
bling of future events. Interestingly, scoring high in the Peace Index does not neces-
sarily lead to a high score in LTO (Nordic Europe scoring 5 out of 5 in the Peace 
Index but only 42.0 in LTO), although peace might be closely related to stability and 
consistency. The same issue can be found with the Corruption Rate, again Germanic 
Europe showing a low level of corruption, but Nordic Europe and Anglo as well and 
Confucian Asia are slightly above medium, but nevertheless the LTO Indices indi-
cate that only for Germanic Europe and Confucian Asia a positive correlation 
between low level of corruption, high level of peace, and long-term orientation can 
be proven. 

 Cultural clusters being more long-term oriented identify a higher Life Expectancy 
(apart from Nordic Europe and Anglo) and a medium/above medium rate for the 
HPI (Latin America and Southern Asia Cluster rating higher). However no relation-
ship can be found between the long-term orientation and the degree of Life 
Satisfaction as too many exceptions prevent from stating that short-term oriented 
societies are more satisfi ed with their lives (Latin America, Nordic Europe, and 
Anglo), as Germanic Europe and Latin Europe Cluster also rate high in LSI but are 
highly long-term oriented and for the Cluster of Confucian Asia rating the highest 
in LTO, the societies are just the third least happiest with their life. 

 To a certain extent, it can be summarized that scoring high in LTO refers to a high 
score in the Peace Index combined with low corruption rate and a medium rate for 
happiness. The Life Expectancy is higher in long-term oriented societies but no 
fi nal abbreviation can be made for the degree of Life Satisfaction in a short- or long- 
term oriented societal cluster. Nevertheless only in one out of ten societal clusters 

   Table 32.20    Cluster accumulated LTO indices for direct counterparts [scale: 0–100 (low–high)]   

 Confucian Asia  83.50  ← →  Germanic Europe  73.40 
 Eastern Europe  55.33  ← →  Nordic Europe  42.00 
 Latin Europe  52.00  ← →  Southern Asia  37.83 
 Anglo  32.14  ← →  Middle East  22.33 
 Sub-Sahara Africa  28.00  ← →  Latin America  22.83 
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the subtracted score from neighboring societal clusters is lower than the result of 
directly opposite located cultural clusters, leading to a 1:9 relationship against the 
prediction of the Wheel of Cultural Clusters (Table  32.21 ).

       Indulgence vs. Restraint 

  Scores used : HPI, LSI, GDP per Capita, GDP Grw. and GCI. 
  Note : Following the idea that opposite located cultural clusters show the least/

lower resemblance and cultural clusters next to each other show the highest/higher 
resemblance, the scores of the respective Hofstede Dimension in direct comparison 
of two opposite clusters have to be seen as “Black-or-White,” meaning the society 
is either “indulgent” or “restraint.” 

 The investigation is about fi nding a scheme behind the results by comparing dif-
ferent variables matching the respective dimension in a tabular comparison of high/
low rating cultural clusters. It is to prove that the result by subtracting scores of 
clusters directly opposite each other shows a higher difference in numbers than by 
subtracting scores of clusters neighboring each other using the formula:

  
A Dimension B Dimension A Dimension F Dimension1 1 1 1( ) ( ) < ( ) ( )– – .

   

  The IND Index is defi ned as the degree to which a society allows and supports 
enjoying life and having fun aiming for a work–life balance (indulgent society), 
whereas restraint societies attach value on strict norms the individuals have to 
 follow. Human needs are suppressed and regulated, leading to a society in which 
people “live to work” (Hofstede Center,  2015 ). 

   Table 32.21    Cluster accumulated scores for different variables   

 Cluster name  LTO  PI  CR  HPI  LE  LSI 

 Southern Asia  37.83  3.00  37.83  49.08  71  – 
 Latin America  22.83  3.30  36.10  55.15  74  7.55 
 Nordic Europe  42.00  5.00  89.33  41.83  81  9.53 
 Anglo  32.14  4.29  74.57  41.86  77  7.40 
 Germanic Europe  73.40  5.00  80.00  46.93  81  8.83 
 Latin Europe  52.00  4.17  63.50  46.87  82  6.30 
 Sub-Sahara Africa  28.00  3.00  35.80  34.74  54  – 
 Eastern Europe  55.33  3.63  44.63  41.25  75  2.46 
 Middle East  22.33  3.60  46.80  37.48  74  3.00 
 Confucian Asia  83.50  4.17  64.33  42.66  80  4.20 

  Outcome for the LTO Index: 1:9  
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 Table  32.22  shows the more indulgent countries on the left side and the more 
restraint countries on the right site according to the idea that cultural clusters oppo-
site each other should have the least resemblance resulting in a total score that is 
higher than subtracting the accumulated scores of each two clusters directly next to 
each other. Comparing opposite counterparts, one cluster has to be more indulgent 
as both show the least resemblance, so the one with the (compared) higher score is 
measured as more restraint.

   Table  32.23  shows the accumulated scores for different indices that are of impor-
tance for the investigation in this dimension. Societies like  Latin America  (81.67), 
 Anglo  (68.43),  Nordic Europe  (68.33),  Sub-Sahara Africa  (63.00) and  Germanic 
Europe  (55.40) are called indulgent societies scoring high in both, IND and LSI. 
Their GDP per Capita is above average (excluding Sub-Sahara Africa and Latin 
America). Otherwise the height of GDP per Capita does not have an infl uence on 
the HPI (Latin America and Southern Asia) and also the GDP Grw. is not related 
to the degree of Global Competitiveness (Nordic Europe, Germanic Europe and 
Anglo).

   Again too many exceptions prove that no certain assumption can be made. IND 
does not for sure have an infl uence on GDP per Capita as only three out of the fi ve 
highest scoring IND clusters can refer to a very high GDP, but due to different rea-
sons which are not part of this paper. The score of LSI might be related to the degree 

   Table 32.22    Cluster accumulated IND indices for direct counterparts [scale: 0–100 (low–high)]   

 Sub-Sahara Africa  63.00  ← →  Latin America  81.67 
 Southern Asia  41.33  ← →  Latin Europe  44.20 
 Confucian Asia  34.50  ← →  Germanic Europe  55.40 
 Eastern Europe  32.17  ← →  Nordic Europe  68.33 
 Middle East  26.00  ← →  Anglo  68.43 

   Table 32.23    Cluster accumulated scores for different variables   

 Cluster name  IND  HPI  LSI  GDP per Capita  GDPG  GCI 

 Southern Asia  41.33  49.08  –  5,112.22  4.98  4.52 
 Latin America  81.67  55.15  7.55  8,257.34  2.23  3.98 
 Nordic Europe  68.33  41.83  9.53  56,489.90  1.00  5.40 
 Anglo  68.43  41.86  7.40  44,553.79  2.77  5.17 
 Germanic Europe  55.40  46.93  8.83  59,194.80  1.23  5.48 
 Latin Europe  44.20  46.87  6.30  42,057.17  1.10  4.92 
 Sub-Sahara Africa  63.00  34.74  –  3,549.42  4.80  3.86 
 Eastern Europe  32.17  41.25  2.46  12,916.64  2.84  4.25 
 Middle East  26.00  37.48  3.00  31,446.02  1.98  4.44 
 Confucian Asia  34.50  42.66  4.20  35,059.63  3.15  5.32 

  Outcome for the IND Index: 6:4  
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of indulgence as well as the HPI. In total, the subtraction of scores proves a 6:4 
favoring the statement of House’s Wheel. Nevertheless in four cases the subtracted 
scores of opposite located clusters resulted in lower differences than the neighbor-
ing cluster score results.   

    Conclusion and Future Work 

 During the research and examination of societal clusters aiming to prove the state-
ment of House’s Wheel of Cultural Clusters by applying Hofstede’s Dimension 
Scores for House’s listed countries within a cluster, Hofstede’s quotation can be 
used to mark the complexity and multifaceted angles that have to be considered by 
investigating in this broad fi eld: “Culture is only meaningful by comparison.” 

 Hofstede did an immense improvement in the fi eld of intercultural studies by 
defi ning dimensions to make a comparison of cultures possible as the diversity and 
complexity even within a culture including the subcultures is huge. The  development 
and publication of the Wheel of Cultural Clusters is even more simplifying the 
understanding of the world’s numerous cultures. Accumulating the individual scores 
for every societal cluster, followed by subtracting the fi nal scores from directly 
opposite located cultural clusters versus the realized result by subtracting scores 
from neighboring clusters should ideally lead to the relationship:

  
A Dimension B Dimension A Dimension F Dimension1 1 1 1( ) ( ) < ( ) ( )– – .

   

  Theoretically the results would prove House’s Wheel, but the equation is not 
always resulting in a low difference of neighboring clusters and a high difference in 
scores of opposite located clusters. Therefore it can be summarized that although 
there are common variables leading to a certain scheme, enough exceptions rein-
force a non-existence of an overall scheme. Common variables can defi nitely be 
found, but again in some dimensions the exceptions occur in such a gravity portray-
ing the lack of an overall archetype, which leads to the assumption that a potential 
similarity is more random and coincidental. The results emphasize the need for 
more research in order to support the model aiming to fi nd an overall scheme. 

 Clustering countries mathematically according to Geert Hofstede’s cultural 
proximity and similarity factors is one way of classifying regional communities into 
well-defi ned cultural categories. Trying to test this statement mathematically shows 
that classifying countries or cultures still remains complex. Even if common vari-
ables exist, it seems that the random similarity weighs strongly on most variables as 
explained before. 

 Trying to “unpack” culture in the twenty-fi rst century à la Hofstede is still a chal-
lenge, as many variables and sub-variables determine the broad research area. More 
and more research is undertaken in the fi eld of Intercultural Science; however, the 
term “culture” remains highly multifaceted. The quotation of Ralph Waldo Emerson 
summarizes the multilayered background behind the term “culture” in the style of 
the Iceberg Model best: “Culture is one thing and varnish is another.”     
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    Chapter 33   
 Human Resources Management Skills 
Needed by Organizations                     

     Maria     José     Sousa    

    Abstract     This article analyses the concept of skills and also investigates the skills 
needed by organizations in Human Resources as a strategic area. The relevance of \
purpose is to identify the skills to be developed in Human Resources Courses in 
Higher Education. The skills needed by the organizations were identifi ed through 
document analysis based on prospective studies developed in industry between 
2011 and 2014. The research problem considered the analytical dimension of skills 
development in organizations anchored to the following research questions: What 
are the skills needed to be developed in Higher Education Courses to transform the 
Human Resources function strategic for organizations? This study is centred on the 
research of more relevant skills which can contribute to transform the Human 
Resources function strategic for organizations contributing for the improvement of 
their performance and competitiveness in the market.  

  Keywords     Skills   •   Organizations   •   Higher education   •   Human resources manage-
ment   •   Human resources development  

      Introduction 

 The main goal of this research is to identify the skills needed by organizations and 
make recommendations for the higher education human resources courses. 

 The identifi cation and development of skills are challenging tasks, either inter-
nally within organizations or externally by the universities. In this article the focus 
will be the identifi cation of human resources management skills and the suggestion 
of their development in higher education courses. 

 These are skills that need to be integrated into the human resources management 
courses in higher education context and this research tries to analyse if the skills 
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identifi ed by the organizations as fundamental for their competitiveness are being 
developed by the universities. 

 This article briefl y explores the concept of skills, followed by the presentation of 
the methodology that was used as the basis for the skills identifi cation in the orga-
nizations and also in the university human resources management courses context 
and concludes with the research fi ndings.  

    Literature Overview 

 In the 1980s the concept of skills started to have a big importance due to technologi-
cal, organizational, and economic factors. It begins to be considered as a resource—
of individual and organizational nature—which would allow competitiveness and 
productivity advantages to companies. 

 Historically, the word skills has been used to refer individual characteristics. 
However, in the concept of Prochno ( 2001 ), although the skills always refer to the 
individual, all of them have two dimensions, the individual and the collective (orga-
nizational). In this way, the concept of skills assumes a rather large scope which 
makes it complex and makes its comprehension/understanding and concept delimi-
tation diffi cult. 

 The concept has been studied by several authors such as Mulder ( 2000 ,  2001 ) 
and previously by Norris ( 1991 ) and Ellström ( 1997 ). Skills development prevails 
as a research issue in higher education dominion because it is the main goal to be 
achieved by the students. Skills development is perceived as a strategic management 
tool to cope with the current business environment (Nyhan,  1998 ), mainly because 
the market has changed from one of mass production to one of customization where 
quality, price and speed of delivery are stressed. 

 This change has brought about new circumstances in which many organizations 
struggle to cope: new and emerging customer segments, cultural diversity in a 
global marketplace, market volatility, raised customer expectations about quality of 
products and services, and the impact of internet on an organization’s core business 
(Markowitsch et al.,  2001 ). In the job market there has been a growth in higher-level 
jobs such as managerial and professional positions that require fl exibility and 
problem- solving skills. 

 In this context, the complexity and the uncertainty, partly due to the globalization 
and accelerated rhythm of technological change, demand human resources with 
skills that help the organizations to overcome the appearing challenges.  

    Research Questions 

 The following research questions have guided the present study:
   RQ 1    What were the Human Resources Management skills identifi ed in the pro-

spective studies?   
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  RQ 2    What were the levels of skills development in the high education Human 
Resources Management courses?   

  RQ 3    What were the relationships between the perceived HRM skills develop-
ment and various factors such as gender, employed/unemployed, type of 
organization and job variables?   

       Methodology 

 In this study, two sources of data were collected as follows: (1) document analysis 
and (2) online survey.

    1.    The main technique used was content analysis from the document analysis of 
prospective studies in industry about Human Resources Management skills 
needed by the organizations. This methodology was used to analyse the skills 
identifi ed by the organizations which participated in the study.   

   2.    The second technique to collect data was an online survey applied to 250 stu-
dents and were obtained 117 valid questionnaires equivalent to 46.8 % response 
rate. The statistical analyses Cronbach’s alpha Coeffi cient, Chi-square Tests, and 
Mann–Whitney Tests, conclusions point to generally positive perceptions for 
organizational development and for student’s development.     

 In total the questionnaire consisted of 30 questions covering the following areas:

•    Students background information (Question 1–4)  
•   List of skills development during high education human resources management 

courses (Question 5–30).     

    Content Analysis 

 In order to answer the research question (RQ 1) What were the Human Resources 
Management skills identifi ed in the prospective studies? it was developed a content 
analysis from the literature review of prospective studies on Human Resources 
Management skills. This methodology was used to analyse the presence of skills 
associated with the following dimensions: “human resources management (HRM)”, 
“leadership” and “human resources development (HRD)”, and the period consid-
ered was between 2011 and 2014. A list of skills were made organized in the follow-
ing structure: 

 Human Resources Management (skills needed by human resources managers 
and technicians):

 –    skills at the level of the defi nition of human resources management strategies 
integrated into the business strategies;  

 –   skills related to the human resources management practices and techniques: 
employees administrative processes,  
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 –   capacity to manage strategic deals and alliances within the organization in order 
to implement HRM strategic practices, to give response to the company 
strategy;  

 –   capacity to diversify the business area, identifying new business opportunities, 
i.e. HRM consultancy to the other departments of the organization to maximize 
the capacities and competencies of the employees;  

 –   social and relational skills, in what concerns the capacity of communication, 
leadership and interpersonal relationships.    

 Leadership (skills needed by all managers)

 –    skills related to the employees performance development;  
 –   skills associated with the development of new opportunities for the employees 

through techniques such as coaching and mentoring.  
 –   Skills associated with the motivation techniques in order to potentiate the 

employees performance;  
 –   skills associated with the technique to improve employees satisfaction, specially 

through recognition instruments  
 –   skills related to the corporate governance;  
 –   communication skills in order to improve the commitment of the employees;  
 –   skills related to the management of employees expectations about their develop-

ment in the organization;  
 –   skills associated with the management of the cultural differences among 

employees.    

 Human Resources Development (skills needed by all managers and all technicians)

 –    skills associated with the new forms of work organization, in what regards the 
methods of teamwork, fl exibility to adapt to changes in the working processes 
(as a response to a high rhythm of innovation);  

 –   knowledge about different types of technologies;  
 –   skills regarding a bigger initiative, decision taking and responsibility assuming;  
 –   skills on innovation and creativity in order to develop new products and services;  
 –   skills associated with the analysis of information related to productivity, in what 

concerns manpower optimization of costs;  
 –   capacity to adapt to organizational change;  
 –   capacity of developing social and relational knowledge which allows the co- 

ordination of working teams, taking advantage of all the potential of its elements.     

    Survey Analysis 

 Regarding the survey, the respondents were presented with 24 items representing 
HRM skills, leadership skills and HRD skills which emerged from the content anal-
ysis from the prospective studies in industry. 
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 Table  33.5  shows the dimensions of the questionnaire: 
 The fi rst dimension of the questionnaire integrates the HRM skills needed by the 

organizations: HRM strategies, HRM practices and techniques, Management of 
strategic deals and alliances, Diversify the business as a HRM consultancy service 
to other departments within the organization, Social and relational skills, People 
management, and Communication. 

 The second dimension of the questionnaire integrates the leadership skills: 
Employees performance, Development opportunities, Motivation of employees, 
Satisfaction of employee, Corporate governance, Communication, Managing 
expectations, and Integrating cultural differences. 

 Finally the third dimension integrates the HRD skills on: new forms and models 
of work organization, new technologies, organizational change, initiative, decision 
taking and responsibility, creativity and innovation. 

 Respondents were asked to rate the skills on a 5-point Likert scale ranging from 
1 = no development; 2 = weak development; 3 = moderate development; 4 = consid-
erable development; 5 = strong development.  

    Results from the Survey 

 Respondents were primarily from male gender ( n  = 64) and secondarily from female 
gender ( n  = 53), please see Table  33.1 .

   Most part of the respondents were employed ( n  = 97) and unemployed a minor 
part ( n  = 20), please see Table  33.2 .

   The types of respondent organizations were primarily education ( n  = 18), public 
sector ( n  = 18), health and social work ( n  = 13), commercial services ( n  = 12), manu-
facturing non-food ( n  = 16), transportation, communication ( n  = 11), fi nancial ser-
vices ( n  = 14) and other ( n  = 15), please see Table  33.3 .

   Respondents characterized their jobs as top management ( n  = 12), middle man-
agement ( n  = 18), executive level ( n  = 20), technical specialist ( n  = 21) and support 
staff ( n  = 13), please see Table  33.4 .
    RQ 2    What were the levels of skills development in the high education human 

resources management courses?   
   According to the perceived skills development the resulting mean scores varied 

for human resources management skills between 2.5 and 3.2, for leadership skills 
between 2.9 and 3.27, and human resources development skills between 2.3 and 3.4, 
as outlined in Table  33.5 . Therefore all the skills identifi ed by the prospective 
studies had a moderate development in the high education human resources 
 management courses.
    RQ 3    What were the relationships between the perceived HRM skills development 

and various factors such as gender, employed/unemployed, type of organiza-
tion and job variables?   

   Cronbach’s alpha ( α ) for all 117 respondents’ HRM skills items was calculated 
and a value of 0.1 was obtained, which allows for the creation of a new variable by 
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  Table 33.1    Background 
information on students who 
participated 
in the study—gender  

  N   % 

 Male  64  54.7 
 Female  53  45.2 
 Total  117  100.0 

  Table 33.2    Background 
information on students who 
participated in the study—
employee or unemployed  

  N   % 

 Employee  97  82.9 
 Unemployed  20  17.1 
 Total  117  100.0 

  Table 33.3    Background 
information on students who 
participated in the study—
type of organization  

 Type of organization ( n  = 117)   n   % 

 Education  18  15.4 
 Public sector  18  15.4 
 Commercial services  12  10.3 
 Health and social work  13  11.1 
 Manufacturing non-food  16  13.7 
 Transportation, communication  11  9.4 
 Financial services  14  12.0 
 Other  15  12.8 

 117  100.0 

  Table 33.4    Background 
information on students who 
participated in the study—job  

 Job characterization of respondents ( n  = 117)   n   % 

 Top management  12  10.3 
 Middle management/line manager  18  15.4 
 Executive level  30  25.6 
 Technical specialist/engineer/quality control  21  17.9 
 Staff/carry out primary work process  12  10.3 
 Support staff  13  11.1 
 Other  11  9.4 

 117  100.0 

combining the 7 items. Similar calculations were made for the 10 leadership skills 
items and the 7 HRD skills items to achieve scores of 0.78 and 0.80, respectively. 

 The differences between various factors of interest and these three new key vari-
ables were assessed using Mann–Whitney  U  Test (gender, employment situation, 
job organization and type of organization). The results showed signifi cant 
 relationships between perceived HRM skills development and job ( X 2 = 180.81; 
df. = 47; Sig. = 0.00); perceived leadership skills development ( X 2 = 175.33; df. = 51; 
Sig. = 0.00) and perceived HRD skills development ( X 2 = 170.25; df. = 40; 
Sig. = 0.00). No signifi cant differences were found between the three skills variables 
and type of organization, gender, and employed/unemployed variables.  
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    Conclusion 

 The motivation for this research has its roots in a lack of a systematic development 
approach about universities and industry. There was little or no support for connect-
ing these two dimensions, which have made it a very interesting challenge to 
embrace. 

 In this context two approaches to skills development can certainly be identifi ed: 
the organizational development approach and the universities development 
approach, which can be complementary, approaching the industry to the university 
context. 

 This research identifi ed three types of skills through document analysis of pro-
spective studies in industry—human resources management, leadership and human 
resources development, and tries to analyse the perception of the students from 

    Table 33.5    Perceived development of skills by the students (1 = no development; 2 = weak 
development; 3 = moderate development; 4 = considerable development; 5 = strong development)—
[Cronbach’s alpha (number of items) Mean (1–5) (SD)]   

 Rank  Skills  Cronbach’s alpha  Mean  S.D. 

  Human resources management skills   0.71 ( n  = 7) 

 1  HRM strategies  3.10  1.23 
 2  HRM practices and techniques  3.10  1.22 
 3  Management of strategic deals and alliances  3.10  1.18 
 4  Diversify the business as a HRM consultancy service  2.50  1.23 
 5  Social and relational skills  3.20  1.18 
 6  People management  3.20  1.16 
 7  Communication  3.20  1.16 
  Leadership skills   0.78 ( n  = 10) 
 1  Employees performance  3.27  1.19 
 2  Development opportunities  3.22  1.25 
 3  Motivation of employees  3.15  1.23 
 4  Satisfaction of employee  3.12  1.26 
 5  Corporate governance  3.12  1.25 
 6  Communication  3.07  1.25 
 7  Managing expectations  3.07  1.21 
 10  Integrating cultural differences  2.97  1.22 
  Human resources development skills   0.80 ( n  = 7) 
 1  New forms and models of work organization  3.10  1.22 
 2  New technologies  3.40  1.24 
 3  Organizational change  3.25  1.25 
 4  Initiative, decision taking and responsibility  2.30  1.20 
 5  Creativity and Innovation  3.20  1.26 
 6  Analysis of information  3.19  1.23 
 7  Social and relational knowledge  3.19  1.22 
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higher education human resources management courses about the level of develop-
ment of those skills. 

 According to the students, the skills identifi ed had a moderate development in the 
high education human resources management courses. This conclusion leads us to 
rethink the pedagogical model of these courses that are taught at higher education level. 

 It’s also possible to conclude that there are signifi cant relationships between per-
ceived human resources management skills development and the student’s job, but 
no signifi cant differences were found between the three skills dimensions—human 
resources management, leadership, and human resources development—and the 
type of organization, gender, and employed/unemployed variables. 

 This study will help universities and industry to be more integrated and to rethink 
their strategies according to skills development in order to respond to the challenges 
of the market.     
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    Chapter 34   
 A Case for Strategic Management in Higher 
Education in India                     

     Sahil     Sawhney     ,     Ankur     Gupta     , and     Kulwant     Kumar    

    Abstract     Higher Education in India remains heavily critiqued for not meeting 
stakeholder expectations. Enhancing overall quality and effectiveness remain the 
priority areas for institutions which battle existential concerns and student discon-
nect in a rapidly changing and competitive landscape. Strategic management has 
been employed by a variety of industries to articulate a future vision and outline 
specifi c short-term and long-term goals with a view to drive competitive advantage. 
Higher education institutions globally and especially in the USA have led the adop-
tion of formal strategic management frameworks with a high degree of success. This 
paper reviews the evolution of strategic management in higher education worldwide. 
The Indian higher education space is specifi cally examined for application of the 
strategic management practice. Finally, a strong case is made for institutionalizing 
the use of strategic management in India to cope with the prevailing challenge.  

  Keywords     Strategic management   •   Indian Higher Education  

      Introduction 

 The last two decades have witnessed unprecedented growth of the Indian Higher 
Education (IHE) sector. As per the Deloitte Report on Indian Higher Education 
Sector (Deloitte,  2012 ) IHE has emerged as the largest in the world in terms of 
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number of institutions. Figure  34.1  highlights the growth in higher education since 
Independence in terms of institutions, universities, colleges and faculty members.

   Despite its size and scope, the Gross Enrolment Ratio (GER) in IHE continues to 
be far below the global average of 30 % whereas China has already surpassed the 
fi gure by mid-2014. As per the prediction made by National Knowledge Commission, 
India would need an investment of $190 Billion to achieve the desired target GER 
of 30 % (Deloitte,  2012 ). 

 The rapid growth witnessed in the higher education sector has generated numer-
ous challenges with the key ones being ensuring quality, increasing employability 
of graduates, improving quality of research and achieving global standards. As per 
the Times Higher Education World University Ranking 2015–2016 India has only 4 
universities among the top 400 with the highest ranked Indian Institute of Science 
(IISc) falling in the range of 251–300. China with 11, South Korea with 9, Japan 
with 6 and Singapore with 2 fares much better than India in the Asian context when 
the relative sizes of these countries and GDP growth are factored in. Therefore, 
there is an urgent need to reassess Indian policy on higher education while devising 
strategic frameworks for continuous and comprehensive quality improvement. This 
paper makes a strong case for the institutionalization of strategic management at the 
level of individual institutions of Higher Education in India with a special focus on 
institutions in the private sector. It traces the evolution of strategic management in 
higher education worldwide establishing a strong correlation between strategic 
management and sustained institutional excellence. The challenges in implement-
ing strategic management in IHE at large are also discussed and fi nally some ideas 
for its successful adoption are presented.  
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  Fig. 34.1    Growth of Indian Higher Education during 1950–2015 (UGC,  2014 )       
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    Strategic Management in Higher Education: Global Evolution 

   Strategy is the determination of the basic long-term goals of an enterprise, and the adoption 
of courses of action and the allocation of resources necessary for carrying out these goals 
(Chandler,  1962 ). 

   The discipline of Strategic Management originated in the business sector in late 
1950s when many business organizations rapidly started adopting strategic manage-
ment to plan, develop and execute processes for competitive advantage. The impor-
tance of Strategic Management by public and non-profi t organizations was felt in 
early 1980s in the USA when the Higher Education system faced challenges like 
reduced fi nancial support, lower enrolments and resource mobilization. As men-
tioned by Bryson ( Strategic Planning for Profi t and Non-Profi t Organizations   2011 ), 
Harvard Business School through its Harvard Policy model had developed the most 
renowned and successful models of strategic planning for profi t and non- profi t orga-
nizations. The idea and thought process of applying strategic management and plan-
ning in the academic set-up was fi rst brought by George Keller, in his book,  Academic 
Strategy: The Management Revolution  ( 1983 ). Before that, there were only discus-
sions of the applicability of strategic planning to higher education. 

 As per Keller ( 1997 ) that effective strategic planning is what separates the aver-
age from the above average, and makes planning institutions emerge as leading 
institutions. Hunt, Oostiing, Stevens, and Loudon ( n.d. ) state several reasons for 
implementing strategic planning in private higher education system, including:

    1.    To improve performance toward meeting the mission statement;   
   2.    To improve performance toward increasing the academic standing;   
   3.    To increase accomplishments with the same or lower level of resources;   
   4.    To clarify the future direction of the institution;   
   5.    To meet the requirements of accreditation or of a government agency;   
   6.    To solve major problems (threats) or address signifi cant opportunities.    

  Table  34.1  presents an overview of global strategic management adoption.
   According to Watson ( Managing Strategy   2000 ) managing strategy is vital for a 

university, as it provides the realization of its core activities.  

   Table 34.1    Global adoption of strategic management and outcomes   

 Year of 
inception  Country  Current state of strategic management 

 No. in 
top 400 

 1980  USA  Strategic Planning has become a well-adopted management 
practice in higher education. All the institutions have detailed 
strategic plans available on their website for transparency and 
public view. It’s mandatory for all institutions to have strategic 
plans for university accreditation 

 100 

 1984–
1989 

 UK  All the institutions were instructed by government to come 
up with strategic plan 

 46 

(continued)
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    Indian Higher Education Scenario 

 Due to globalization and India’s aim of becoming a knowledge power-house, pro-
viding quality education to sustain its growth has become one of key focus areas of 
government policies. IHE has thus witnessed a number of reforms, policies, regula-
tory bills unfolding since Independence with a view to achieve its aggressive goals 
of equity, excellence and access. Unfortunately, successive policies have missed out 
on strategic planning for IHE as a whole and also not envisioned the adoption of 
strategic management by individual institutions for overall quality improvement. 
Even the accreditation processes in India make no mention of adoption of strategic 
management while evaluating institutional governance and leadership. 

 “…  Our university system is, in many parts, in a state of disrepair…almost two- 
third of our universities and 90 per cent of our colleges are rated as below average 
on quality parameters… ” Former Prime Minister of India Dr. Manmohan Singh 
( PM’s address at University of Mumbai   2007 ). From being classifi ed as a perennial 
sunrise industry, the Indian Higher Education Sector is in a state of deep recession. 
The All India Council for Technical Education (AICTE) has disclosed that out of 
the nearly 16 lakh seats in engineering available across India, nearly 8 lakh seats 
remained vacant in 2015 leading to closure of several hundred institutions 
(Sahasrabudhe,  2015 ). The state of this sector is counter-intuitive to the healthy 
state of the Indian Economy and an underperforming education sector can have 
long-term negative repercussions on the future projections for the Indian economy 
(Gupta,  2005 ). Table  34.2  summarizes the challenges facing IHE.

 Year of 
inception  Country  Current state of strategic management 

 No. in 
top 400 

 1986  Europe  The Centre for Strategic Management of European 
Universities was created in 1986 with a vision to promote 
strategic management practice in academic set-up. In its 
recent Europe 2020 strategy there was a strong need to put 
emphasis on increasing the performance by modernizing their 
governance and train their leaders. Project “MODERN” is a 
consortium of 10 crore and 31 associate partners to prepare 
the higher education to work under external threats 
(Benneworth,  2011 ) 

 47 

 1990  China  China government laid strong emphasis on enhancing the 
international competitiveness of its higher education in the 
early 1990s in the form of two major projects—211 and 985 
under which institutions were directed to come up with 
strategic plans (Council,  2013 ) 

 11 

 1987–
1988 

 Australia  The federal government in 1988 brought new reforms under 
which it was made mandatory for the institutions to have 
strategic plans 

 22 

 1995  Singapore  The Institutions and the government of Singapore devised 
strategic plans aimed at promoting the internationalization 
of their education system and programmes 

 2 

Table 34.1 (continued)
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       Strategic Management Adoption in Higher Education 

 The adoption of formal strategic management by institutions of Higher Education in 
India is in a nascent state. A survey of the top institutions of national importance 
indicates the stark absence of strategic management. Barring two Indian Institutes 
of Technology IIT Madras and IIT Bombay none of the other institutions have their 
strategic plans published on their websites. Even when strategic plans are available, 
it is not clear whether strategic management has been adopted both in processes or 
practices. The scenario is even bleaker in the private sector, which alone accounts 
for over 75 % of all enrollments in the higher education sector. 

 Very few researchers in India (Pingle & Kaul,  2011 ; Raghunandhan & Sequeria, 
 2013 ; Raghunandhan,  2009 ) have focused on strategic management. The sheer 
absence of studies and literature pertaining to implementation of strategic 

   Table 34.2    Challenges in IHE   

 Challenges  Manifested issues 

 Policy paralysis  • Pace of educational reforms inconsistent 
 • Funds deployed for capacity expansion and not capability 

development 
 • Regulatory framework stifl ing autonomy 

 Lack of curriculum 
reforms and Pedagogy 
innovation 

 • Institutes cannot undertake curriculum revision 
 • Courses not designed to inculcate industry-relevant skills, 

research, innovation or entrepreneurship 
 • Outdated teaching pedagogy and low ICT-usage 

 Lack of manpower 
planning 

 • Oversupply of seats in some courses and undersupply in others 
 • Industry-needs not considered while opening new institutions/

courses or for intake planning 
 Faculty crunch  • Low quality faculty 

 • Low quality PhD programmes 
 • 30–40 % of senior faculty positions are unfi lled across premier 

institutions and universities (Verma,  2015 ) 
 Gaps in the accreditation 
process 

 • Only 25 % institutions accredited 
 • Flawed process not continuous or comprehensive 
 • Bill on Mandatory Accreditation languishing in Indian 

Parliament for approval 
 Lack of industry linkages 
and poor employability 

 • Insuffi cient industry participation in curriculum development, 
joint research and faculty development 

 • Report by NASSCOM indicates 80 % of engineering and 90 % 
of the management graduates not directly employable by 
industry (Jaipuria,  2014 ) 

 Low quality research 
and innovation 

 • No Indian university top 100 of the world as research output and 
impact form major chunk of the weightage criteria 

 • The India’s relative citation index is half that of world’s average 
(Young,  n.d. ) 

 Governance and 
leadership 

 • Leadership vacuum 
 • Heads of institutions have little experience of modern 

management principles 
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 management highlights the lack of awareness and emphasis on strategic manage-
ment in IHE as compared to institutions in developed and developing countries 
which were quick to adopt Strategic Planning for safeguarding their interests in a 
globally competitive environment. The future success of the IHE will depend on how 
quickly institutions adapt to this changed scenario and create strategic plans to build 
new capacities and capabilities to thrive. Adopting strategic management by institu-
tions in India seems to be a logical, yet challenging due to the following reasons:

    1.    The current leadership is not equipped with the skill set to envisage and imple-
ment strategic planning in a vast majority of the institutions.   

   2.    Decision-making processes in institutions have a long life-cycle being participa-
tive and consensus-based, preventing agile responsiveness.   

   3.    IT-adoption and skills remain poor across a vast majority of institutions. Even 
when adopted, its success remains limited.   

   4.    Institutions are caught up in regulatory hurdles and lack the autonomy needed to 
chart their own course.   

   5.    Institutions have a very narrow understanding of strategic management, limited 
to devising the vision, mission and providing broad directions for institutional 
growth. Detailed mechanisms for tracking, monitoring and designing corrective 
or strategic interventions are missing.    

     The Road Ahead 

 Given the huge challenges that confront IHE, some ideas towards effective and suc-
cessful implementation of strategic management at individual institutions are pre-
sented below:

    1.    Intensive training for the leadership teams at institutions on strategic manage-
ment and modern management practices should be conducted on priority.   

   2.    IT-adoption in the areas of learning management, student engagement, analytics 
and performance management to be fast-tracked.   

   3.    Create fi nancial outlays to support strategic management and invest in faculty 
development, research and innovation and unique student experiences.   

   4.    Corporatize select functional areas. Create a pool of professional managers with 
specialized positions such as strategic managers to drive strategy adoption and 
implementation.   

   5.    Identify mentor institutions and seek help in developing core competencies in 
strategic management.   

   6.    Create strong incentives for stakeholders in achieving strategic objectives.     

 At the Government/policy/regulatory levels the following initiatives can be 
considered:

    1.    Formulate and articulate a National Strategic Management Framework for IHE 
with a buy-in from all State Governments for effective implementation.   
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   2.    Reduce regulatory obstacles for high-performance institutions rewarding them 
with autonomy. Let the free-market regulate.   

   3.    Adopt IT analytics framework to create transparency, objectivity and effectively 
determine institutional output and outcomes. Gupta ( 2013 ) presents a cloud- 
based analytics framework for managing institutional quality.   

   4.    Create centers of excellence in strategic management in institutions of national 
importance which extend help to other institutions backed by solid research and 
demonstrated best-practices.   

   5.    Make adoption of strategic management a core element of the accreditation 
process.   

   6.    Introduce higher degree programs, certifi cations and world-class training pro-
grammes on strategic management for institutions.       

    Conclusion 

 Research, business case studies and empirical evidence establish a strong correla-
tion between strategic management and organizational excellence. Internationally, 
institutions of higher education have strongly ingrained strategic management prac-
tices and processes. This has resulted in these universities obtaining consistently 
high ranks across several international rankings. We strongly advocate the adoption 
of strategic management by the Indian Higher Education sector to overcome the 
critical challenges facing it today. We believe that the survival of the sector and its 
ability to meet and exceed global standards in the next two decades shall depend 
inexorably on effective strategic planning and execution.     
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    Chapter 35   
 The Effect of International Accounting 
Standards on Management Behavior: 
A Study on Earnings Management Behavior 
in Countries with High Investor Protection                     

     Benno     Feldmann      and     Tiet     Khanh     Le   

    Abstract     The objective of this study is to examine the effect of the international 
fi nancial reporting standards (IFRS) implementation on earnings management 
behavior in countries with high investor protection and strong legal enforcement. 
It does this by looking at a sample of 199 public listed companies from seven 
selected countries over a period of 15 years (before and after IFRS adoption). The 
results of this study suggest that in high investor protection countries, earnings man-
agement in general and accrual-based earnings management (AEM) in particular 
are more implemented during the IFRS application period than during the national 
generally accepted accounting principles (GAAP) application period. The study 
also suggests that earnings reports are more manipulated when fi rms face fi nancial 
distress. However, it does not have enough evidence to conclude that real earnings 
management (REM) is more or less practiced after the transition to IFRS and 
whether there is a substitutional relationship between REM and AEM.  

  Keywords     International accounting standards   •   Earnings management   •   Investor 
protection   •   Management behavior  

      Introduction 

 With the objective to develop a single set of high quality, understandable, enforceable, 
and globally accepted fi nancial standards based upon clearly articulated principles, 
the international fi nancial reporting standards (IFRS) of the International Accounting 
Standards Board (IASB) have become a common language of accountants, investors, 
regulators, and business leaders. Since 2001, almost 120 countries have required or 
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permitted the use of IFRS (IASB,  2015 ). Due to the differences between IFRS and 
national generally accepted accounting principles (GAAP), the adoption of IFRS may 
have impacts not only on accounting and fi nancial reporting systems, but also on 
other areas of an organization including people, process, and technology, for example, 
information technology systems, tax reporting requirements, internal reporting, key 
performance metrics, and the tracking of stock-based compensation. This paper 
focuses only on the impacts of IFRS on the behavior of the company management in 
countries with high investor protection and strong legal enforcement. 

 According to McKee ( 2005 ), a company management has a vital interest in how 
earnings are reported and the executives need to understand the effect of their 
accounting choices so that they can make the best possible decisions for the com-
pany. The notion that investor’s reliance on accounting information to value stocks 
can provide managers incentives to manipulate earnings in order to infl uence short 
term share price performance or to show more stable fi nancial fi gures is illustrated 
in previous studies (Dye,  1988 ; Healy & Wahlen,  1999 ). Moreover, prior research 
also documented that the executive compensation structures can lead to earnings 
management (EM) (e.g., Bergstresser & Philippon,  2006 ; Peng & Roell,  2008 ; 
Oberholzer-Gee & Wulf,  2012 ). Taken together, EM appears to be a universal phe-
nomenon and deserves the attention of regulators, auditors, accountants, business 
professionals, accounting researchers, and investors and given the fact that earnings 
manipulation practice of the company management has affected the accounting 
quality of fi nancial statements, EM behavior is chosen as a proxy for management 
behavior in this research. In this paper, EM is categorized into accrual-based earn-
ings management (AEM) and real earnings management (REM). 

 Roychowdhury ( 2006 , p. 336) defi ned REM as “management actions that devi-
ate from normal business practices, undertaken with the primary objective to mis-
lead certain stakeholders into believing that earnings benchmarks have been met in 
the normal course of operation.” On the other hand AEM refers to  managers’ 
opportunistic use of the fl exibility allowed under accepted accounting standards  
(e.g.  GAAP, IAS, IFRS )  to change reported earnings without changing the underly-
ing cash fl ows . (Adapted from Zeyun,  2009 ) 

 Recent research suggests that high investor protection and strong legal enforce-
ment systems are the necessary determinants of high quality fi nancial statement 
numbers (e.g., Nabar & Boonlert-U-Thai,  2007 ; Francis & Wang,  2008 ; Houqe, 
Van Zijl, Dunstan, & Karim,  2011 ). Investor protection is defi ned as  the power to 
prevent managers from expropriating minority shareholders and creditors within 
the constraints imposed by law  (La Porta, Lopez-de-Silanes, Sheiler, & Vishny, 
 2002 ; Leuz, Nanda, & Wysocki,  2003 ; Enomoto, Kimura, & Yamaguchi,  2015 ). In 
the literature, investor protection has been considered as one of the important fac-
tors affecting the EM behavior of managers. Therefore, the research chose samples 
in selected countries with high investor protection rankings according to World 
Bank Group ( 2014 ) ratings 2014 and high legal enforcement scores (with updated 
data from 2000 to 2014) used in the study of La Porta et al. (1998), namely: Canada, 
Denmark, France, Hong Kong, Ireland, Norway, and United Kingdom. These seven 
selected countries had to meet other additional requirements, such as experiencing 
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no hyper-infl ation during the period of 2000–2014, adopting full IFRS, and making 
no modifi cations to IFRS. The purpose of this selection is an attempt to mitigate or 
decrease the potential effects of the country-specifi c factors on the consistency of 
the results of the research. 

 The aim of this paper is to give an answer to the question whether in countries 
with high investor protection, adopting IFRS will promote, deter, or not affect the 
degree of EM. Once the EM behavior is clarifi ed, the answer will contribute to 
strengthen or weaken the prevailing opinion that adopting IFRS improves the qual-
ity of fi nancial information and promotes comparability with global accounting 
practices. There are four hypotheses tested in the research to study the behavior of 
management regarding EM including AEM and REM.  

    Hypothesis Development and Methodology 

 Prior research provides mixed evidence and confl icting results on the effect of IFRS 
on EM behaviors. As mentioned previously, strong investor protection laws are fun-
damental conditions for high quality accounting since strong protection limits man-
agers’ ability to acquire private control benefi ts, and reduces their incentives to 
mask fi rm performance. For example, Leuz et al. ( 2003 ) suggested that investor 
protection played an important role in infl uencing international differences in cor-
porate EM. The weak legal environment might also facilitate opportunistic EM 
resulting in lower earnings quality (Ball, Kothari, & Robin,  2000 ; Leuz et al.,  2003 ; 
Siegel,  2005 ). Hence, it may be argued that the increase or decrease in EM may be 
affected by investor protection rather than IAS only. The existing literature points to 
the need for the investigation of the effects of IAS on EM behavior in countries with 
high or low investor protection. This research will re-examine the notions that 
whether IAS increase, decrease, or not affect the manipulation of EM without the 
noise of investor protection and legal enforcement factors by choosing the samples 
in countries with high investor protection rankings and high legal enforcement 
scores. The paper did not compare the degree of EM between two groups: low and 
high investor protection but chose a sample of high investor protection countries to 
observe the degree of EM whether it is maintained, decreased, or increased before 
and after the adoption of IFRS. In a nutshell, there are two directions which the lit-
erature points out: either the implementation of IFRS will decrease or increase 
EM. Based more on the latter direction, the fi rst hypothesis is developed: 

  Hypothesis 1      In high investor protection countries, earnings management during 
the IFRS application period was more implemented than during the national GAAP 
application period.   

 The value of aggregate EM has a (−) direction: the higher the value, the lower the 
degree of EM. Therefore, the symbol “<” stated in the alternative hypothesis stands 
for more implementation of EM and the symbol “≥” in the null hypothesis indicates 
less or equal degree of EM implementation. 
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 Furthermore, fi rms can use multiple EM strategies, e.g., AEM and REM to man-
age their earnings (e.g., Cohen & Zarowin,  2010 ; Dechow, Ge, & Schrand,  2010 ; 
Badetscher,  2011 ; Kothari, Mizik, & Roychowdhury,  2016 ). Burgstahler and Eames 
( 2006 ) documented in detail that both AEM and REM were managed upwards to 
avoid reporting earnings lower than analyst forecasts. As a consequence, Hypotheses 
2 and 3 for AEM and REM are developed: 

  Hypothesis 2      In high investor protection countries, accrual-based earnings man-
agement during the IFRS application period was more implemented than during the 
national GAAP application period.   

  Hypothesis 3      In high investor protection countries, real earnings management dur-
ing the IFRS application period was more often implemented than during the 
national GAAP application period .  

 The values of AEM and REM have also a (−) direction: the higher value repre-
sents lower degree of AEM and REM, respectively. Therefore, the symbol “<” in 
alternative hypothesis stands for more implementation of AEM/REM and the sym-
bol “≥” in null hypothesis indicates a less or equal degree of AEM/REM 
implementation. 

 However, the managers tend to trade off using AEM and REM to achieve their 
objectives and they consider the two strategies as substitutes (Zang, 2007, p. 676). 
Prior research have also documented that managers prefer REM to AEM (e.g., 
Graham, Harvey, & Rajgopal,  2006 ; Roychowdhury,  2006 ; Cohen et al., 2010; 
Enomoto et al.,  2015 ). Based on these arguments, it is expected that the companies 
might use both AEM and REM to edit reported earnings and that in high investor 
protection countries, it is predicted that the managers tend to avoid accrual-based 
earnings manipulations and to take advantages of REM techniques. Thus, the fourth 
hypothesis is developed in this research to test the relationship between AEM and 
REM. A negative correlation suggests substitutability between AEM and REM. It 
also suggests that managers tend to substitute AEM for REM. 

  Hypothesis 4      In high investor protection countries, during the IFRS application 
period accrual-based earnings management was negatively correlated with real 
earnings management.   

 To understand the effects of IAS on EM behaviors, several steps were taken. Firstly, 
patterns of aggregate earnings management (including aggregate EM, aggregate 
AEM, and aggregate REM) activities over the period of 14 years (2001–2014) 1  were 
plotted on charts to examine the effects of IFRS adoption on EM. Secondly, this study 
tested hypotheses to determine if different types of EM are maintained, increased, or 
decreased after adopting IFRS. Particularly, it focused on the comparison of AEM and 

1   A period of 15 years (2000–2014) was observed. However, the calculations in the measurements 
of this study were based on lagged values, depending on how the formulas are structured; the 
observed period could be reduced to 14 years (2001–2014 for AEM measurements) or 13 years 
(2002–2014 for REM measurements). 
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REM during the IFRS application period and during the national GAAP application 
period. Lastly, it tested the hypothesis pertaining to the relationship of AEM and REM 
in countries with high investor protection, in a period of IFRS application. The mea-
sures of both AEM and REM were adapted from the methodology developed by Leuz 
et al. ( 2003 ), adopted by Cai (2008), and recently employed and further developed by 
Enomoto et al. ( 2015 ). The following subsection presents the explanations of measur-
ing AEM and REM and their aggregate values. 

 For the purpose of plotting, the changes in patterns of EM activities on charts and 
of testing hypotheses, the aggregate AEM, aggregate REM, and aggregate EM are 
calculated as follows:

  

Aggregate AEM AEM AEM AEM

Aggregate REM REM REM

Aggr

= + + −( )
= +

1 2 3 1

1 2

*

eegate EM Aggregate AEM Aggregate REM= +    

  Aggregate AEM is the total of AEM1 (smoothing reported earnings by using 
accruals), AEM2 (correlation between the changes in accruals and changes in oper-
ating cash fl ow), and AEM3 (magnitude of accruals). Aggregate REM is the total of 
REM1 (sales and production manipulation) and REM2 (discretionary expenditure 
manipulation). Aggregate EM is the total of aggregate AEM and aggregate REM. 

 High value of aggregate AEM, aggregate REM, and aggregate EM suggests a low 
level of earnings manipulation. In aggregate AEM, the direction of AEM3 is reversed 
by multiplying with (−1) because it has an opposite direction as compared to other 
variables: the higher value of AEM3 suggests a higher value of earnings smoothing.  

    Empirical Results 

 To have an overview of EM behavior in high investor countries, the aggregate EM, 
aggregate AEM, and aggregate REM of sample countries, excluding Canada due to 
its difference of IFRS adoption timeline, were calculated and plotted in Chart  35.1 . 
Chart  35.1  indicates that as compared to the period before adopting IFRS, the aggre-
gate levels of AEM after adopting IFRS are higher through years and the aggregate 
levels of REM after adopting IFRS are lower through years. This is inconsistent 
with the statement of Enomoto et al. ( 2015 ) that REM should be more constrained 
and that AEM should be less implemented in countries with strong investor protec-
tion. From the chart, it is of note that there are several points of time where the levels 
of aggregate EM and AEM changed signifi cantly.

   Firstly, in 2005, both AEM and REM increased signifi cantly as compared to pre-
vious years. This may be explained by the fact that 2005 is the year of mandatory 
adoption of IFRS in six selected sample countries (excluding Canada) where all of 
their selected sample fi rms changed from national GAAP to IFRS. There are two 
explanations that may be interpreted: either IFRS’s increased fi nancial reporting fl ex-
ibility may provide more EM opportunities for fi rms or the change to new accounting 
standards may affect the levels of EM in short term, known as transition effects. 
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 Secondly, AEM started to increase in 2008 and stayed at high level till 2012 and 
EM started to increase in 2009 and also stayed at high level till 2014. This trend 
might come from the effects of global fi nancial crisis of which impact was felt 
broadly across the globe in 2008/2009. The 2008 fi nancial crisis is considered by 
many economists to have been the worst fi nancial crisis since the Great Depression 
of the 1930s. 2  This fi nancial crisis may create or magnify incentives to manage earn-
ings because during the crises, fi rms often experience a systematic decline in 
incomes. The reduced earnings might be attributed to macroeconomic shocks rather 
than to the poor performance by managers. Empirical evidence suggests that fi rms 
engage in aggressive EM during periods of fi nancial crisis (Chia, Lapsley, & Lee, 
 2007 ; Johl, Jubb, & Houghton,  2007 ; Molik, Mir, & Khokan,  2013 ). Molik et al. 
( 2013 ) also found that managers tend to time their earnings announcement (with 
earnings shocks) to occur soon after their industry peers’ warnings to minimize their 
apparent responsibility for earnings shortfalls. 

    Independent Samples  t -Test for Hypothesis 1 

 An independent test was run on the data as well as 95 % confi dence intervals for the 
mean difference. It was found that the degree of EM in the IFRS using period 
(1.211 ± 0.374) was signifi cantly more than (the lower the value, the higher the 
degree of EM) the degree of EM in the national GAAP using period (1.445 ± 0.424), 
 t  (89)  = −2.618,  p  = 0.010. The null hypothesis H1 0  = EM-IFRS ≥ EM-GAAP is 
rejected. The alternative hypothesis H1 1  = EM-IFRS < EM-GAAP is accepted. 

2   Reuters, Three top economists agree 2009 worst fi nancial crisis since Great Depression; Risks 
increase if right steps are not taken. Available from:  http://www.reuters.com/article/2009/02/27/
idUS193520+27-Feb-2009+BW20090227  (27 Feb 2009). 

  Chart 35.1    General trend of accrual-based earnings management (AEM), real earnings manage-
ment (REM), and EM during 2001–2014       
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As a result of this test, it can be concluded that in high investor protection countries, 
EM during the IFRS application period is more implemented than during the 
national GAAP application period (Table  35.1 ).

       Independent Samples  t -Test for Hypothesis 2 

 An independent  t -test was conducted on the data as well as 95 % confi dence inter-
vals for the mean difference. It was found that the degree of AEM in the IFRS using 
period (−0.101 ± 0.295) was signifi cantly higher than (a lower value represents 
a higher degree of EM) the degree of AEM in the national GAAP using period 
(0.159 ± 0.385),  t  (89)  = −3.506,  p  = 0.001. It means that the null hypothesis H2 0  =
AEM- IFRS ≥ AEM-GAAP is rejected. The alternative hypothesis H2 1  =
AEM- IFRS < AEM-GAAP is accepted. As a result of this test, it can be concluded 
that in high investor protection countries, AEM during the IFRS application period 
is more implemented than during the national GAAP application period (Table  35.2 ).

       Independent Samples  t -Test for Hypothesis 3 

 An independent samples  t -test was performed on the data as well as 95 % confi -
dence intervals for the mean difference. It was found that the degree of REM in the 
IFRS using period (1.297 ± 0.242) was insignifi cantly more than (a lower value rep-
resents for a higher degree of EM) the degree of REM in the national GAAP using 
period (1.321 ± 0.221),  t  (89)  = −0.443,  p  = 0.659. Hence, there is not enough evidence 
to reject the null hypothesis: H3 0  = REM-IFRS ≥ REM-GAAP (Table  35.3 ).

   On the one hand, the independent samples  t -tests provided signifi cant results to 
conclude that in high investor protection countries, EM in general and AEM in par-
ticular are more implemented during the IFRS using periods than during the national 
GAAP using period. Since higher EM indicates lower quality of fi nancial reporting, it 
may be interpreted that in high investor protection countries, IFRS have not provided 
better quality of fi nancial reporting. This may be because the increased fi nancial 
reporting fl exibility under IFRS provides more EM opportunities for managers. 

   Table 35.1    Independent samples  t -test results for Hypothesis 1   

  t -test for equality of means 

  t   df 
 Sig. 
(2-tailed) 

 Mean 
difference 

 Std. error 
difference 

 95 % confi dence 
interval of the 
difference 

 Lower  Upper 

 EM  Equal 
variances 
assumed 

 −2.618  89  0.010  −0.234  0.089  −0.411  −0.056 

 Equal 
variances 
not assumed 

 −2.489  43,986  0.017  −0.234  0.094  −0.423  −0.044 
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The higher fl exibility under IFRS is refl ected in choosing alternative accounting meth-
ods and permits measurements such as fair value accounting. Moreover, a principle- 
based accounting standard is embedded with lower specifi city and more judgement 
from managers, which may result in higher opportunities for EM. On the other hand, 
the test failed to reveal a signifi cant difference between the two groups of REM. It also 
means that in high investor protection countries, the degree of REM during the IFRS 
application period and during the national GAAP application period was quite similar. 
This behavior may be explained by the disadvantages of using REM. As explained, 
using REM may affect the future economic performance of the fi rm negatively and the 
fi rm may bear more costs as compared to AEM. Therefore, REM was maintained at 
stable levels in these countries between 2002 and 2014.  

    Testing Bivariate Correlation Between AEM 
and REM for Hypothesis 4 

 Before testing the bivariate correlation between AEM and REM, the auto- correlation 
between these two variables was calculated because the data are time-series data 
collected over 14 years. The Durbin–Watson test was performed and had a D–W 

   Table 35.2    Independent samples  t -test results for Hypothesis 2   

  t -test for equality of means 

  t   df 
 Sig. 
(2-tailed) 

 Mean 
difference 

 Std. error 
difference 

 95 % confi dence 
interval of the 
difference 

 Lower  Upper 

 AEM  Equal 
variances 
assumed 

 −3.506  89  0.001  −0.261  0.074  −0.408  −0.113 

 Equal 
variances 
not assumed 

 −3.146  39,419  0.003  −0.261  0.083  −0.428  −0.093 

   Table 35.3    Independent samples  t -test results for Hypothesis 3   

  t -test for equality of means 

  t   df 
 Sig. 
(2-tailed) 

 Mean 
difference 

 Std. error 
difference 

 95 % confi dence 
interval of the 
difference 

 Lower  Upper 

 REM  Equal 
variances 
assumed 

 −0.443  89  0.659  −0.024  0.054  −0.131  0.084 

 Equal 
variances 
not assumed 

 −0.460  53,280  0.648  −0.024  0.052  −0.129  0.081 
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value of 2.226. If the D–W value is close to 0 or 4, it indicates a strong or negative 
correlation amongst residuals. For data has strong auto-correlation, the bivariate 
correlation will be insignifi cant. In that case, the auto-regression should be run 
instead of bivariate correlation. The result is close to 2, meaning there is no serial 
correlation between variables. 

 Table  35.4  reports the Pearson correlation between the pooled aggregate AEM 
and aggregate REM. Consistent with Hypothesis 4, aggregate AEM is negatively 
correlated with aggregate REM (−0.106). However, the test is insignifi cant at 
 p  = 0.403 > 0.050. Hence, there is not enough evidence from the data to conclude 
that in high investor protection countries, in the period of IFRS application, AEM is 
negatively correlated with REM.

   The bivariate correlation between AEM and REM was also tested in each single 
country, and there was only one case, namely France showing a signifi cant negative 
relationship between the two variables:  p  = −0.599, Sig. = 0.031 (2-tailed). A nega-
tive correlation suggests substitutability between AEM and REM. The result sug-
gests that in France managers tend to substitute AEM for REM. However, there is 
not enough evidence to state that in high investor protection countries (groups of 
selected sample countries) the correlation between AEM and REM is negative. It 
may be interpreted that REM may not be chosen as a substitute for AEM because its 
relative costs are higher than the costs of AEM. For example, it may be more expen-
sive to depart from normal business practices for fi rms that are under pressure of 
high competition within the industry since it would reduce their competitive advan-
tage relative to their industry peers which face less competition. Another explana-
tion is that using REM results in higher levels of taxable income (Zang,  2012 ).   

    Conclusions 

 This paper studied the effects of IAS on management behavior of 199 public listed 
companies, particularly in countries with high investor protection and strong legal 
enforcement, namely: Canada, Denmark, France, Hong Kong, Ireland, Norway, 
and United Kingdom. Since EM was chosen as a proxy for the behavior of manag-
ers, it examined whether fi rms in high investor protection countries engage in EM, 
AEM, and REM more often during the IFRS using period than under the local 

   Table 35.4    Correlation between aggregate AEM and REM   

 Aggregate AEM  Aggregate REM 

 Aggregate AEM  Pearson correlation  1  −0.106 
 Sig. (2-tailed)  0.403 
  N   64  64 

 Aggregate REM  Pearson correlation  −0.106  1 
 Sig. (2-tailed)  0.403 
  N   64  64 

35 The Effect of International Accounting Standards on Management Behavior:…



420

GAAP using periods. This research is in line with many researchers identifying 
that EM increased after IFRS adoption (e.g., Lin & Paananen,  2006 ; Christensen, 
Lee, Walker, & Zeng,  2015 ; Ahmed, Neel, & Wang,  2012 ; Capkun, Collins, & 
Jeanjean,  2012 ; Salewski, Teuteberg, & Zülch,  2014 ). Furthermore, the study also 
tested the bivariate correlation between aggregate AEM and aggregate REM in the 
selected sample countries to examine whether fi rms trade off AEM and REM as 
substitute. 

 The results of this study show that in high investor protection countries, the 
degree of EM in general and AEM in particular increased after changing from 
national GAAP to using IFRS. This was mainly through greater use of discretionary 
accruals. Consequently, it can be concluded that in high investor protection coun-
tries, IFRS has not provided a better quality of fi nancial reporting and that managers 
tend to take the opportunities of higher fl exibility which this principle-based 
accounting standards have to engage in earnings manipulation to achieve a specifi c 
reported earnings objective. This paper will, hence, increase the investor’s aware-
ness regarding high quality of fi nancial reporting of IFRS because this study shows 
evidence that even in high investor protection and high legal enforcement countries, 
EM under IFRS has been practiced more than under national GAAP. 

 The research suggests that in high investor protection countries, the degrees of 
REM during these two periods were rather similar. The independent samples  t -test 
did not reveal a signifi cant difference between REM under IFRS and local 
GAAP. This may give spaces for future research on the behavior of REM in low 
investor protection countries to see how different the pattern of REM between low 
and high investor protection groups of countries is. Furthermore, except for the case 
of France, this study failed to fi nd a substitutive relation between REM and AEM in 
samples of high investor protection countries. According to Bae, Tan, and Welker 
( 2008 ) and Cai, Rahman, and Courtenay ( 2008 ), France has the highest score of 
difference between local GAAP and IFRS as compared to other countries in the 
samples. France gets 12 score, while others get lower scores, for example, United 
Kingdom gets 1, Hong Kong gets 3, and Canada gets 5. Difference between national 
GAAP and IFRS is the summary score of how domestic GAAP differs from IAS on 
21 key accounting dimensions. Higher value represents more discrepancies between 
national GAAP and IFRS. This does point out the need for additional studies which 
should take the difference between national GAAP and IFRS as a control variable 
of choosing samples or examine the relationship between the behaviors of EM and 
differences between IFRS and domestic GAAP. 

 Furthermore, the statistical tests in this study were run only with a limited num-
ber of 2883 fi rm year observations as in Leuz et al. ( 2003 ), Enomoto et al. ( 2015 ), 
or in similar studies. However, limitation is unavoidable because of the high require-
ments for sampling sets in this research and the long time periods examined (15 year 
time series). Future research could extend this sample sizes to produce a more 
robust statistical result.     
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    Chapter 36   
 Intercultural Competencies for Career 
Advancement: A Comparative Study 
of Managerial Competencies in United Arab 
Emirates and Malaysia                     

     Diana     J.     Haladay     ,     Rommel     Pilapil     Sergio     ,     Ahmed     M.     Makki    , 
    Zainal     Abu     Zarim    , and     Mohd     Nor     Ismail   

    Abstract     This research paper examines competencies and career advancement of 
338 managers in two different countries: the United Arab Emirates and Malaysia. 
The descriptive-correlational survey method has been utilized. Research fi ndings 
show that managerial competencies are similar across the two countries. It also 
reveals that managerial competencies are also a strong predictor of career advance-
ment. There is limited research on the impact of culture on competencies and career 
advancement in non-Western countries. Thus, this research study benchmarks the 
similarities and differences of the impact of culture and competencies in career 
advancement at the managerial level in these two non-Western countries.  

  Keywords     Intercultural competencies   •   Career advancement   •   Managerial compe-
tencies   •   United Arab Emirates   •   Malaysia  

      Introduction 

 Globalization is no longer a dream of the future, but is the predominant reality of the 
business environment in the twenty-fi rst century. This means that the majority of 
business enterprises have business interests in more than one country, creating a 
complex employment market where multinational organizations compete with local 
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and regional enterprises for a global workforce comprised of both local and expats 
from around the world. 

 Thus, the challenge of operating successfully globally is compounded by the 
necessity to understand the interface between the management practices of the par-
ent company and the cultural and management practices of the local country, in 
addition to the cultural and management expectations of the expat workforce 
employed in the local market. 

 Hofstede ( 1980 ), Schein ( 2010 ), and Bolman and Deal ( 2011 ) believe that the 
effectiveness or ineffectiveness of management practices and their associated com-
petencies are culturally determined. Major consulting companies such as The Hay 
Group and Development Dimensions International have played a signifi cant role in 
the globalization of business. Thus, other researchers believe that even though man-
agerial competencies were developed in the USA, and refl ect Western values, they 
are being applied globally with the unquestioned belief that these management 
practices and competencies are universally valid (House,  1998 ; Triandis,  2004 ). 

 This study examines managerial competencies required for performance and 
career advancement in two different countries: the UAE and Malaysia. Specifi cally 
it seeks to identify competencies that differentiate one cultural group from another, 
identify shared competencies, and the reasons for these differences and similarities. 
Private and public sector management practice has been examined separately due to 
the differences in the competencies required of each. This study builds on a previ-
ously done comparative study of managerial competencies between the UK and 
Singapore (Chong,  2013 ).  

    Review of the Related Literature 

    Managerial Competency 

 It was Boyatzis ( 1982 ;  The Competent Manager ) who popularized the usage of com-
petencies for business purposes as a means for organizations to identify high- 
performing employees and improve organizational performance (Ulrich,  2013 ). 
Lawler ( 1994 ) suggests that competencies are a far more appropriate measurement 
and predictor of employee performance than job-based assessment systems. This is 
due to the instability of the global competitive business environment and the need for 
continuous organizational change and learning on the part of the employee—issues 
which are not addressed in the traditional job-based assessment system. Thus, using 
competencies, rather than job-based systems, “facilitates organizations developing 
organizational capabilities that provide competitive advantage.” (Lawler,  1994 , p. 6) 

 A review of the literature on competencies reveals a wide-ranging defi nition of 
competencies so that there is no single agreed-upon defi nition (Strebler,  1997 ; Jubb 
& Robotham,  1997 ). Some authors, such as Boyatzis ( 1982 ), Burgoyne ( 1993 ), and 
Sternberg and Kolligian ( 1990 ), focus on competencies as traits and behaviors of 
employees. Catano, Fitzgerald, Hackett, Wiesner, and Methot ( 2009 ) see 
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 competencies as the “group of behaviors involving the knowledge, skills, and the 
ability to perform a task or role.” 

 Other authors focus on competencies as the effectiveness of job-specifi c perfor-
mance. In line with this, Hoffmann ( 1999 ) and Hager, Gonczi, and Athanasou 
( 1994 ) defi ne competencies as “the standard or quality of the outcome of the per-
son’s performance.” Cheng, Dainty, and Moore ( 2005 ) extend the defi nition of com-
petencies and argue that managerial effectiveness is dependent upon a “role” of 
social interactions and the ability to perceive and manage the expectations of 
employees. In this way, organizational (task-specifi c) and personal (managerial) 
competencies are related to the extent that managerial competencies are derived 
from the values and core competencies of the organization. 

 In this study, the term “competencies” is used interchangeably to refer to per-
sonal, managerial, organizational task-specifi c, and social interaction performance. 
Managerial competency profi les are based upon individual characteristics, job tasks, 
and roles required for acceptable and outstanding performance. These performance- 
based competencies are evaluated through observed behaviors. In line with this 
practice, this study examines the supervisor’s assessment of their managers’ compe-
tencies and compares them with the managers’ career progressions. The link 
between job competencies and career advancement will help to identify competen-
cies that differentiate faster progressing managers from their peers.  

    National Culture, Ethnicity, and Managerial Competencies 

 To be effective in global business environment, organizations must identify the skills 
and competencies that are most important for their managers. Managers need to 
understand what is needed to succeed in their organizations so that they can success-
fully execute their current roles and responsibilities and be well-positioned for future 
promotions (Kraut, Pedigo, McKenna, & Dunnette,  1989 ). Given the rapid accelera-
tion of globalization and the resulting increased global competition, it becomes imper-
ative that organizations understand the impact of culture on manager’s performance. 
Accordingly, the question becomes to what extent do national cultural values impact 
managerial performance? In other words, are there universal managerial competen-
cies or do national cultures require separate and distinct managerial competencies? 

 Early authors focused on the differentiating nature of culture. Triandis ( 1982 ) 
and Schein ( 2010 ) defi ne culture as a group’s shared reaction to an external environ-
ment that, over time, shapes the history, language, and perceptions of the group 
members. Thus, culture represents the shared understanding of a collective that dif-
ferentiates it from other collectives (House, Javidan, Hanges, & Dorfman,  2002 ). 
House and Aditya ( 1997 ) claim that cultural differences are deeply ingrained and do 
not change over time. 

 In contrast, through their GLOBE studies, House ( 1998 ) found that there were 
both cultural-specifi c dimensions (emic qualities) and universal dimensions (itic 
qualities). The Big Five Inventory (BFI) has been shown to apply across many 
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 cultures (Aziz & Jackson,  2001 ; Denissen, Geenen, Van Aken, Gosling, & Potter, 
 2008 ). Hay/McBer (Whitfi eld,  1995 ) found that there were three “universal compe-
tencies” (leadership, communication, and adaptability) required by international 
managers. Dulewicz ( 1989 ) identifi ed four “supra-competency” clusters: conceptu-
alizing, aligning, interacting, and creating success, which correlated with high per-
formance, while Woodruffe ( 1993 ) identifi ed generic management competencies, 
which he called “universal” competencies. Tung ( 1981 ) proposes that there is a 
universal competence of “communicative ability” which crossed all job types. 

 There is an emerging trend among authors suggesting that national cultures are 
converging due to the impact of globalization and corporate cultures are being 
replaced by a universal organizational identity (Lorbiecki & Jack,  2000 ). Managerial 
competencies are more often shaped by the value systems of the West, rather than 
national value systems. In line with this reasoning, Bouteiller and Gilbert ( 2005 ) 
argue that managerial competencies must converge due to the internationalization 
of businesses combined with the need for a standardized approach to management 
practices. Finally, as Jordan and Cartwright ( 1998 ) observe, the diffi culty of speci-
fying national competencies for each geographical region of the global makes it 
impossible to not rely on core competencies. 

 In summary, a review of the literature indicates that despite cultural differences, 
there are commonly held human values that transcend culture. Managerial compe-
tencies are based upon those behaviors that are associated with the common innate 
human values which are embedded within cultural dimensions. As a result, it is 
expected that there will be broad similarities in the selection of managerial compe-
tencies required for the job performance of manager working in different cultural 
environments. These similarities ought to appear in empirically determined compe-
tency clusters or categories.

    H   o   1 : There are no signifi cant differences in the job competency of the respondents 
when grouped according to the demographic variables of national culture.  

   H   o   2 : Job competencies are not predictors of career advancement.      

    Objectives of the Study 

 This study aims to: (1) examine the signifi cant differences in job competencies and 
demographic variables in terms of nationality; and (2) determine the signifi cant rela-
tionship between job competencies and career advancement among respondents.  

    Methodology 

 This research paper utilized descriptive-quantitative method through structured sur-
vey with 338 managers in Malaysia and the UAE. These respondents were selected 
through accessibility sampling technique from private and government organiza-
tions possessing at least 5 years of experience. 
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 The Demographic Profi le Sheet (DPS), Job Competency Survey (JCA), and 
Career Advancement Profi le (CAP) were the research instruments used to gather 
demographic characteristics, managerial competencies, and career advancement, 
respectively. The DPS includes items such as nature of company, gender, national-
ity, education, and age. The adopted JCA measures fi ve areas of managerial compe-
tencies such as intellectual information handling, communication, management, 
interpersonal, and personal dimensions which are the most signifi cant competencies 
related to career advancement. On another hand, the CAP is refl ected in fi ve differ-
ent levels such as very high, high, average, low, and very low to be able to relate it 
to managerial competencies. 

 Descriptive statistics were employed to provide quantitative descriptions of the 
respondents’ demographic characteristics such as frequency and percentages distri-
bution. The  t -test for independent groups, one-way ANOVA, and regression analy-
sis were used to test the three null hypotheses on the difference and signifi cant 
relationship among variables.  

    Results 

    The Demographic Profi le of the Respondents 

 As can be seen from Table  36.1 , 70.1 % of the respondents represent the United 
Arab Emirates compared to the Malaysian samples with 29.1 %.

       The Signifi cant Differences in Job Competencies 
and Demographic Variables 

 Table  36.2  shows the signifi cant differences in job competencies variables in terms 
of nationality.

   On nationality data, it can be noted that it does not impact all the areas (intel-
lectual handling, communication, management, interpersonal, and personal) of 
managerial job competencies. This supports the idea that regardless of the national-
ity of the respondents coming from the United Arab Emirates and Malaysia, mana-
gerial competencies on the job do not actually vary. Thus, the null hypothesis that 
there are no signifi cant differences in job competencies and demographic variable 
in terms of nationality is accepted.  

   Table 36.1    Sample 
characteristics   

 National demographic variables nationality   f   % 

 UAE  237  70.1 
 Malaysian  101  29.9 
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    The Signifi cant Relationship Between Job Competencies 
and Career Advancement 

 Table  36.3  below exhibits the correlational data between job competencies and 
career advancement.

   It can be assessed that all areas of managerial job competencies signifi cantly 
relate to career advancement. This implies that the more competent the managers 
are in all aspects of their job, the higher their career advancement will be or vice 
versa. For example, the higher the rate of risk taking, business sense, and problem- 
solving skills managers have, the more exposure to promotion there will be. Thus, 
the null hypothesis that there is no signifi cant relationship between job competen-
cies and career advancement is rejected.   

    Discussion 

 A comparison between managerial job competencies and demographic variables 
between managers in the United Arab Emirates and Malaysia reveals little differ-
ences between the two groups. In both groups, there are fi ve broad managerial com-
petencies required for managers: intellectual information handling, communication, 
interpersonal, and personal. This similarity in the broad managerial competencies 
required in both countries supports the view that there are common managerial 
competencies between different cultures (House et al.,  2002 ; Triandis,  2004 ). This 
empirical evidence that there is a broad common set of similar managerial compe-
tencies in two non-Western countries is an important fi nding supporting the conclu-
sions of other researchers who maintain that national cultures are converging due 

   Table 36.2    The signifi cant differences in job competencies and demographic variables   

 Nationality 

 Intellectual information handling  −1.075  0.283  Accept  Not signifi cant 
 Communication  −1.784  0.075  Accept  Not signifi cant 
 Management  −0.500  0.617  Accept  Not signifi cant 
 Interpersonal  −0.901  0.368  Accept  Not signifi cant 
 Personal  −0.856  0.393  Accept  Not signifi cant 

   Table 36.3    Correlation between job competencies and career advancement   

 Job competencies   b    t   Sig.  Decision of Ho  Inference 

 Intellectual information handling  0.239  4.517  0.000  Reject  Signifi cant 
 Communication  0.192  3.596  0.000  Reject  Signifi cant 
 Management  0.212  3.986  0.000  Reject  Signifi cant 
 Interpersonal  0.245  4.638  0.000  Reject  Signifi cant 
 Personal  0.151  2.800  0.005  Reject  Signifi cant 
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the impact of globalization and, consequently, management competencies are 
becoming universally valid (Aziz & Jackson,  2001 ; Whitfi eld,  1995 ; Woodruffe, 
 1993 ; Tung,  1981 ; Lorbiecki & Jack,  2000 ). As the business environment of the 
twenty-fi rst century continues to become more global and globally dispersed, this 
concept of universal competencies as indicators of required managerial perfor-
mance is a critical and noteworthy topic for additional research. 

 Finally, career advancement is linked to performance, which is refl ected in the 
organization’s required managerial competencies. This link between managerial 
competencies and career advancement was found to be valid in both the career paths 
of United Arab Emirates and Malaysian managers. This fi nding supports the view 
that competencies are generally used to evaluate the performance and quality of 
output of managers, as well as to identify high-performing managers and improve 
organizational performance (Hager et al.,  1994 ; Boyatzis,  1982 ; Ulrich,  2013 ). It 
also suggests that the use of managerial competencies, rather than the traditional 
job-based system, enables organizations to facilitate the continuous organizational 
change and learning needed to maintain a competitive advantage (Lawler,  1994 ).  

    Conclusion 

 This study can be viewed as part of a theoretical and empirical effort aimed at 
understanding the relationship between national culture, managerial competencies, 
and career advancement. Given the limited empirical research on the intersect of 
these three components, this study contributes signifi cantly to the body of knowl-
edge in this area. Moreover, it is the fi rst study that looks at the issues in the context 
of two differing non-Western cultures and two differing non-Western countries: the 
United Arab Emirates and Malaysia. 

 As globalization is a predominant reality of business in the twenty-fi rst century, 
answers to these inquiries are critically important to enable organizations to effec-
tively work across global locations and markets. Both managers and organizations 
need to be clear on what competencies are required for success globally and to what 
extent national cultures, demographic variables, and nature of the company impact 
their choice of required managerial competencies. This understanding will enable 
organizations to better evaluate and promote high-performing individuals. Thus, 
this study has practical implications at both the individual managerial levels.    
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    Chapter 37   
 Managerial Recruitment Issues in China: 
The Expatriate Factor                     

     Stefane     Kabene     ,     Said     Baadel    , and     Angelika C.     Dankert   

    Abstract     With China becoming the world’s largest economy, it must somehow 
manage the existing human capital. The problem lies in the lack of managerial talent 
currently located in China. This paper attempts to look how China is currently 
recruiting managers and examines the factors hindering the recruitment of Chinese- 
born and expatriate managers. China is recruiting managers using the same methods 
as the Western world. However, a strong emphasis is put on a factor known as 
guanxi. The shortage of Chinese-born managers can be attributed to fi nancial rea-
sons and the lack of education and government commitment. China’s culture is a 
major factor hindering the success of expatriates as well as the organizational struc-
ture in China because of the socialist culture. These issues must be addressed to 
attract managers into China to successfully compete in a globalized economy.  

  Keywords     Hofstede cultural dimensions   •   Red guards   •   Guanxi  

      Introduction 

 Many experts tout that this century will belong to China. Indeed, it is diffi cult to 
argue against the idea. The Chinese market comprises one-fi fth of the world’s popu-
lation, and its economy is expected to surpass that of the USA in the next decade, 
making it the largest. With the sudden economic upturn that China has experienced, 
many human resource issues have surfaced, particularly in the areas of recruitment 
and retention. Despite the increasing number of Chinese attending higher education, 
China is experiencing a shortage of qualifi ed managers to lead organizations. Many 
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experts agree that this may be the central roadblock to China’s ability to grow 
 successfully in the foreseeable future. 

 There are many pressing issues for the fi eld of human resources in China, yet the 
priority of this list of concerns is the lack of managers. Illuminating this shortage is 
China’s future. It is headed towards a more globalized economy and as more foreign 
investors are lured into the Chinese economy, more information will be demanded 
in the fi eld of human resources (Melvin & Sylvester,  1997 ). Foreign fi rms invest 
about one billion each week in China (Ahmad,  2005 ). Part of this investment goes 
towards the expatriate managers recruited there. Therefore companies are increas-
ingly interested in knowing the qualities of a manager that would fi t in with the 
corporation and adapt with the culture of China. 

 In addition, many recruiters have discussed the relative diffi culty of hiring man-
agers in comparison with other countries. China’s dilemma when it comes to hiring 
managers is to choose between bureaucratic or entrepreneurial ones. While the 
bureaucratic ones are more respectful of administration rules, they are however 
slower in decision making than the entrepreneurial ones, who on the other hand can 
be quite unpredictable (Perkowski,  2005 ). And because government-owned busi-
nesses are still a signifi cant value to the market, there is an assumption that national 
politics can infl uence recruitment methods as well.  

    Demography of China 

 China has had a turbulent history. A prominent memory in the minds of many 
Chinese is the Cultural Revolution. Taking place in 1966, it was a revolt against the 
Chinese Communist Party (CCP) (Ebrey,  2004 ). Whatever traditions were consid-
ered ‘old’, along with concepts of capitalism, were denounced. To fi ght for the revo-
lution, Mao Zedong, the leader of the revolt, chose teenagers and university students 
to form what was known as the Red Guards. At this time, many schools had stopped 
teaching because it was considered a method of learning ‘tradition’ (Ebrey,  2004 ). 
Thus, many of the Red Guards, now in their prime working years, are left with 
uncompleted education, which complicates recruitment of skilled labor. 

 Another demographic context to consider is the one-child policy. Since the 1980s 
the government has placed a regulation on the number of births each family is 
allowed (Ebrey,  2004 ). This generation is now reaching the age of entering into the 
working market. Though many of them have favorable resumes, and English skills, 
recruiters have reported that it is relatively diffi cult to fi nd natural team-players to 
recruit (Ahmad,  2005 ).  

    Factors Hindering Recruitment of Expatriate Managers 

 Some scholars have recently argued that China could benefi t from the learning 
opportunities provided by the employment of expatriate managers. Unfortunately, 
there are considerable roadblocks to recruiting individuals who are willing and able 
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to participate in international assignments. Even more important than expatriate 
recruitment are the measures taken to retain these international professionals. 

 Many expatriate managers experience diffi culties adjusting to a new cultural 
environment. In a study of the Beijing hotel industry it was discovered that as many 
as 40 % of all expatriate managers end their foreign assignments early because of 
poor performance and an inability to adapt to Chinese culture. For those managers 
that stayed, 50 % asserted that they performed at a low level of effectiveness. In the 
USA, failure rates are quite high, as premature returns occur in 30 % of overseas 
assignments. These failure rates represent signifi cant costs to the parent company, 
as the average cost per failure is estimated to lie between $65,000 and $300,000 
(Hutchings,  2003 ). 

 According to Nish ( 1996 ), most failures were attributed to the expatriate’s inef-
fectiveness in a number of essential areas. In order of highest to lowest frequency, 
the following is a list of the most common causes of expatriate manager failure:

    1.    Spouse’s inability to adjust to foreign environment   
   2.    Manager’s inability to adjust to foreign environment   
   3.    Other family-related problems   
   4.    Manager’s personality or emotional immaturity   
   5.    Manager’s lack of technical competence   
   6.    Manager’s lack of motivation to work overseas    

  Of these causes, cultural aspects of the foreign environment are causing the 
expatriate to perform poorly. Unfamiliarity with Chinese organizational structure, 
leadership requirements,  guanxi  1  and other cultural intricacies affect the ability of 
expatriates to cope. These struggles, in turn, can lead to poor emotional states, pro-
vide the impression of technical incompetence and reduce overall motivation. 

 The typical organizational structure of Chinese businesses is a signifi cant cul-
tural hurdle for visiting managers. Ambler and Witzel ( 2000 ) explain that, histori-
cally, most organizations in China are hierarchal, with a few powerful leaders in the 
highest ranks. This high level of power distance was observed in Hofstede’s interna-
tional comparison of cultural dimensions (Table  37.1 ).

   A comparison of cultural dimensions between China and the west, mainly United 
States of America and Canada show a striking difference. 

 Interestingly, Hofstede found that Chinese low score of 20 on individualism. 
This means that in-group considerations are high and people tend to hire or promote 
within their in-groups in exchange for loyalty. While this is not surprising for a col-

1   Knowing someone who knows someone who is qualifi ed for the job. 

   Table 37.1    Hofstede comparison of cultural dimensions (Schafer,  2005 )   

 Region  Power distance  Individualism  Uncertainty avoidance 

 United States  Low  High  Low 
 Canada  Low  High  Low 
 China  High  Low  Moderate 
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lectivist nation, it also means that Chinese employees expect much guidance and 
leadership from their managers in the process. 

 One senior HR manager of a multinational enterprise in China commented on 
this mentality, which can still trouble HR managers today:

  Workers from state-owned enterprises still think that the factory boss should be their uncle; 
responsible for any and every personal problem they have …If the boss does not appear 
helpful and supportive, the workers will complain to their boss’s superior—and this can 
cause problems (Ahlstrom, Foley, Young, & Chan,  2005 ). 

   China is a dynamically changing society. The effectiveness of visiting managers 
is greatly affected by the perception of their presence. Many younger, educated 
Chinese see western policy as a good replacement for old-fashioned methods 
(Ambler & Witzel,  2000 ). Others prefer to stick with Confucius ideals. Expatriates 
tend to have an easier time adjusting when their presence is welcomed, as those who 
perceive to be adjusting poorly will tend to perform similarly. In a study of expatri-
ate perceptions, only 11 % felt they were successful in their management role 
(Selmer,  2004 ). Negative perceptions were attributed mainly to feelings of alien-
ation and frustration consistent with culture shock. Interestingly, while most inter-
viewees believed that their adjustment and effectiveness on both work and non-work 
levels would have been increased by having received some prior cultural training, 
only 27 % of expatriates claim to have received training prior to arriving, or during 
their assignment, in China (Hutchings,  2003 ).  

    Discussion and Analysis 

 There is such a vast difference between Chinese and Western cultures. This differ-
ence in culture and lifestyle is a major complication facing expatriate managers, par-
ticularly with regard to their success in international assignments. For example, there 
is a considerable difference in the power distance as shown in Fig.  37.1  above. China 
has a score of 80 which is considered in the high end compared to USA and Canada. 
This score indicates that the Chinese society in general accepts the inequality amongst 
people such that there is hardly any defense against superiors abusing their powers. 
Employees in this kind of society also tend to not have aspirations beyond their rank. 
A key aspect of this problem is that it is intrinsic. The problem cannot be resolved 
through external means such as compensation. The solution lies in rectifying the lack 
of cultural understanding which sends many expatriates home prematurely.

   The added responsibility of responding effectively to cultural differences and 
performing the leadership role expected of them in the Chinese workplace causes 
undue stress which is also a big turnoff for expatriates. The ability to understand 
cultural concepts is important for expatriate managers to successfully adjust to the 
foreign environment. It is also important if expatriates want to be effective leaders. 

 According to Hofstede’s model of cultural dimensions, Chinese employees 
expect a large amount of guidance and instruction from their managers. They also 
expect the manager to support them on a personal level. Due to the fact that China 
is a collectivist society, the employees expect a certain amount of security as well. 
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Expatriates must realize that their management style must drastically change to suit 
the needs of the organizational and Chinese culture. 

 With respect to quality, expatriate managers must weigh professional skills and 
technical competence against their ability to adapt to China’s environment. The 
ability to adapt to local cultures is a crucial factor, involving not only the manager 
but also his or her partner and family. Suffi cient numbers of programs are not in 
place for an expatriate and his or her family to educate them on cultural issues and 
appropriate management techniques. 

 Another key aspect we see is the low Indulgence score of 24 compared to the two 
North American countries. A low score in this regard indicates that China is a 
restrained society where employees are not putting much emphasis on leisure time 
and that their actions are somehow restrained by social norms. This is a major con-
sideration for expatriates coming from the western world.  

    Conclusion and Recommendations 

 High numbers of expatriate assignments end prematurely. Reasons for failure 
include many of the following:

•    Psychological issues regarding change  
•   Differing management styles in China and the West  

  Fig. 37.1    Hofstede comparison of cultural dimensions (The Hofstede Center,  2016 )       
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•   Drastically different cultural environments  
•   Lack of cultural training and adaptability skills    

 Improving the ability to effectively recruit and retain Chinese-born and expatriate 
managers is a vital task that organizations in China must address. Without the appro-
priate remedies to these problems, China will continue to encounter great diffi culty 
in managing the growing number of organizations located in China thus being 
unable to compete in the increasingly boundary- less world. 

 Finally, improving the conditions for expatriate managers would help to recruit 
and retain more of them. Expatriates, while being a source of managerial talent, are 
also a good source of indirect education. They can lead by example if conditions are 
ideal. Expatriate recruitment should be a joint process between the international fi rm 
and the target country. By involving both parties, managers identifi ed for interna-
tional assignments will have the adequate professional and technical expertise, as 
well as being recognized for their environmental adaptiveness. This puts emphasis 
on creating opportunities for potential expatriates to receive the cultural training they 
require before starting their assignments. In fact, cultural training programs should 
be mandatory for any managers who wish to practice in China. With the high costs 
associated with failure, neither China, nor fi rms operating there can ignore the impor-
tance of adequately preparing expatriates and their families for the experience.    
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    Chapter 38   
 Human Resource Management Practices: 
A Case of Telecommunication Company 
in the United Arab Emirates                     

     Rommel     Pilapil     Sergio     ,     Louis     Jos     Moyalan    ,     Hadi     Ramadan     Al-Ali    , 
and     Mana     Mohammed     Al     Bannai   

    Abstract     Human resource management (HRM) plays a critical role in any organi-
zation. It attributes to the fact that human resources are the most important asset an 
organization has. Employees are mandated to transform company strategies and 
goals into tangible outcome and for this reason, they provide a source of competitive 
advantage to an organization. The study utilized case study method by describing 
the HR practices that includes career and development programs, employee perfor-
mance and evaluation system, and staffi ng functions of a telecommunication com-
pany in the UAE through an interview with the HR manager. The purposively 
selected telecommunication company has claimed to have achieved tremendous 
success due to its strong leadership and commitment to quality. Although the 
 company has made strides in its HR practices, there is a need to improve to maxi-
mize the potential of its workforce.  

  Keywords     Human resource management practices   •   Telecommunication company   
•   United Arab Emirates  

      Introduction 

 Indeed, human resource management (HRM) entails the integrated use of policies, 
procedures, and practices that provide a wide range of function needed to plan, 
train, and support the workforce (Caliskan,  2010 ). HRM normally focuses on peo-
ple, how they fi t into an organization, and ways of using them effectively. 
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 The HRM framework indicates support across organizational functions. Such 
framework mirrors the practices ideal of any organization to refl ect in their set of 
rules and regulations. In today’s world, many HR practitioners adhere to the fact that 
there are similarities in the HR practices and that there are universal set of expected 
series of tasks in conjunction with the policies and procedures of the company. 

 Moreover, HR is one of the most important assets of an organization and it is the 
chief factor in achieving a competitive advantage in the market. Managing human 
resources in an effective way is the deciding factor in the success or failure of the 
organization, and it is very challenging as compared to managing technology or 
capital and for its effective management, organization requires effective HRM sys-
tem. HRM system should be backed up by sound HRM practices. HRM practices 
refer to organizational activities directed at managing the pool of human resources 
and ensuring that the resources are employed towards the fulfi llment of organiza-
tional goals. These HR practices can easily get distorted by external or internal fac-
tors and must always be maintained and regulated in the organization. 

 Sound HR practices can serve as a backbone of any fi rm’s recognition and good-
will in the market and can serve to attract fresh blood into the company by serving 
as a nonmonetary incentive. They can also help curve down the turnover ratio of 
employees if implemented effectively.  

    Review of the Related Literature 

 Several studies have indicated that effective HR-based programs enhance HR prac-
tices. In the study of Haladay, Sergio, Opulencia, and Antiado ( 2015 ), the key fi nd-
ings revealed that the rapidly changing nature of business in the UAE, HR managers 
are not able to fully implement “talent management” as a strategic tool but rather are 
working on transitioning to this practice in the future. In such study, the primary 
challenges faced by HR managers surveyed include: (1) high turnover and low 
retention, (2) regional cultural practices impacting HR policies and procedures, (3) 
insuffi cient or nonexistent succession planning, and (4) operating in various eco-
nomic zones within the UAE (Haladay et al.,  2015 ). 

 Another related study with resemblance to this current research has been con-
ducted by Gernal, Sergio, and Al Shuali ( 2013 ), and they have examined the cultural 
orientations of Omani employees by linking them to their preferences of HRM poli-
cies and practices in a telecommunication setting. The study reveals that the 
Omanization policies are introduced to tap HRM development programs in various 
areas in both public and private sectors. 

 Specifi cally, on compensation and benefi ts, one of the HR practices is the admin-
istration of bonuses that are often given based on one’s accomplishments. These 
reward programs normally reward people to encourage them to generate more prof-
its. Profi t sharing entails creating money disbursed to staff by taking a given per-
centage of company profi ts. Profi t sharing rewards programs aim to reward 
employees for assisting the company to achieve its profi t goals. Above all, stock 
options have become increasingly widespread in large companies to reward upper 
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and middle level managers. These programs give the workforce to right to invest 
and purchase company shares at a given price for a given amount of time. The Board 
of Directors normally authorizes stock options and approved by the shareholders. 
Similar to profi t sharing plans, these stock options aim to reward staff for serving 
the company for a long period. It is worth noting that many employees are moti-
vated by monetary rewards at least for some time. However, the motivational power 
of money decreases and employees get used to the compensation they receive 
(Pasaoglu & Tonus,  2014 ). For this reason, money is not the only factor that deter-
mines job performance. Perhaps, what comes out clearly is that employees are often 
motivated by the work along with the environment they work as opposed to the 
amount of compensation they receive. Therefore, the amount of compensation 
needs to include both nonmonetary and monetary ideas. Successful companies 
ensure to have established compensation and reward systems that aim to cultivate 
employee commitment to their jobs and the organization and ultimately improve 
their satisfaction. Compensation and employee reward system describe programs 
established by organizations to reward high-performing employees and motivate 
others to improve their productivity. Reward systems are often considered separate 
from salary systems (Pasaoglu & Tonus,  2014 ). Reward programs include variable 
pay, bonuses, profi t sharing, and stock options. Variable pay describes a compensa-
tion program where a portion of an employee’s salary is at risk. It ties to the perfor-
mance of an individual or company performance. 

 In terms of career development and education programs, the HR department is 
mandated to ensure that it allows employees to advance in their careers. By defi ni-
tion, career development entails the lifelong process of learning and work to ensure 
that employees reach their potential. It also aims to ensure that the organization has 
the necessary skills to succeed now and in the future (Pasaoglu & Tonus,  2014 ). 

 Another practice the HR department is mandated is to conduct a performance 
evaluation of its staff. It provides an opportunity to evaluate or assess the perfor-
mance of employees and to adjust accordingly. The primary objectives of perfor-
mance evaluation system incline on providing an equitable measurement of employee 
contribution and accurate documentation (Singh, Sharma, & Khattra,  2011 ). 

 The HRM department has an immense responsibility of planning and managing 
a diverse workforce. Companies that succeed often are those that hire staff who 
have diverse skills and competencies (Gilani, Zadeh, & Saderi,  2012 ). With the cur-
rent globalization, people are no longer required to work in certain places, but they 
can work even in foreign countries. Thus, the HRM department is obligated to seek 
for these talented and skilled workers to meet the mission and vision of the com-
pany. An accepted diversity entails acknowledging, accepting, understanding, and 
celebrating differences among people with gender, sexual orientation, ethnicity, 
age, and intellectual abilities. 

 Another area of consideration is the immense responsibility of planning and 
managing a diverse workforce. Companies that succeed often are those that hire 
staff who have diverse skills and competencies (Gilani et al.,  2012 ). With the current 
globalization, people are no longer required to work in certain places, but they can 
work even in foreign countries. Thus, the HRM department is obligated to seek for 
these talented and skilled workers to meet the mission and vision of the company. 
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An accepted diversity entails acknowledging, accepting, understanding, and cele-
brating differences among people with gender, sexual orientation, ethnicity, age, 
and intellectual abilities. 

 Lastly, the practice on staffi ng clearly indicates that the workforce plan entails the 
process of analyzing fi rm’s likely future needs for staff in terms of skills, numbers, and 
locations (Louch,  2014 ). Workforce planning is a systematic process that examines 
what an organization needs to accomplish due to the business goals and strategies 
(Gilani et al.,  2012 ). It then compares current workforce data and external workforce 
segment and creates a gap analysis, which highlights critical talent segments, general 
workforce needs, and needs to be required. Workforce planning allows an organization 
to plan on how it would meet its needs through employee recruitment and training. 
It is vital that companies plan and regularly hire more staff to address its needs.  

    Objectives of the Study 

 This study intends to: (1) describe the different functional areas of HRM and (2) 
recommend relevant insights in line with the HR practices of the telecommunication 
company involved in the study.  

    Methodology 

 This research describes the large-scale telecommunication company’s HRM practices 
in the UAE. The HR manager heading the human resource department was inter-
viewed in order to get data on the nature of their HRM programs. Data gathered were 
taken from programs that were validated through in-depth interviews with the respon-
dent. Moreover, this qualitative-descriptive research utilized the case study method.  

    Results 

 The results and discussion point to the research fi ndings in terms of the fi ve different 
distinct HR practices. 

    Compensation and Benefi ts 

 A wide range of compensation and reward system for the employees with the intent 
of motivating them increase their productivity. The HR department employs stock 
options to allow the managerial staff to invest in the company and grow in their 
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fi nancial wealth. This reward system allows the management and other employees 
to feel a sense of ownership and ultimately ensure that they remain committed to the 
organization. Another commonly used reward system is bonuses. The company 
gives bonuses to employees who show exemplary performance with the intent of 
motivating them to perform even much higher. These reward systems have increased 
customer satisfaction because employees provide quality services.  

    Career and Development Programs 

 A good HR department is mandated to introduce educational programs to allow 
employees to acquire skills and reach their potential. The company under study is 
committed to improving its workforce by providing them with the necessary educa-
tional programs and career development. The company recently unveiled its third 
5-year plan aimed at recruiting Emirati nationals to fi ll up supervisory and technical 
engineering posts. So far, the company has appointed about 3258 UAE nationals 
who now account for about 36 % of the workforce in the UAE. 

 To achieve the goals of Emiratization, the HR launched its fi rst plan in 1999 fol-
lowed by another in 1996, and the third plan in 2006. The HR department has cre-
ated a comprehensive strategy to hire the best talent. It has made it clear that UAE 
nationals will fi ll key positions including engineering and technical departments. 
The company follows Emiratization policies in hiring people for key leadership 
positions. Currently, the company has over 85 % of its top executive management 
occupied by UAE nationals, which ideally refl ects the successful implementation of 
UAE Emiratization policy. The HR department provides the all-inclusive training 
activities which support Emiratization in the UAE. The intent of this training is to 
develop productive and high-performing individuals. As a direct initiative of the HR 
department, the company has established an Academy, which is ranked as the lead-
ing training center for leadership skills, business, telecommunication, governmental 
development, and information technology. 

 For newly recruited staff, the HR department provides them with two training 
programs. One of its training programs caters for UAE nationals. A career in the 
company largely means a lifelong opportunity for employees to explore their poten-
tial and continuous growth. The company provides the best opportunity for employ-
ees to build their career. To support career development, the company caters for 
tuition fees for employees who want to advance in their career. The company has 
partnered with numerous local colleges and universities to provide training to its 
staff. The organization believes that people are the most important asset and has 
created several developmental projects that target a wide range of careers right from 
when joins the company to the executive level. The core objective of its Career 
Development Section centers on building the next generation of corporate person-
alities in the company.  
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    Employee Performance and Evaluation System 

 A performance evaluation system not only aims to assess employee performance, 
but it allows for employee development along with organizational improvement. It 
also helps an organization to identify high-performing staff, reduce employee turn-
over, and identify areas for improvement. With its important role, the HR depart-
ment is mandated to ensure that it conducts an objective performance evaluation to 
improve employee performance and organizational success. The company has 
implemented a performance evaluation system, which aims to assess the perfor-
mance of employees. The company conducts regular performance reviews through 
which it determines employees to promote. It often conveys feedback to employees 
through formal communication and meetings.  

    Diversity Management 

 The company under study is an equal opportunity employer and remains committed 
to supporting diversity. The HRM believes that diversity enriches company perfor-
mance, its services, its employees, and the communities in which it operates. The 
company has established a diversity department that remains committed to ensuring 
that it meets its diversity objectives. The company has committed itself to promot-
ing diversity of culture and languages in its services and workforce. While the HR 
department remains committed to developing a diverse organization, evidence 
reveals that the company is yet to achieve true diversity.  

    Staffi ng 

 In the company, the planning process occurs continuously throughout the year. The 
company often makes quarterly reviews in the months of May, August, and November 
to allow for adjusting levels and allow recruitment if needed. The company often 
allows an adequate amount of time and fl exibility to meet its demand needs or staff 
and ensure that it meets strategic objectives. The HR department regularly advertises 
vacancies both internally and externally. Perhaps the use of this strategy centers on 
its commitment to developing emirates talent by allowing employees to ascend in 
their career ladder and provide jobs for fresh graduates from UAE colleges. Through 
its annual appraisal scheme, employees can apply for higher positions.   

    Conclusion 

 The company under study is a leading telecommunication company headquartered in 
the UAE. Similar to any organization, the company depends on its workforce or 
human resource to transform strategic goals into the desired results. Due to its massive 
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operations, the HR department is tasked with ensuring proper management of human 
resources to achieve set goals and objectives. As revelead in this paper, the HR depart-
ment perfoms different functions including rewarding employees, providing career 
development programs HR, evaluating employee performance, and staffi ng. 

 The company has made a substantial investment in education programs as exem-
plifi ed by its educational institution under the company. It supports and provides 
career advancement opportunities to its employees. The company recently unveiled 
its third 5-year plan aimed at recruiting Emirati nationals to fi ll up supervisory and 
technical engineering posts. It has also adopted a remarkable compensation system 
to keep employees motivated in their work and to the organization. Staffi ng with 
emphasis on workforce planning process occurs continuously throughout the year 
to allow for adjustment levels and recruitment if needed.  

    Recommendation 

 The link between organizational performance and HR practices has been clearly 
established in the reviewed literature. It suggests that HR practices play a critical 
role in driving organizational effectiveness. 

 The HR department must develop a more effective compensation system and 
reward system. It needs to ensure that the objective and philosophy of the system are 
well specifi ed. Perhaps, some of the objectives that may work for the company 
include fair and competitive compensation and attracting talent to achieve the orga-
nization’s objectives (Hollon,  2011 ). The HR department can also state clearly that 
the compensation system aims to retain employees largely by instilling a sense of 
ownership and long-term commitment. The company should not rely only on fi nan-
cial rewards. The HR department also needs to establish nonfi nancial reward pro-
grams to drive employee performance. 

 The company needs to develop high-level workforce planning capabilities 
(Carter & Carmichael,  2011 ). High-performing companies incorporate sophisti-
cated workforce and forecasting analytics into their HR processes. By so doing, 
they transform company-wide talent, external workforce segment, and business data 
into workable insights, which they use and can share with other leaders. The insights 
inform both short-term and long-term decisions about the talent an organization has 
ways to develop it, the talent it needs and way of attracting it. 

 The company should improve diversity, ensuring the effective recruitment and 
hiring, and by implementing diversity policies (Hollon,  2011 ). The company needs 
to review its HR practices and policies to identify barriers, as well as opportunities 
for success. It needs to broaden its recruitment effort and reduce biases in the selec-
tion process. More attention should go to recruiting talented candidates. However, 
recruitment and selection is not enough to ensure diversity. The company should 
develop sound diversity policies and ensure their effective implementation. This 
will ensure that all employees are given a fair chance in promotions to top leader-
ship positions. As part of developing a culture of diversity, the HR team should 
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begin training employees on diversity to ensure that they understand and appreciate 
the differences in the workplace. Above all, the HR department must try to improve 
its career development programs to ensure that it provides every person with an 
equal opportunity to reach his or her potential. It is particularly important because 
the number of women and minorities in top executive position is very low. 

 The HR function and roles should not be viewed as independent of each other 
rather they should be approached in a holistic manner because they are intercon-
nected. For instance, proper HR and workforce planning would infl uence the effi -
cacy of educational programs or performance evaluations. For this reason, the 
policies, processes, and procedures need to be integrated to ensure that the HR 
department achieves its strategic goals.     
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    Chapter 39   
 Knowledge Management Practices in Saudi 
Arabian Public Sector Organisations: 
A Case of the Ministry of Justice                     

     A.     Khaled     ,     S.     Renukappa     ,     S.     Suresh     , and     A.     Saeed    

    Abstract     In the early part of the twenty-fi rst century, public and private sector organ-
isations are under pressure due to population growth, fi nancial constraints, resource 
scarcity, social justice and climate change. These challenges are felt by public and 
private sector organisations alike in some form and need to be addressed. To meet the 
challenges and take the available opportunities, government must actively pursue ini-
tiatives to adopt Knowledge Management (KM) tools, techniques and philosophies. 
There is, however, a paucity of empirical research on the key KM practices that have 
been implemented in the Ministry of Justice (MOJ) of the Kingdom of Saudi Arabia 
(KSA)—which is the core rationale for this paper. This paper is based on a thorough 
review of the empirical literature, exploring the importance of KM, the structure of 
the MOJ and the key drivers of and challenges to implementing KM strategies within 
KSA public sector organisations. It is concluded that managing knowledge is a com-
plex process because it is usually linked to long-term time horizons, a high level of 
uncertainty and impacts that are often diffi cult to quantify. If public sector organisa-
tions do not fully comprehend what drives the need for managing knowledge, they 
may fall into the trap of creating ineffi cient strategies and operational plans.  

  Keywords     Ministry of Justice   •   Knowledge management   •   Saudi Arabia   • 
  Communities of practices  

      Introduction 

 There is a need to examine the particular context of the public sector regarding 
the need for Knowledge Management (KM) practices especially in the context 
of the Ministry of Justice (MOJ) of the Kingdom of Saudi Arabia (KSA). 
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Therefore, various related aspects have been covered and this also includes theo-
retical and practical examples by using authentic and contemporary sources. 
With the upsurge in digital connectivity, government agencies all around the 
world are utilising information and communication technology (ICT) in order to 
enhance productivity, increase transparency, improve accountability and facili-
tate reforms of the public sector (Tambyrajah & Al-Shawabkeh,  2009 ). Because 
government agencies are knowledge-based organisations, developing KM is cru-
cial for governmental organisations in KSA at the local, regional or national 
level. KM has also become one of the ingenuities within most countries’ e-Gov-
ernment Plans (Yahya & Farah,  2009 ). This research paper presents a synopsis of 
KM initiatives and developments in the public sector predominantly from devel-
oping countries. The main advantage of KM is to maximise productivity in the 
public sector while augmenting delivery of public service. More specifi cally, the 
objectives for KM initiatives, according to Jain and Jeppesen ( 2013 ) and Stricker 
( 2014 ) include:

    1.    Maximising competencies across all public services by linking silos of informa-
tion across different levels of government and across borders.   

   2.    Consolidating outdated or developing new systems to improve overall perfor-
mance and capitalise on a more integrated, broader and more easily reached 
knowledge base.   

   3.    Improving liability and accountability and justifying risk through the establish-
ment of informed decisions and also resolving issues more quickly, reinforced 
by access to transparent and integrated information across all managerial 
boundaries.   

   4.    Delivering improved and more cost effective fundamental services such as 
increasing partnerships with and awareness among the public.    

  All of the above-mentioned objectives lead to the sharing of knowledge which is 
consistent with the survey fi nding and provides access to expertise and knowledge. 
As a result, most KM activities establish the retention of lessons learnt and best 
practices. These activities can be applied to both practices within engagement with 
citizens as well as with the government agencies. 

 Government organisations are encouraged to explain and publish all of their 
non- sensitive public policies online. As the public expects to receive more trans-
parent, open and responsive services from government organisations, they have to 
recover their ability to engage with the public effectively. Public discussion and 
public consultation are considered to be the appropriate processes for looking at 
the ideas, views, concerns and feedback of all stakeholders in establishing, devel-
oping and executing public policies and programmes (Chaudhary,  2014 ). In a large 
number of developed countries, it is apparent that a central government portal with 
feedback forums has been introduced, allowing them to engage fully with both 
citizens and organisational employees. This has usually been one of the fi rst KM 
activities.  
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    Why KM for Ministry of Justice in the Kingdom of Saudi Arabia 

 Salwa ( 2010 ) stated that KSA is one of those countries that are striving to establish 
a knowledge-based society and this provides a strong reason why the MOJ has been 
chosen for the formulation and implementation of KM. In addition, to this, there are 
several functional, operational and management related generic issues that provide 
the impetus for the implementation of KM in the public sector. These were identi-
fi ed by Ahmed ( 2011 ) using the Delphi technique, speaking to 14 extremely emi-
nent Saudi experts in KM. Collectively, their answers classifi ed key obstacles to 
KM. Ahmed ( 2011 ) research leads to the classifi cation of the following obstacles:

•    Organisation barriers  
•   Leadership barriers  
•   Technology barriers  
•   Learning barriers    

 An increasingly well-informed population needs the public sector to have the 
best freshly generated knowledge, simply because their knowledge is growing 
swiftly and they have increasing numbers of notable players in the sector. KM relies 
on the idea that the most treasured asset of an organisation is the knowledge con-
tained by its employees (Ahmed,  2011 ); an emphasis enforced by the increasing 
rate of change presently occurring in the corporate sector and in society in general. 

 According to Cardoso, Meireles, and Ferreira Peralta ( 2012 ), KM has detected 
that ‘knowledge work’ is involved in almost all types of employment. Therefore, it 
has been recommended that staff should be ‘knowledge workers’. This is a move 
away from the traditional reliance on the manual skills of the worker towards a situ-
ation in which the worker is valued for the knowledge they have. Thus, in any insti-
tute or corporation, the most signifi cant interests and endeavours of any worker 
comprise utilisation of information, designing and contribution. In this age of 
advancement, the effi ciency and value of government can be enhanced and fortifi ed 
by utilising KM. On the one hand the public sector and NGOs encounter these con-
tests, while on the other hand they also take good advantage of these changes which 
are proposed by the knowledge-based economy, globalisation and new development 
of ICT (De Angelis,  2013 ). 

 Four pillars of the Knowledge Economy (KE) framework suggested by Krstić 
and Stanišić ( 2013 ) are as follows:

•    An economic and institutional regime. It delivers criteria, inducements and better 
economic plans and these further encourage the effective deployment as well as 
the sharing of resources. Creativity and incentives are also encouraged in order 
to use current knowledge, creation and dissemination.  

•   An educated and skilled population. This type of population has the capability to 
continuously modify, exalt and adjust their abilities so as to profi ciently develop, 
reveal and utilise data.  
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•   An effective revolution system of organisations, universities, consultants and 
research institutes. All of these organisations and institutes make people aware 
regarding rebellion of information. The stock of global knowledge is not only 
exploited by different people but they also adjust and integrate it according to 
local requirements.  

•   A dynamic and modern information infrastructure. Effi cient transmission, prop-
agation as well as handling of data can be expedited through modern infrastruc-
ture (Krstić & Stanišić,  2013 ).    

 These four pillars of KE assist the establishment of the sharing and exploitation 
of data. Consequently, KSA has developed and adopted a specifi c set group of ini-
tiatives by following these four pillars. Additionally, these pillars can also enhance 
the worth that is included in provisions, properties and the level of Saudi economic 
development (UNDP,  2010 ).  

    Methodology 

 Considering the nature of this research study in which the KM prospects of a public 
sector organisation are under inspection, it was vital to engage in the extraction of 
precise and relevant information from an adequate sample of the population with the 
help of appropriate research methods. There are various methods of research available 
which represent certain sets of benefi ts and certain sets of limitations; i.e. qualitative 
and quantitative research approaches are two popular methods in this regard. However, 
in this research context, the use of a mixed method approach has been selected which 
is also known as the pragmatic research method because it entails mixed use of quali-
tative and quantitative techniques (Gill & Johnson,  2010 ). Therefore, it was proposed 
that both qualitative and quantitative approaches would be used in this study. A ques-
tionnaire tool and interview methods were used for the data collection process; i.e. a 
questionnaire was used to gather data from employees and managers, whereas the 
interview method was applied for collecting data from executives and heads of differ-
ent departments in the ministry. This helped with collecting rich data by covering all 
of the required and relevant aspects related to the research area.  

    Outlook of Ministry of Justice 

 The future of KSA as a structural state and the position of the MOJ within that state 
is a very interesting study. For the MOJ to continue to be viable demands the appli-
cation of KM to ensure their better functioning. First of all, the existence of 25 dif-
ferent departments within the MOJ refl ects the comprehensive nature of this 
ministry and the broad functioning of this ministry within the country. Financial 
management, arbitration management, budget management, the planning depart-
ment, statistics management and general department of information technology are 
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just some of the wide range of departments contained within the MOJ (Ministry of 
Justice,  2016a ). This structure of the MOJ in KSA refl ects how a fl ow of informa-
tion and knowledge sharing is an essential ingredient that can make or break the 
adequate functioning and decision-making of the ministry, as the functions of this 
ministry are sensitive and require careful attention. Figure  39.1  gives the offi cial 
structure of the ministry and this is taken directly from their offi cial website:

   KM techniques and tools are vital in the context of this ministry because the 
frequent cooperation and interaction of these departments are essential for the 
smooth functioning of this ministry which naturally demands the implementation of 
KM approaches to enable its staff and executives to display sustainable performance 
over a longer period of time. This point can be emphasised as the KSA consists of 

  Fig. 39.1    The hierarchy of the Ministry of Justice (MOJ).  Source : Ministry of Justice ( 2016b )       
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13 provinces (Saudi Embassy,  2016a ). Below in Fig.  39.2  is given the map of KSA 
showing the 13 provinces (their capital cities are listed in Fig.  39.3 ).

          The MOJ has to deal with the operations and issues pertaining to all 13 provinces 
which ultimately increases the demand to implement KM techniques across the 
ministry which will also extract the best out of individuals working in the ministry. 
Moreover, the MOJ also possesses a media centre that operates frequently to issue 
press releases and news related to the ministry. Therefore, the outlook for the MOJ 
makes it clear that KM is needed by this ministry. 

 Sharia courts are the building blocks of the court system in KSA (Al-Farsy, 
 2009 ). This structure of the MOJ simplifi es the ways for the people of KSA to 
choose regarding their cases. The department of General Directorate of Training 
and Scholarship is another vital element of the MOJ’s structure because it develops 
the individuals working in the MOJ. Within the MOJ structure, the Budgetary 
department is another key component which has been a centre of controversy in 
recent years. The Control department is another component operating under the 

  Fig. 39.3    The provincial capitals.  Source : Saudi Embassy ( 2016a )       

 Fig. 39.2    The provinces of the Kingdom of Saudi Arabia (KSA).  Source : Saudi Embassy ( 2016b )  
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MOJ; i.e. the agency documentation affairs is a core component of the MOJ within 
which the control department works as a sub-component (i.e. as a control manage-
ment agency). This department comes under the provision and authority of the 
Public Administration for Notaries Affairs. This sub-department is also referred to 
as the Deputy Ministry for Documentation which signifi es the importance of this 
component for the MOJ. This sub-department has also been connected with the 
General Administration of inquiries and studies. A range of tasks are performed by 
this department such as follow-up attendance through a request of daily or monthly 
leave and attendance data; i.e. virtue notaries in writing (Ministry of Justice,  2016c ). 
This sub-department also prepares and studies essential reports related to these 
activities. The necessary reports are then prepared after investigation with notaries 
(Ministry of Justice,  2016c ). 

 Public Administration for Research is one of the 25 departments that function 
within the MOJ. This department tends to draw the established principles by the 
Court of Cassation (COC) in its principles or judgments developed by the Supreme 
Judicial Council. This department also prepares specifi c provisions of the publish-
ing groups along with research preparation and they do this on the formal request of 
the Department of Justice. 

 Another task that this department performs is giving responses and answers to 
the judges’ inquiries (Ministry of Justice,  2016d ). The Department of Attorney is 
another important component of the MOJ which performs diverse activities on a 
regular basis. Working on the development and follow-up of the profession is one 
prime task that this department performs along with managing the lawyers’ disci-
plinary committee. This department also gathers recruit advisers which are formal 
requests from outside the kingdom. An important role performed by this department 
is the maintenance of close ties with international, regional and local organisations 
pertaining to the legal profession. The studies conducted by this department tend to 
initiate amendments and regulations pertaining to the legal system and profession 
(Ministry of Justice,  2016e ).  

    Challenges for KM in the Public Sector 

 KM is increasingly signifi cant for the government as they deal with upcoming chal-
lenges faced by the KM economy. These challenges are addressed in the following 
phases (OECD,  2003 ):

    1.    Knowledge has become a basic determinant of intensity and competitiveness in 
the public sector. Administration conveyance and policymaking are the funda-
mental errands for government. In an information economy, governments are pro-
gressively confronting competition in these areas at both the national and 
international level. For example, at the global level, non-government organisa-
tions and government organisations are in competition with remote organisations 
conveying comparable administration (OECD,  2003 ). Exploration establishments 
compete to draw in the best researchers and subsidies, while universities are pro-
gressively in rivalry to attract the most investment from abroad, the best students, 
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the best professors and the best educators. At the national level, rivalry among 
public bodies has been additionally expanded after the decentralisation forms. In 
the public sector, products and capital are not as paramount as in the private sector 
but knowledge seems to be. Knowledge is a vital component of rivalry and is a 
focal asset of the administration. Successful working of government rests on via-
ble procurement and the spread of knowledge.   

   2.    Private organisations manufacture goods and offer services that increasingly pro-
vide intangible capital, competing directly with the public sector in order to 
deliver the goods and provision of services such as security, science, education 
and knowledge. For example, as stated by the OECD ( 2002 ), through coaching 
and distance learning of courses and information on the internet, private organ-
isations are enhancing the infl uence of training for common citizens and are 
enhancing public education as well; a service which was conventionally offered 
by the public sector. Because knowledge-oriented private organisations are 
meeting more customer demands and receiving more customisation, these organ-
isations would also expect comparable advantages from the public sector.   

   3.    Retirement of civil servants and successive exchange of knowledge specialists 
across government divisions additionally present diffi culties for the maintenance 
of information and safeguarding of institutional memory and the preparation of 
new staff. There is likewise increasing competition for talent with a capacity to 
impart learning.    

      KM Challenges for the Ministry of Justice in the Kingdom 
of Saudi Arabia 

 The Saudi MOJ is in charge of the operation of 154 notary public offi ces, 272 courts 
and 13 regulatory branches. Approximately 1600 judges are among the total staff of 
23,000 and handle around 1.3 million cases in 1000 listening rooms yearly. The 
ministry has generally confronted diffi culties in transforming huge quantities of 
cases rapidly, alongside issues such as checking IDs and providing administration 
in remote areas. These issues were exacerbated by non-existent or outdated system 
links in a few areas. Server centres had a tendency to serve only in regional or pro-
vincial business offi ces, hampering institutionalised administration conveyance. 
Finally, the ministry confronted operational expenses connected with utilising 
diverse innovations as a part of distinct areas (Cisco,  2013 ). 

    Cultural Issues 

 Dehghani and Ramsin ( 2015 ) refl ected that successful execution of KM in organisa-
tions poses the biggest challenge of cultural differences and compatibility. How 
individuals relate with each other and the dynamics of the MOJ culture as an 
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organisation can be a serious challenge for the MOJ while implementing KM 
because KM requires the presence of a positive and shared culture. 

 To ensure that KM fi ts comfortably with the national cultural ideals, it needs to 
be emphasised that KM involves all parties; it is representative of collectivism, not 
individualism and as such should be fully acceptable to the citizens of KSA. 

 Other cultural considerations associated with KM in the MOJ could be 
connected to attitudes to overseas workers and to women but these must be 
resolved internally in a way that does not offend Sharia law or the constitution and 
emphasises that knowledge held by  any  individual is of value to the MOJ and must 
be utilised to its best extent, using a Knowledge Map (KMap) of the MOJ as a 
 starting point.  

    Communication Issues 

 Effective KM results can be achieved by introducing, improving and increasing 
two-way communication, which is essential in organisations (Tıngoy & Kurt,  2009 ). 
Therefore, developing and maintaining effective communication throughout the 
MOJ at all levels can be a serious challenge for the MOJ. This has so far not been 
fully addressed by the MOJ, although it is an on-going project. It is essential for the 
development of KM because knowledge held but not shared or used is knowledge 
wasted (Taylor,  2013 ). Awareness of the importance of each individual’s knowledge 
is growing (Girard & McIntyre,  2010 ) and as it does, sharing and disseminating that 
knowledge is increasing in importance (Hau, Kim, Lee, & Kim,  2013 ). As shown 
above, the MOJ has its own department responsible for the training and advance-
ment of members of the MOJ staff (the General Directorate of Training and 
Scholarship) and this directorate needs to ensure that ‘effective communication’ is 
a core subject for trainees.  

    Lack of Competencies 

 Proper implementation of KM requires the organisation to possess an aware and 
skilled workforce who can fi t into the KM culture and in this regard managerial 
competency is of the utmost importance (Dewhurst, Hancock, & Ellsworth,  2013 ). 
Therefore, the MOJ can face a shortage of effective and competent managers who 
are capable of handling and managing KM activities within the MOJ. This is another 
area in which the training directorate needs to take direct action. The directorate can 
ensure that every member of staff at the MOJ has at least a basic grounding in the 
required competencies and that managers are not appointed unless they are compe-
tent in every aspect. This is an area the MOJ needs to follow the practices of 
the private sector and learn from the major companies that already utilise KM 
 effectively and effi ciently.  
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    Lack of Leadership for KM 

 Effective KM cannot be ensured on a long-term basis in organisations if leadership 
support and participative leadership is unavailable for organisations (Chandrasegaran 
et al.,  2013 ). Therefore, for the MOJ a lack of effective and proactive leadership can 
also appear as a challenge in the long-run. Leadership training is an essential key to 
effective KM (Hmshari,  2013 ) because unless the management display KM charac-
teristics, the rest of the staff will not do so. If any organisation, public or private, has 
a shortage of effective and successful leaders, it will not be prosperous or worth-
while. Cultivating leadership in management trainees must be a core element of the 
programme for the training directorate in the same way that it is regarded as essen-
tial in the private sector.  

    Lack of Employee Engagement and Commitment 

 A positive and high level of employee engagement and commitment tends to 
enhance the extent of benefi ts that organisations can derive from KM activities 
(Chandrasegaran et al.,  2013 ). A lack of engaged and committed individuals can be 
a serious matter of concern for the MOJ in Saudi organisational culture. In fact, this 
is yet another area in which the training directorate needs to take action to ensure 
that the staff members are valued as Knowledge Workers (KW) (Chu, Krishna 
Kumar, & Khosla,  2010 ). This is also closely related to staff retention; not necessar-
ily a problem for the MOJ but nevertheless, the more valued a member of staff feels, 
the more likely they are to remain in the employment of the ministry.  

    Lack of Awareness of Knowledge Assets 

 Where KM should reside holds crucial importance for longevity and effectiveness 
(Groff & Jones,  2012 ). For the MOJ, it will be a major challenge for deciding and 
knowing where KM should reside because this will directly affect the KM initiative 
within the MOJ. 

 This is the main reason that it is essential to carry out a knowledge audit and 
draw up a KMap. The KMap is an essential tool for the knowledge manager because 
it allows the manager to categorically know what knowledge is where. This allows 
the manager to utilise retiring staff to pass on their specifi c knowledge to the new 
intake so that their knowledge is not permanently lost when they reach retirement 
(Hau et al.,  2013 ).  
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    Keeping Up with Technology Changes 

 The awareness, presence and utilisation of technology tools are another major chal-
lenge that organisations face during KM activities (Lopez, Peon, & Ordás,  2009 ). 
This is because both effectiveness and rapidness are required in KM initiatives and 
it will be diffi cult for the MOJ to identify quick and responsive KM technology- 
based tools for enhancing the end results of KM for the MOJ. 

 In addition, the MOJ must carefully choose the best technology for their specifi c 
needs (Kingston,  2010 ). There are several different approaches to sharing knowl-
edge and each requires different technological hardware. Thus it is essential to plan 
both aspects when trying to keep up with technology; it is also necessary for the 
courts to ensure that any new systems remain compatible with the existing or legacy 
IT systems in order to preserve older records and knowledge.   

    Business Needs 

 Since 1970, the MOJ in KSA has been in charge of enhancing the organisation of a 
boundless arrangement of courts and judges in a country the size of Western Europe 
(Library of Congress,  2006 ). Innovation is presently assuming an expanding part in 
institutionalising the business procedures of legitimate organisations and enhancing 
the business discernment, business information (BI) data accessible to judges and 
legal offi cials. Modernisation of the organisation of the courts and legal framework 
had the full support of King Abdullah and will continue under the rule of King 
Salman. His administration has distributed US$1.9 billion (Sar7 billion) to a recon-
structing and updating project covering 478 legal offi ces (Stensile,  2012 ). 

 The undertaking involves making an IT framework at all court structures and 
public accountant offi ces in the kingdom. According to the Chief Information 
Offi cer at the MOJ, Mr. Majid Ibrahim Al-Adwan, they are working towards updat-
ing 400 new courthouses and public accountant offi ces. The objective is to moder-
nise work reforms. An expanding number of the courts in the kingdom are currently 
joined with online services and brought together in the framework so that they can 
be checked and monitored through it (Microsoft,  2012 ; Wienroth, Morling, & 
Williams,  2014 ). 

 The courts’ organisation framework in KSA in recent years has created a system 
utilising Oracle running on physical servers. Reacting to the administration’s 
approaches to the modernisation of business courses of action, the MOJ needed to 
further create and modernise its administrations through a heterogeneous environ-
ment including an alternate major vendor. In particular, it is expected to create a BI 
framework for courts and other legitimate administrations with open access for 
more substantial openness and a collaborative environment for public accountants. 
It additionally expects to redesign the IT infrastructure, including working frame-
works and informing arrangements (Microsoft,  2012 ; Wienroth et al.,  2014 ).  
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    Driving Factors in the Public Sector 

 Driving factors in the public sector note that the sharing of knowledge is not a natu-
ral phenomenon in the corporate sector. It requires a psychological model transfor-
mation. A culture of knowledge sharing has to be formed to transform the behaviours 
and attitudes of individuals working in the organisation as well as to cut down bar-
riers (Bolisani & Handzic,  2014 ). The suggested structure recommends the follow-
ing to generate the required transformation:

    1.    Increase awareness of the advantages of KM. Staff and managers are supposed 
to be well informed about the changes and benefi ts that KM can offer them as 
well as their organisation. Although they feel and acknowledge the power of 
knowledge, they have to believe in the power of sharing knowledge (Bolisani & 
Handzic,  2014 ).   

   2.    Increase the trend of knowledge sharing by building an environment of trust 
because when people know one another they are more inclined to share knowl-
edge. More knowledge is shared by people if they are more trusting.   

   3.    As an ideal, a leader should encourage knowledge sharing. A champion is 
required for KM implementation.    

  The MOJ should establish a formal system for rewards and recognition to foster 
knowledge sharing. Workers have to be formally rewarded and recognised, not just 
for knowledge sharing with others but also for their willingness to utilise the knowl-
edge shared by others (Kim, Lee, Chun, & Benbasat,  2014 ). 

 It is very important for organisations to create and foster communities of practice 
(COPs). COPs are organisational centres of knowledge in which individual groups 
having similar job-related duties but do not participate in an offi cially established 
work team generating, disseminating and practising knowledge (Bi & Jiang,  2012 ). 
COPs can have a wider signifi cance than simply sharing implied knowledge. These 
can be productive in the activities of the public sector, either on a specifi c or generic 
basis. Organisations need to foster COPs by ensuring the availability of resources 
and also through permitting members the chance to participate in order to develop 
and sustain COPs (Bi & Jiang,  2012 ).  

    Conclusion 

 When researching KM and its application within the MOJ in KSA, the importance 
of this relatively new approach has been clearly demonstrated. There are several key 
points that have been concluded from the above discussion such as the importance 
of cultural, technological and communication challenges for effective KM; i.e. both 
in the specifi c context of the MOJ and public sector organisations in general. 
Currently, government as well as non-government organisations throughout the 
world are facing a delay due to which some hurdles arise in KM. Exploitation of 
knowledge in services can be enhanced through KM which is integrated with their 
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national systems, dogmas, rulings and strategies. However, hurdles and trials in KM 
agendas differ according to the situation of the respective country. Some factors can 
infl uence and enhance the working environment of a country. The educational and 
cultural levels of any society, telecommunications infrastructure, technology, 
research and development, science and technology strategies are some of these key 
factors that can infl uence the working environment at large. It is concluded that 
managing knowledge is a complex process because as they are usually linked to 
long-term time horizons, a high level of uncertainty, and impacts that are often dif-
fi cult to quantify. If public sector organisations do not fully comprehend what drives 
the need for managing knowledge, they may fall into the trap of creating an ineffi -
cient strategy and operational plans. It should be noted that for some public sector 
organisations the key drivers may vary. 

 To gain sustainable competitive advantage, it is necessary for decision makers to 
recognise and use a blend of ICT (Information and Communications Technology) 
and non-ICT based KM techniques and technologies. It is advisable to use conven-
tional, simple, low cost and easy to use with minimum training needs KM tech-
niques and technologies.     
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    Chapter 40   
 Leadership Types in the Middle Eastern 
Context                     

     Wael     S.     Zaraket      and     Ali     H.     Halawi    

    Abstract     Leadership has undergone enormous development over the past 30 years. 
Effective leadership carries direct emphasis on productivity, loyalty, and talent man-
agement. This study depicts the notion of the current leadership practices in the 
Arab world, and what solutions should exist to such practices. This study will delin-
eate the relation between Middle East culture and the leadership style practices. In 
addition, this study will represent the personality types/leadership styles depicted in 
the pictures of animals.  

  Keywords     Leadership   •   Transformational leadership   •   Transitional leadership   • 
  Authentic leadership   •   Path-goal leadership   •   Personality types/leadership  

      Introduction 

 Despite the abundance of publications on leadership from the human and business 
perspectives, the understanding of leadership has undergone enormous develop-
ment over the past 30 years. In turbulent economic and political environments 
accentuated by corporate scandals, economic recessions, and Arab national coup 
d’états, people feel apprehensive about and demanding for genuine political, social, 
and business leadership. 

 In corporate environments, managers and employees have become captivated by 
the idea of leadership. Interest in leadership can be considered a framework of volu-
minous studies and research by scholars and practitioners. Therefore, corporations 
continually seek to recruit, hire, and train new employees with leadership aptitudes 
because of their ability to enrich their organizations and help others in the organiza-
tion attain their professional and personal goals. 
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 Scholars and practitioners of the business environment now recognize the word 
“Leadership” as jargon that can have different meanings for different people; these 
meanings are interrelated to managerial theorists. Leadership is defi ned as a process 
whereby one person infl uences a group of individuals to achieve a common goal 
(Northouse,  2007 ). This defi nition and many others covering the notion of leader-
ship indicate that leadership is a process that seeks to infl uence others within a 
group for the sake of attaining a goal. Leadership is therefore described as a process 
whereby the leader affects and is affected by followers. Thus, the focal point of such 
a defi nition is that the reciprocal relation between leaders and followers can be 
either benefi cial or detrimental. 

 As a result, leadership is concerned with the explicit perception of common goals 
in groups, and accentuates the idea that leaders and followers have a mutual purpose 
(Rost,  1991 ). Moreover, Jago ( 1982 ) has inferred that leadership is a process of 
interaction between leaders and followers and, therefore, can be learned.  

    Literature Review 

    Leadership and Management 

 Effective leadership and management are critical requirements for the prosperity 
of a corporation, where they have a combined infl uence on subordinates and on 
accomplishing corporate goals. According to Kotter ( 1990 ), the function of man-
agement is to impose order and consistency in the organization, whereas the duty 
of leadership is to bring about change to achieve goals. The study of management 
emerged at the dawn of the twentieth century with the materialization of our 
industrialized economy, and was intended to curtail chaos in organizations in 
order to make them more effi cient and effective, while leadership produced 
 constructive change. 

 Although there exist clear differences between management and leadership, the 
two terms are interrelated. When managers are playing their role in infl uencing 
subordinates to meet their goals, then they are also involved in leadership. On the 
other hand, when leaders use the functions of management, then they are involved 
in management. In any corporation, therefore, the two roles can collide under the 
same title, task, or duty (Zaleznik,  1977 ). 

 An organization imposing a pattern of management that excludes leadership col-
laboration will foster a classical bureaucracy, a situation that will lead to organiza-
tional decadence. Hence, the degree of innovation in an organization depends on the 
reciprocal blending of leadership, which is concerned with the process of develop-
ing mutual purposes and management, which is directed towards coordinating 
activities in order to get the job done (Rost,  1991 ).  
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    Leadership in the Arab World 

 During the past 30 years, the corporate sector across the Arab world (Middle East 
and North Africa:  MENA ) has enjoyed enormous development. A large number of 
retailing conglomerates in the Arab world have attained regional and global expan-
sion, but few of them are ever interested in strategic human resource management 
and strong leadership. The reluctance to focus on managerial and leadership issues 
and the failure to affi liate the corporation’s strategic goals with the two burgeoning 
human resource and leadership majors is a dilemma to most Arab organizations. 

 This paper will focus on leadership approach and employee productivity for cor-
porate Arab employees, and discuss how the duties of Arab CEOs and managers are 
so critical that they should implement their leadership skills to enhance their 
employees’ organizational commitment and devotion to their institution 
(Harshbarger,  1989 ). Over the past 30 years, the corporate sector in the Arab world 
has experienced massive growth and market penetration; nevertheless, a dilemma 
emerged on the surface: Are the employees suffi ciently committed to productivity 
in the organizations they work in? 

 Firms confi rm that employees are their major asset and should be considered an 
endowment from the labor market to the fi rm. The prosperity of an organization 
depends on having a solid and secure talented workforce, which can add value to the 
organization’s operations and structure. To conquer these priorities, therefore, 
Western organizations have redefi ned the role of an effective human resource man-
agement strategy. Human resource management functions in the business opera-
tions have ebbed and fl owed during the 1960s and 1970s, when the personnel 
departments in organizations were often viewed as the “health and happiness” crews 
(Decenzo & Robbins,  2010 ) specialized in planning picnics, scheduling vacations, 
enrolling workers for health care coverage, and planning retirement parties. The 
human resource strategy today is to attract, train, develop, and retain employees 
who are suited to a business environment that aims to achieve productivity, labor 
profi ciency, job satisfaction, and job commitment. 

 Western and Arab business sectors operating in different fi elds share common 
interests such as retail marketing, fi nance, and accounting. Nevertheless, the Western 
practices in human resource have expanded and advanced, while the Arab manage-
ment practices are stagnant in their infant stages. To elaborate on this point, we will 
explore developments in the most powerful economies in the MENA region—the 
Gulf Council Countries (GCC). The population of the GCC has increased more than 
ninefold during the past 60 years—from 4 million in 1950 to 46 million in 2011 
(GCC,  2011 )—which constitutes one of the highest population growths in the world. 
This growth has been caused not by natural escalation of the indigenous people of the 
Arab gulf states, but by the infl ux of expatriates. More than 12 million foreign workers 
are found in the GCC, and in UAE alone, 90 % of the workforce in 2006 was foreign 
(IMF,  2011 ). The difference between workforce management decisions in the Arab 
states and Western Europe is that in the Arab gulf states, foreign workers are hired 
both in high-status jobs as professional employees and in low-status jobs, while in 
Western Europe, foreign workers are acquired mainly for low-status jobs (Chart  40.1 ).
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     The Arab leaders working in the GCC should realize that this proliferation of 
expatriates in their countries can be used as competitive advantage for GCC econo-
mies. Treating expatriates as purely labor and enacting laws to minimize the num-
ber of expatriate employees such as Saudization and Emartization will lead to 
declining expatriate productivity and effi ciency. The reason expatriates will lose 
interest and become ineffi cient workers is that they feel their job security is under 
threat and believe that they will hit the glass ceiling and never hold leadership titles, 
which are reserved for nationals and protected by government legislation. 
Expatriates working in the Arab gulf will also feel demotivated by fear of losing 
their jobs and their pensions. 

 The Arab human resource operation’s threshold should be to mitigate the loss of 
human assets, whether the employees are nationals or expatriates. The goal of Arab 
business leaders is to sustain the employees’ commitment and loyalty to the organi-
zation, and to achieve this, they need to enrich their employees’ thorough motiva-
tion and career development plans.  

    Enhancing the Leadership Skills 

 Managers with viable prerogative do not always become the leader in a particular 
setting, and in fact, managers with limited knowledge preclude the success of stra-
tegic goals. Consequently, there is a demand for managers who promise emergent 
leadership and who urge others to believe in the organization’s strategic goals and 
trust the manager’s ability to achieve such goals (Fisher,  1974 ). What is missing in 

  Chart 40.1    GCC population.  Source : Statistical Gulf Council Countries Data Base       
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the Arab corporations, therefore, is the capacity of CEOs and human resource man-
agers to disseminate the transformational leadership concept with their employees; 
such a process needs to be preserved through applying interpersonal skills and cre-
ating cooperate relationships with others. 

 Organizational hierarchy shows that two prevalent forms of authority exist inside 
corporations: position power and personal power. The inevitable infl uence of having 
higher status than others is known as position power, which is widely practiced in 
Arab countries; it is explicit for the corporations’ employees’ low future orientation 
and uncertainty avoidance. Arab managers and employees have the same dilemma 
of preserving status and directive leadership style (Northouse,  2013 ). 

 Conversely, Kotter ( 1990 ) abridged the notion of personal power as the leader- 
infl uential capacity seen by followers as likable, knowledgeable, and a role model. 
Hence, the perception of personal power supporting the leadership style can foster 
organizational success. This type of organized leadership and managerial structure 
is not practiced in Arab corporations, because of the prevalence of family-owned 
businesses with few key decision-makers and limited opportunity for organizational 
transparency, global market penetration, and employee engagement. 

 This is illustrated by Herfy, for example, the fast-food burger chain in Saudi 
Arabia. Established in 1981 (Herfy,  2010 ), the company employs more than 2000 
employees in more than 190 locations across Saudi Arabia, and is supported by great 
consumer demand for fast food. However, Herfy’s assertiveness in repudiating the 
unassailable opportunity of the Arab region demand for fast food is strongly recom-
mended by middle-level managers in order to expand and start operating regionally 
based on the managers’ market awareness and consumers’ taste. Moreover, Herfy’s 
lack of transparency in organizational strategic goals and the top decision process 
damages employees’ motivation and organizational commitment. Herfy is an exam-
ple of an Arab corporation where only directive leadership is implemented and 
where managerial two-way communication process with followers is neglected. 

 A supportive leadership style does not work well with coercive leadership. Managers 
who infl uence others to act against their will and are interested in their own goals rather 
than in a common goal show symptom of coercive leadership. Arab business leaders 
and executives should strive to build organizational goals and commitment doctrine 
inside the company; the new generation of corporate Arab leaders must foster charis-
matic leadership (Bass,  1990 ) and transformational leadership to avoid losing employ-
ees or being diverted from achieving organizational goals. The Arab corporate sector 
needs the aforementioned leadership styles so as to implement change and make 
employees believe in the organizational long-term and short-term strategic goals. 

 The aim of Arab organizations to enhance team leadership has not been fully 
realized. Quality teams and continuous improvement should foster a culture of 
learning and the sharing of knowledge. Arab companies should therefore embrace a 
learning culture of prevalent team leadership. This managerial process, urging Arab 
managers with prerogative duties, should be nurtured by top management in order 
to ensure group effectiveness and the meeting of organizational goals. Hence, team 
leaders as the middle managers need to master effective communication skills and 
adapt a mental model of the situation in which the managers can assess both the 
environmental surroundings of the company and the current contagious issue. 
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 Arab executives and decision-makers should encourage human resource manag-
ers and employees to act as agents of continual transformation. The role of the human 
resource professionals has evolved into developing organizational strategic plans. 
Arab human resource professionals and consultants should apply Western human 
resource policies to change many of their obsolete practices and policies so that they 
become more successful with the goals and challenges facing their organizations. 
Managers of Arab corporations should therefore adapt a strategy through which they 
can monitor group dynamics and take actions to ensure team effectiveness. 

 Arab companies must maintain a strategy to implement a transformational lead-
ership plan rather than the classical transactional leadership strategy. The pervasive 
transactional leadership style focuses on a reciprocal exchange between the leader 
and the follower, such as incentives and promotion for outstanding performance. 
Nevertheless, Arab corporations should recognize the concept of transformational 
leadership, which emphasizes how followers reach their fullest potential affi liated 
with organizational strategic goals. In summary, MENA managers should delineate 
effective Strategic Human Resource Managers (SHRM) to allay obsolete leadership 
practices in order to initiate organizational development based on team leadership, 
learning, knowledgeable workers, and committed and motivated employees.  

    Taking Action 

 The focal point is to inaugurate, train, and fi nd transformational leaders who can groom 
employees to understand the importance and value of organizational goals. Subordinates 
set their career goals from the early stages of joining a company. Thus, as transforma-
tional leaders, Arab managers should use their motivation and intellectual stimulation 
to synergize the employees’ own self-interest with organizational goals. 

 A study by the American Society for Training and Development of more than 
500 US based companies found that those that invested the most in training and 
development, such as in leadership, had a shareholder return that was 86 % higher 
than that of companies in the bottom half (Noe,  2010 ). Arab fi rms must allay the 
fears of their expatriate and local middle-level managers, and strongly encourage 
their development. High managerial positions within a fi rm must realize that 
employees need to be actively engaged in order to achieve success Organizational 
Citizenship Behavior (OCB), and all activities should be infl uenced by human 
resource management practices. Hence, Arab human resource practitioners must 
attract, retain, develop, and motivate their skilled mid-level managers, who can be 
groomed for leadership positions within the strategic decision hierarchy. 

 Mid-level managers and well-performing bottom-of-the-line employees are an 
indispensable source of information on market trends and consumers taste; there-
fore, the performance of these employees must be merited by the top management 
through employee engagement. Leadership training for precedence positions can 
create a learning culture where the experience of these employees can be communi-
cated to others. 
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 There are many pitfalls on the road to success; theorists and books attest that in 
today’s business environment the only constant is change, which can be seen in 
products, organization development, and much more. Therefore, Arab companies 
should adapt to a changing environment where all bottom-line employees—such as 
sales representatives, middle line managers—as well as executives embrace a cul-
ture of learning, embarking on a pattern of a path-goal theory (House,  1996 ). With 
this imposed pattern, it is clear that Arab organizations can embrace a culture of 
lifelong learning, requiring all employees to continually acquire and share knowl-
edge through path-goal leadership (House,  1971 ). 

 The inevitable question is why Arab companies should disseminate a culture of 
learning in a labor market where most of the employees are expatriates. To answer 
this question, we have to accentuate the concept of knowledge worker and talent 
management. Arab companies should place emphasis on attracting, developing, and 
retaining knowledge workers to ensure that the company succeeds. Therefore, the 
business environment requires knowledge workers who can contribute to the com-
pany and their colleagues through their knowledge and work experience. Hence, the 
duty of management is to enhance the sharing of knowledge, with no place for an 
individual or team to hoard information and knowledge. 

 Both management and knowledge workers share responsibility in creating an 
environment where the company can be a place to develop managerial talent with 
leadership skills. The purpose of such managerial philosophy is to support the 
employees through training, continuous learning, talent management, and employee 
engagement. Consequently, the company can leverage intangible assets, as the com-
pany’s competitive advantage is hard to duplicate or imitate. 

 Arab corporations should be grooming leaders who can lead with integrity and 
invest their competency in the organization. The new era of Arab corporate leaders 
should motivate employees to offer superior customer service and ensure long-term 
value for stakeholders. Consequently, the previous discussion refl ects the idiosyncra-
sies of an authentic leader (Gardner & Avolio,  2005 ), who nurture the enlargement of 
authentic qualities in their followers. In consequence, Source: Statistical Gulf Council 
Countries Data Base these national and expatriate followers’ authenticity will be 
refl ected in their performance and in their commitment to organizational goals. 

 Leaders can play a critical role in sharing their life story and career path of 
success with their followers. To be recognized as an authentic leader with a sym-
bolic fi gure takes shrewdness and versatility from the managers and leaders to 
sustain their image in the eyes of their followers and achieve their mutual goal 
(Shamir & Eilam,  2005 ).  

    Middle East Globe’s Cluster 

 House et al. delineate the strongest study in the area of culture and leadership. 
Published in 800 pages, the GLOBE study, named for the Global Leadership and 
Organizational Behavior Effectiveness and covering 63 societies, offers a direct 
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description of the relation between culture and leader. The principal objective of the 
GLOBE project is to disseminate the infl uence of culture on leadership behavior, 
using quantitative methods of research covering 17,000 managers in more than 950 
organizations around the world. 

 GLOBE output studies described nine cultural dimensions: power distance, 
institutional collectivism, in-group collectivism, uncertainty avoidance, assertive-
ness, future orientation, performance orientation, human orientation, and gender 
egalitarianism. The 62 countries studied by GLOBE researchers have been divided 
into ten regional clusters based on geography, religion, and historical background 
(Fig.  40.1 ); one of these clusters is the Middle East cluster, which will be discussed 
in this paper. 

 Through the GLOBE studies, Table  40.1  sensitizes the characteristics of each 
regional cluster and how each cluster matches each of the nine cultural dimensions. 
As we see from Table  40.1  that the Middle East region consisting of Morocco, 

  Fig. 40.1    Country clusters according to the Global Leadership and Organizational Behavior 
Effectiveness (GLOBE).  Source : Adapted from House et al. Culture, Leadership, and Organization: 
The GLOBE Study of 62 Societies       
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Qatar, Egypt, Turkey, and Kuwait scored high in group collectivism and low in 
future orientation, gender egalitarianism, and uncertainty avoidance. This indicates 
that people in these countries or regions tend to be family-oriented and are proud of 
their families, tribes, and organizations. It is clear that the people of the Middle East 
region are not consistence and like to stress current issues rather than to focus on 
future-oriented objectives (House, Hanges, Javidan, Dorfman, & Gupta,  2004 ).

   Hitherto, Arab corporations did not know how to cultivate the massive effort of 
their businesses’ local growth in order to build a real conglomerate sprawling 
regionally or around the globe. Arab corporations managed by the current leaders 
carry parochial management decisions for local and regional development only. 
With such a managerial perspective, it is clear that the management style of leading 
the business, from training, staffi ng, career development, and strategic planning, 
will fall into the same dilemma of limitation. Having a vision for where the com-
pany will stand 20 or 30 years from now should be carried by a future-oriented 
culture. Arab management that is a refl ection of the society and the culture they 

    Table 40.1    Cultural clusters classifi ed on cultural dimension   

 Cultural dimension  High-score clusters  Low-score clusters 

 Assertiveness orientation  Eastern Europe  Nordic Europe 
 Germanic Europe 

 Future orientation  Germanic Europe  Eastern Europe 
 Nordic Europe  Latin America 

 Middle East 
 Gender egalitarianism  Eastern Europe  Middle East 

 Nordic Europe 
 Humane orientation  Southern Asia  Germanic Europe 

 Sub-Saharan Africa  Latin Europe 
 In-group collectivism  Confucian Asia  Anglo 

 Eastern Europe  Germanic Europe 
 Latin America  Nordic Europe 
 Middle East 
 Southern Asia 

 Institutional collectivism  Nordic Europe  Germanic Europe 
 Confucian Asia  Latin America 

 Latin Europe 
 Performance orientation  Anglo  Eastern Europe 

 Confucian Asia  Latin America 
 Germanic Europe 

 Power distance  No clusters  Nordic Europe 
 Uncertainty avoidance  Germanic Europe  Eastern Europe 

 Nordic Europe  Latin America 
 Middle East 

   Source : Adapted from House et al. Culture, Leadership, and Organization: The GLOBE Study of 
62 Societies  
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exist in lack long-term oriented planning and will only preside over well-established 
corporations operating only to the local market, where there are limitations in lack 
of diversifi cation and other external factor that might infl uence negatively the 
 business locally.   

    Personality Type/Leadership 

 In this paper, we will be introducing for future research the personality type/leader-
ship depicted in animals. There are four main types of animals to keep in mind: 
Lion, Elephant, Hyena, and Rooster. Most people should fall in one of these four 
personality/leadership types but still many can fall in more than one animal type 
subject to the situation and the circumstances. The Lion characterized by laissez- 
faire leadership style, delegation, charismatic, and focus on strategic observation. 
The Elephant, characterized to be team oriented, group sympathetic, warm, and 
refl ect the path-goal leadership approach. The Hyena, portrayed as ultimate team 
oriented, well organized, agenda plan oriented, thorough tactics with his/her team 
members. Last, the Rooster, depicted as solo leader/management style, enjoys con-
trol and discipline, protective, and likes the show to run at his own discretion. 

 All of the aforementioned personality types/leadership represented in animal fi g-
ures set to be under further research in a study covering sample population of top 
management and middle management positions in the Middle East region. The 
focal reason for this approach is to distinguish the Middle Eastern region with all its 
idiosyncrasies from the Western Context and the common leadership and manage-
rial theories.  

    Conclusion 

 To clarify the foregoing information, we need to express the nexus between the 
Middle East cluster and their leadership behavior. Figure  40.2  shows Middle East 
leadership practices in the business fi eld: Arab leadership style emphasizes the 
safety and security of the leader and the group (Self-Protective Leadership), and in 
addition, Arab leaders should be passionate, generous, and sensitive towards their 
followers (Human-Oriented Leadership). Arab leaders also prefer to be indepen-
dent, autonomous, and portrayed as a unique symbol (Autonomous Leadership). 
Conversely, they fi nd the other three leadership behaviors as less infl uential for an 
effective leadership behavior (House et al.,  2004 ). 

 Protecting the manager’s position when it stems from the self-protective leader-
ship may indicate a defi ciency in a performance appraisal system. According to 
human resource strategy, recruitment, training, performance appraisal, and other 
human resource activities should be synchronized to achieve the strategic goals 
stated by both the vision and the mission statement. Nevertheless, the detrimental 
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factor arises, for example, when after being hired, the chosen candidate is working 
in the company according to the promised career development pathway, but the 
managers/leaders refuse to give up their positions. This interferes with the whole 
structured performance appraisal system, where employees must be groomed to 
hold higher managerial positions. 

 If there exists a glass ceiling that precludes employees from their earned career 
pathway, then we see disenchanted employees who start neglecting their duty of 
aligning their effort with the organization’s goals. 

 Finally, we need to recognize the major steps top management and human 
resource practitioners can pursue in order to build a well-structured managerial 
structure and achieve long-term strategic goals. We need to reassess the training 
programs offered, which should entail innovative and leadership skill training pro-
grams rather than such barren training programs as time management and commu-
nication skills. Managers should also initiate employee career assessment and 
employee performance appraisals for every employee in each department, because 
evaluations are important for development and productivity. 

 In addition, Arab organizations should rejuvenate their organizational culture by 
eliminating the employees’ seclusion and reinventing employee engagement. 
Employee incentives are not the only motivator of satisfactory performance. 
Nevertheless, workplace incentives can ignite employees’ exuberance, examples of 
incentives being employee engagement, job rotation, and training programs. 
Companies must remain dedicated to recruiting, hiring, and training knowledgeable 
workers with special aptitudes that meet the organization’s culture of knowledge 
sharing and learning.     

  Fig. 40.2    Middle East leadership behavior.  Source : Adapted from House et al. Culture, Leadership, 
and Organization: The GLOBE Study of 62 Societies       
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    Chapter 41   
 Women on Corporate Boards: 
The New Zealand Perspective                     

     Rizwan     Tahir    

    Abstract     The purpose of this paper is to analyse the issue of gender diversity on 
corporate boards in New Zealand companies. Despite the increased interest in diver-
sity on corporate boards, very few studies have focused specifi cally on the issue of 
gender diversity in the corporate boards. This benchmark study contributes to the 
literature of corporate governance by analysing the presence of women on corporate 
boards in New Zealand. The research results indicate that women are severely 
underrepresented. The situation becomes more serious when we observe that in 
New Zealand more than 90 % of the companies listed on the New Zealand stock 
exchange lack any female voice on their board. The fi gures depicting female direc-
tors as a proportion of total directorship spotlight the need for New Zealand govern-
ment and companies to develop effective strategies to increase the representation of 
females on corporate boards.  

  Keywords     Gender diversity   •   Corporate governance   •   Corporate boards   •   New 
Zealand  

      Introduction 

 The structure of the corporate boards is often viewed as one of the more important 
issues in evaluating the effectiveness of this specialized governance structure. The 
purpose of a corporate board is to help management develop business strategies and 
to set policy objectives. Boards are often responsible for the selection of Chief 
Executive Offi cers (CEOs) and, through their regular meetings, ensure effective 
strategic planning for the company. In addition, they oversee adherence to regula-
tory requirements and monitor fi nancial performance (Arfken, Bellar, & Helms, 
 2004 ). Most effective corporate boards are composed of members who bring skills, 
diversity and experience to a company to complement other directors. 
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 According to Burton and Ryall ( 1995 ), the concept of diversity goes beyond that 
of active representation in that it seeks not representatives of particular, identifi ed 
interests, but people with certain characteristics arising out of various experiences 
which might effectively come to bear on a policy issue but which have not been used 
in the past. So Burton highlights, in effect, a “skill” versus “representation” argu-
ment for diversity. More precisely diversity in age, gender, ethnicity and ideas can 
offer companies a number of advantages including new ideas, better product devel-
opment and positioning, different opinions and even additional accountability. For 
women, board membership provides an opportunity to test ideas and to support a 
corporation’s view on public policy (Arfken et al.,  2004 ). 

 The recent corporate ethical and fi nancial scandals have forced changes in the 
composition and functioning of board of directors. Public initiatives for board 
reforms are not just on issues of compliance and legislating for tougher regulations 
of publicly held corporations, but increasingly involve how the boards work (van der 
Walt & Ingley,  2003 ). These pressures, as well as the waves of mergers and acquisi-
tions and a recent economic recession have changed corporate governance climate. 

 The purpose of this paper is to analyse the issue of gender diversity on corporate 
boards in New Zealand companies. Despite the increased interest in diversity on 
corporate boards, very few studies (e.g. Arfken et al.,  2004 ) have focused specifi -
cally on the issue of gender diversity in the corporate boards. This benchmark study 
also contributes to the literature of corporate governance by analysing the presence 
of women on the corporate boards of the companies based in New Zealand, a small 
industrialized country where domestic conditions are different from those of the 
multinationals from the USA, Europe and Japan that have dominated the past 
research attention.  

    The Financial Crisis: Changing Role of Corporate Board 

 As companies now grapple with fi nancial crisis of a magnitude that few have expe-
rienced before, their corporate boards should begin by questioning their fundamen-
tal strategic beliefs: Is our view of the products and markets realistic? Does our 
fi nancial planning and strategy take into account the uncertain new conditions? Can 
we exploit the current glut of ideas and skills? How can we learn from the problems 
that our competitors are experiencing? 

 Most board members will believe that radical change is unnecessary and that 
“normal situation” will soon resume. Their experiences during less severe crises—
such as those in 1997, or 2008—will drive them into a false sense of complacency 
and very few will adjust their strategies and policies suffi ciently. This action is the 
result of a clinically observed human trait of being overly infl uenced by past experi-
ences and judgments. Researchers in the area of decision-making term it  anchoring . 
The problem is made worse by the natural rhythms that tend to reinforce rather than 
challenge anchored thinking. It is important that in the coming months board chairs 
need to challenge their board members to think things through afresh. 

R. Tahir



475

 Mobilizing the board to tackle this fi nancial crisis requires a complete overhaul 
of how its members interact. The only way is to force change. The chair needs to 
underline the gravity and urgency of the situation by summoning the board to 
extraordinary “credit crunch” meetings, “survival” meetings, “does our plan still 
make sense” meetings and “how can we turn this pain into an opportunity” meet-
ings. Without disrupting the rhythm, anchored thinking will continue to dominate 
(Campbell & Sinclair,  2009 ).  

    Diversity Defi ned 

 Diversity is defi ned as differences in the most literal form of the word but the term 
according to Arfken et al. ( 2004 ) has been transformed to a purposeful strategic direc-
tion where differences are valued. Differences can be associated with age, gender, 
religion, physical appearances, culture, job function or experience, disability, ethnic-
ity and personal style. Empirical research has shown that diversity generally increases 
group-level outcomes like creativity and the quality of decision-making (Bantel & 
Jackson,  1989 ; Magjuka & Baldwin,  1991 ; Jehn, Northcraft, & Neale,  1999 ). Diversity 
may affect either the quantity and quality of information used by the group or improve 
group processes and may produce signifi cant value on teams (Morrison,  1992 ). 

 Diverse teams tend to consider more perspectives, which may arise from the 
minority group members who consistently voice alternative hypotheses and analyses 
(McLeod & Lobel, 1992; Watson, Kumar, & Michaelson,  1993 ). The cognitive con-
fl ict between the majority and minority groups may also improve the quality of the 
arguments, causing group members to more carefully reason and support their sug-
gestions. In an early model of how group composition and other variables affect 
group outcomes, Gladstein ( 1984 ) proposed that group performance depends on six 
key group processes: open communication, supportiveness, confl ict, effective dis-
cussion of strategy, weighting of inputs and boundary management. Campion, 
Medsker, and Higgs ( 1993 ) connected group effectiveness to group processes includ-
ing potency perceptions, social interactions, communication and coordination. In 
their model, diversity improves outcomes if it increases potency, social interaction, 
communication and coordination. This research suggests that gender diversity on 
teams results in better group outcomes in many business and group settings. 

 However, diversity in groups may create signifi cant costs and impair group-level 
outcomes in other settings (Campion et al., 1996; William & O’Rielly,  1998 ). There 
is evidence that diversity negatively affects individual identifi cation with the group, 
as well as job satisfaction, causing lower group commitment and higher turnover for 
minority group members (Tsui & O’Reilly,  1989 ; Pfeffer,  1983 ). At the same time, 
diverse group members may have diffi culty communicating with each other, caus-
ing an increase in coordination costs (Lang,  1986 ; Zenger & Lawrence,  1989 ). 
There is also an evidence that net gains from diversity depends largely on whether 
new group norms have developed to mitigate its negative consequences (Chatman 
& Flynn,  2001 ). Overall previous research has shown that diversity can both enhance 
and degrade group outcomes. 
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 Fister ( 2003 ) argued that one major benefi t of diverse groups is that they provide 
superior information for decision-making. In practice, this means that women can 
bring unique and valuable information, developed through past experiences that 
men either do not or cannot have. Information is often heterogeneously distributed 
by gender, such as having single-gender groups results in less than perfect informa-
tion and ineffi cient decision-making. A heterogeneous distribution of information 
suggests a social network with structural holes, in which some information is con-
tained solely within one social group that is largely disconnected from other social 
groups (Burt,  1997 ). In this structural hole model, any person who bridges the gap 
between the disconnected social groups can distribute the information across the 
boundaries. If the minority group provides a unique piece of information to the 
majority group, which is superior and accepted by the group, then the group out-
come will be positive and strong. The uniqueness of information arises from this 
particular type of social network with pockets of disconnected groups (Fister,  2003 ). 
Using this line of reasoning, some researchers (Morrison,  1992 ; Fernandez,  1993 ; 
Burke,  1993 ) have proposed that companies serving diverse a customer population 
should refl ect that diversity in their line and staff positions to ensure a match between 
customer needs and company capabilities, although the empirical evidence provides 
mixed results (Leonard & Levine,  2002 ).  

    Gender and Diversity 

 A major demographic shift since the 1960s has seen increasing gender diversity on 
American board of directors. In 1969, there were fewer than 50 women serving on 
large American boards of directors (Catalyst,  2004 ). In 2008, women held 15.2 % of 
directorships at Fortune 500 companies; this number was 14.8 % in 2007 (Catalyst, 
 2009 ). Over the past 30 years, female representation on the boards has increased at 
an 11 % compound annual rate, and the percentage of corporate director seats held 
by women doubled from 5 % in 1987 to 11 % in the late 1990s (Catalyst,  2000 ; 
Daily et al., 2000). Women now hold between 5 and 15 % of director positions in 
English speaking industrialized economies: 5 % in Great Britain (FTSE 100), 6 % in 
Canada (FP500), 10 % in Australia, 11 % in the USA (S&P 500) and 14 % in New 
Zealand (Catalyst,  1998 ,  1999 ). 

 There is some evidence that gender diversity can be an important characteristic 
of corporate boards that has the potential to add value to the businesses. Previous 
research (Bilimoria & Piderit,  1994 ; Kesner,  1988 ) has indicated that men and 
women differ in board committee service and attitudes about board services 
(Talmud & Izraeli,  1999 ; Hillman, Cannella, & Paetzold,  2000 ). Managers also 
differ in their opinion towards gender diversity on boards. At one extreme, almost 
three out of four managers surveyed in 1993 indicated that recruiting a female 
director was a top priority, and almost nine in ten managers expressed that increas-
ing female representation on boards is an important general principle (Mattis, 
 2000 ). At the other extreme, the CEO of Cypress Semiconductor wrote in a letter 
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explaining his company board composition, “Bluntly stated, a “woman’s view” on 
how to run our semiconductor company does not help us, unless that woman has 
an advanced technical degree and experience as a CEO” (Pfeffer & O’Reilly, 
 2002 ). Clearly, it is evident that the shift to hiring more female directors has not 
affected all companies.  

    Theoretical Perspective 

 Two main theoretical perspectives in the management and corporate governance 
literature underlie the rationale for board diversity. The fi rst is agency theory that 
can be briefl y summarized as the board’s monitoring role (in its stewardship capac-
ity) in protecting shareholder interests from the self-interests (the agency costs) of 
management. The second perspective relating to arguments in favour of diversity is 
the resource dependence view that regards the corporate board as an essential link 
between the organization and the key resources necessary to maximize it perfor-
mance. These theoretical underpinnings clearly highlight the role of the corporate 
board in carrying out its governance function (van der Walt & Ingley,  2003 ). 

 Agency theory is the theoretical framework most often used by the researchers in 
fi nance and economics to understand the link between board characteristics and 
fi rm value. Fama and Jensen ( 1983 ) propose a very important role for the board as 
a mechanism to control and monitor managers. The role of the board in an agency 
framework is to resolve agency problems between managers and shareholders by 
setting compensation and replacing managers who do not create value for the share-
holders (Carter, Simkins, & Simpson,  2003 ). One of the key elements of an agency 
view of the corporate board is that the heterogeneous board members will not col-
lude with each other to subvert shareholder interest because board members have 
incentives to build reputation as expert monitors. Board diversity is critical for the 
board to function in the best interest of the shareholders. 

 It can be argued that diversity increases board independence because female 
board directors might ask question that would not come from male directors with 
more traditional backgrounds. The Australian Report of the Industry Task Force on 
Leadership and Management (Burton & Ryall,  1995 ) suggested that women direc-
tors are economically advantageous to a company. The report claimed that well- 
balanced boards that include women directors reduce the likelihood of corporate 
failures. Homogeneous groups tend to have homogenous ways of solving company 
problems: “group think” errors would less likely to occur with a heterogeneous 
board (Burgess & Tharenou,  2000 ). 

 Taking the resource dependence view, the board is seen as a potentially impor-
tant strategic resource for the organization, especially in linking the fi rm to external 
resources, such as providing a linkage to a nation’s business elite, access to capital, 
connections to competitors, or market and industry intelligence (Ingley & Van Der 
Walt,  2003 ). Diversity in this context argues for a broader range of backgrounds 
among directors in providing this resource.  
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    The Case of New Zealand 

 New Zealand’s small corporate sector is a microcosm of western business thought 
and practice (Hawarden & Stablein,  2008 ). In 2004, there were some 160,000 for 
profi t corporate enterprises operating in New Zealand. These enterprises had over 
1.1 million employees (Goh, 2005). New Zealand is predominantly a nation of 
small business enterprises (SMEs). In February 2006, 96.4 % of enterprises 
employed 19 or fewer people (Fabling 2007). A much smaller corporate sector con-
sists of 1600 companies with approximately more than 100 employees. Many of 
these larger fi rms are foreign-owned. Approximately 200 of these companies are 
listed on the New Zealand Stock Exchange (  www.nzx.com    ). 

 New Zealand’s liberal, tolerant and diversity focused political climate, combined 
with its advanced equal opportunity philosophies and fi rst world technology and 
business practices, encourages the success of women in the public arena. Despite 
this, NZ is far from being a pioneer in promoting women to boards of directors in 
the corporate sector (Hawarden & Stablein,  2008 ). In this sector, “glacier progress” 
towards gender equity (McGregor & Fountaine,  2006 ) persists despite increasing 
participation by women in the workforce at lower levels (Murray,  2006 ). 

 Women are gradually entering senior management levels, but very few are being 
appointed as CEOs. While the pipeline to the board table appears to be correspond-
ingly limited (Rotherham,  2007 ). A lack of suitably experienced and qualifi ed 
women has been frequently touted locally and internationally as a major reason for 
the low representation of women at board level (Singh & Vinnicombe,  2004 ; van 
der Walt & Ingley,  2003 ), the ease with which women of calibre were found to 
populate the state sector boards in New Zealand has highlighted the fatuous nature 
of this argument. 

 The small and close-knit nature of the New Zealand business community and 
pool of directors has been well documented over the years (Stablein, Cleland, 
Mackie, & Reid, 2004). A group of experienced directors who sit on multiple boards 
together is noticeable and constitutes an easily identifi able “old boys network”, with 
a sprinkling of women directors, the so-called “Queen Bees” (Dalton,  2007 ). These 
New Zealand women in the corporate boards tend not to be proactive in recom-
mending other women for board appointments or mentoring other aspiring women 
for positions on corporate boards. The prevailing attitude among female directors is 
that they have achieved success through their own merits and others should be capa-
ble of similar success without extra assistance. An element of denial of  discrimination 
pervades this group despite the statistics indicating otherwise (Rotherham,  2007 ). 

 New Zealand Exchange (NZX) comprises of three securities markets—the New 
Zealand Stock Market (NZSX), the New Zealand Debt market (NZDX) and the 
New Zealand Alternative Market (NZAX). The NZSX includes most of the corner 
stone New Zealand companies. The NZDX sells a range of investment securities 
that include corporate bonds and fi xed income securities; and the NZAX aims for 
the developing companies and companies with non-traditional structures.  

R. Tahir

http://www.nzx.com/


479

    New Zealand Stock Market 

 According to the 2008 census by the Human Rights Commission, women hold 
8.65 % of board directorship of companies listed on the NZSX. This fi gure is derived 
from the top 100 companies by market capitalization and compromises 54 female 
directorships held by 45 women out of the total of 624 directorships. The fi gures 
compare with 7.13 % recorded in 2006. 

 Pumpkin Patch Limited and Kingfi sh Limited came out as top 100 companies 
that have gender equality on their board. Almost ten top 100 companies have at least 
two or more female directors on their board. One of the top ten companies is Vector 
Limited and the other nine are Westpac Banking Corporation, AMP Limited, 
Michael Hill International Limited, Delegat’s Group Limited, EBOS Group Limited, 
Telstra Corporation Limited, Abano Healthcare Group Limited, NZ Windfarms 
Limited and Rachina Pacifi c Limited. Only 40 of the top 100 NZSX listed compa-
nies have any female directors, an increase of only three from the 2006 census 
report. One woman holds three directorships of top 100 companies and seven others 
hold two directorships (Human Rights Commission Census,  2008 ). 

 Vector Limited is the only NZSX listed company that has added two women to 
its corporate board since the previous census in 2006. The fi ve other companies that 
have added one woman since 2006 are Michael Hill International Limited, EBOS 
Group Limited, The Warehouse Group Limited, Kiwi Income Property Trust and 
Wakefi eld Health Limited. Three companies—PGG Wrightson Limited and 
Australian 20 Leaders Fund have dropped female board directors and now have no 
female directors, while Telecom Corporation of NZ Limited currently has only one 
female director.  

    New Zealand Debt Market 

 It is reported in the 2008 census that women hold 5.73 % of directorships in the 53 
NZDX listed companies with only 13 companies having female directors. Three 
companies had two women, and the other ten had just one female director each.  

    New Zealand Alternative Market 

 Human Rights Commission Census ( 2008 ) concluded that women hold 5.07 % of 
directorships in 28 NZAX listed companies. Interestingly, the total number of direc-
tors on the NZAX has increased to 138 from 122 in 2006; the total number of seven 
female directors remains unchanged between the two census reports. Oyster Bay 
Marlborough Vineyards Limited is the only company on the NZAX that has 
two women on its corporate board and fi ve other companies have one woman each. 
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Only six of the 28 companies have any female board directors. The New Zealand 
Wine Company has not had a female director on its board since 2005. The NZAX 
listed companies have dramatically decreased their proportion of women corporate 
directors over three census reports from 16.39 % in 2004 to 5.74 % in 2006, reach-
ing to a new low of 5.07 % in 2008 (Human Rights Commission Census,  2008 ).  

    Discussions and Implications 

 Women are almost nonexistent on the corporate boards of New Zealand private sec-
tor companies. It is reported that women hold 8.65 % of board directorships of listed 
companies on NZSX, 5.73 % of directorships in the 53 NZDX listed companies and 
5.07 % of directorships in 28 NZAX listed companies. The situation becomes more 
serious when we look into the number of New Zealand companies without any 
female board representation. In New Zealand, more than 90 % of the listed compa-
nies are without any female voice on their board. Compared to the 18 % of Fortune 
500 fi rms with no women director on their corporate board (Arfken et al.,  2004 ), 
New Zealand companies lag signifi cantly in their incorporation of women. The fi g-
ures depicting female directors as a proportion of total directorship spotlight the 
need for women and New Zealand companies to develop effective strategies to 
increase their gender representation. 

 In the New Zealand corporate sector, getting that fi rst substantive corporate 
board appointment is competitive for men and women directors alike. The small 
number of women on private sector boards demonstrates that clearly there are some 
odds and that they are heavily stacked against women, stopping women from 
achieving this crucial fi rst appointment. Aspiring corporate board members, partic-
ularly women with high ambitions, are in diffi cult position to accept high risk 
appointments and set themselves up for failure. Once entry to the elite group of 
experienced corporate directors is achieved, such directors have the luxury of refus-
ing corporate appointments and can cherry pick the more high profi le and less risky 
appointments (Hawarden & Stablein,  2008 ). 

 In New Zealand, more needs to be done to tackle the lack of opportunities for 
talented women in corporate boards. Benchmarking studies can be undertaken 
annually, and chairmen, chief executives and women directors can be invited to 
work with the responsible policymakers to develop a gender-equitable pool of talent 
for leadership. Given the nature and composition of corporate boards, government 
and major shareholders such as banks should be encouraged to identify women 
directors in the public sector organizations who could be suitable for the corporate 
boards of private sector companies. 

 The examples of change efforts underway around the world basically take two 
approaches. One is the cognitive dissonance approach that is about pushing change. 
This approach assumes that changed behaviour will result in changed attitudes. By 
requiring companies to add women to their boards, as in Scandinavia and Israel, the 
hope is that companies will then see the benefi ts, and consequently, the attitude that 
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causes barriers will change (Adam & Flynn,  2005 ). The other approach involves 
facilitative, collaborative change management, characterized by Meyerson ( 2001 ) 
as the tempered radical approach. This is accomplished by fostering and promoting 
the option of tapping current underutilized resources of qualifi ed women and by 
lending a helping hand in a pull fashion. 

 In New Zealand, a combination of push and pull strategies may well prove suc-
cessful. Women in the corporate sector can argue that the consolidation of power, 
privilege and wealth in the private hands will only entrench the existing male elites. 
At the same time, gender parity will require the stronger medicine of legislated 
quotas, as is happening in other countries. On the other hand, the politicians in New 
Zealand would hope that the increasing pool of experienced female board directors 
would trickle through to the boards of the private sector (Hawarden & Stablein, 
 2008 ). However, it is my belief that in order to achieve this, a group that is an active 
and vocal both in political and in commercial sectors is needed to drive the process 
forward. The lesson from New Zealand is that equality in gender is hard earned, has 
to be promoted vigilantly and needs an undermining political will in addition to its 
supportive social philosophies. 

 Finally, it is important that solutions are found that allow the women to play a 
more equal role in corporate boards. Not all the Kiwi women will want to become 
directors, nor are they all likely to have the right aptitudes and competences for such 
positions. But it is essential for a small country like New Zealand to utilize the 
whole of its talent pool in its business, not just half of it.     
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    Chapter 42   
 The Effects of Age on Job Crafting: Exploring 
the Motivations and Behavior of Younger 
and Older Employees in Job Crafting                     

     Sabrine     El     Baroudi      and     Svetlana     N.     Khapova   

    Abstract      Purpose:  This paper contributes to the job-crafting theory of 
Wrzesniewski and Dutton (The Academy of Management Review 26(2):179–201, 
2001) by exploring the effects of age on job-crafting behaviors (i.e., task crafting, 
relational crafting, and cognitive crafting) and on job-crafting motivations (i.e., the 
need for personal control, the desire to create and sustain a positive self-image, and 
the need for human connection). 

  Design/methodology/approach:  Semi-structured interviews were conducted with 
16 younger and 15 older employees ( n  = 31) at a socially responsible non-profi t 
organization in the Netherlands. The qualitative data were analyzed in two major 
steps: (1) identifying job-crafting motivations and behaviors in older and younger 
employees and (2) identifying and comparing the differences in the job-crafting 
motivations and behaviors between older employees and younger employees. 

  Findings:  We found that both older and younger employees are likely to engage in 
job-crafting behavior to assert control over their jobs and to create a positive self- 
image. However, younger employees may have two different motivations (personal 
control and positive self-image) for engaging in such job-crafting behavior. Whereas 
both younger and older employees engage the most in task crafting, younger 
employees are more likely to engage in all three types of job-crafting behavior; 
additionally, we found that the three different forms of job-crafting behavior of 
younger employees occur in conjunction with one another. 

  Research limitations/implications:  This study contributes to the original job- 
crafting model of Wrzesniewski and Dutton (The Academy of Management 
Review 26(2):179–201, 2001) by including the effect of age in the model, and by 
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demonstrating the importance of studying the three original main job-crafting 
motivations and behaviors separately from one another. 

  Practical implications:  This paper addresses the multigenerational challenges of 
the contemporary workforce. It demonstrates that managers may play a pivotal role 
in stimulating older employees to engage in job-crafting behaviors by informing 
them about job-crafting strategies and providing them with more opportunities to 
engage in job crafting. 

  Originality/value:  This paper is original in that it re-examines, refi nes, and enriches 
the job-crafting model of Wrzesniewski and Dutton (The Academy of Management 
Review 26(2):179–201, 2001), which is receiving a growing interest among 
researchers and business practitioners.  

  Keywords     Job crafting   •   Age   •   Older employees   •   Younger employees   •   Motivations  

      Introduction 

 The concept of job crafting, which is defi ned as “the physical and cognitive changes 
that individuals proactively make in the task and relational boundaries of their work” 
(Wrzesniewski & Dutton,  2001 , p. 179), has received much interest from both 
researchers and practitioners (Bakker,  2010 ; Tims, Bakker, & Derks,  2013 ). However, 
perhaps because they were inspired by the concept’s agentic perspective on employ-
ees, few authors have engaged in re-examining, refi ning, and/or enriching the origi-
nal job-crafting model. Instead, most emerging papers have consisted of tests of the 
Wrzesniewski and Dutton ( 2001 ) model in various populations and work contexts 
(e.g., Berg, Dutton, & Wrzesniewski,  2008 ; Leana, Appelbaum, & Shevchuk,  2009 ). 
To our knowledge, only the study by Berg, Wrzesniewski, and Dutton ( 2010 ) exam-
ines the original job-crafting model. Their study concludes that the process of job 
crafting is much more complicated than as suggested by Wrzesniewski and Dutton 
( 2001 ). For example, whereas the original model treats perceived opportunities to 
craft as fi xed limits, Berg et al. ( 2010 ) found that perceived challenges limit the 
opportunities that employees see for job crafting. 

 In this paper, we propose that the infl uence of age on job crafting is another impor-
tant aspect of job crafting that received scant attention from Wrzesniewski and Dutton 
( 2001 ) in their original work. To illustrate, life-span theorists propose that individuals 
go through different trajectories of development across their lifetimes. These experi-
ences (work and non-work) infl uence the development of skills and work beliefs and 
may, in turn, contribute to work motivations across life spans (Kanfer & Ackerman, 
 2004 , p. 442). This fi nding suggests that the  job-crafting motivations  of older and 
younger employees might be different and that  actual job- crafting behaviors  could 
also be different. How older and younger employees engage in job crafting and what 
their job-crafting motivations are remain unknown in research on job crafting. 
In addition to its theoretical contributions, this study also has important implications 
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for practice. Given the aging workforce (Avery, McKay, & Wilson,  2007 ), addressing 
this issue is timely and may help managers better understand how their older and 
younger employees engage in this form of proactive behavior. 

 The purpose of this article is to enrich the job-crafting model of Wrzesniewski 
and Dutton ( 2001 ) by including the effects of age in the model. We explored the 
different job-crafting behaviors of older and younger employees and the motiva-
tions that shape these behaviors. To accomplish our goal, we undertook a qualitative 
study in 2010 and conducted 31 interviews with employees at a socially responsible 
non-profi t organization in the Netherlands. Before presenting our eventual fi ndings, 
we present a brief theoretical review of the effects of age on job crafting.  

    Job-Crafting Model: A Brief Review 

 Wrzesniewski and Dutton ( 2001 ) defi ne job crafting as “the physical and cognitive 
changes that individuals proactively make in the task and relational boundaries of 
their work” (p. 179). In doing so, employees engage in three forms of job-crafting 
behavior. The fi rst form,  task crafting , involves changing the job’s task boundaries 
by changing the number, scope, or type of job tasks performed at work. The second 
form,  relational crafting , entails changing the relational boundaries of the job, 
which involves changing either the quality and/or the amount of interaction with 
others at work. Employees can decide how frequently they wish to interact with 
others on the job and can also determine the quality of those interactions. The third 
form,  cognitive crafting , occurs when employees change the cognitive task bound-
aries of their jobs, which may take many different forms, according to Wrzesniewski 
and Dutton ( 2001 ); one way involves altering how one sees the job (either as a set 
of discrete work tasks or as an integrated whole). This form of job-crafting behavior 
often stimulates employees to change how they approach their jobs. 

 The motivation for job crafting arises from three individual needs. Job crafting 
will often result from situations in which employees believe that their needs are not 
being met in their job as it is currently designed (Wrzesniewski & Dutton,  2001 , 
p. 183). The fi rst motivation is the need for personal control. Wrzesniewski and 
Dutton ( 2001 ) argue that having or taking control over job tasks or the overall pur-
pose of work constitutes a basic human need for individuals because it will help 
them avoid alienation from work (Rogers,  1995 ; Wrzesniewski & Dutton,  2001 , 
p. 179/181). The second motivation concerns the desire to create and sustain a posi-
tive sense of self in one’s own eyes (Steele,  1988 ; Wrzesniewski & Dutton,  2001 , 
p. 183) and in the eyes of others (Baumeister,  1982 ; Erez & Earley,  1993 ; 
Wrzesniewski & Dutton,  2001 , p. 183). This motivation arises when employees 
have jobs that make the positive construction of the self diffi cult. Employees will 
change the tasks and relationships that comprise their jobs to enable a more positive 
sense of self to be expressed and confi rmed by others. The third motivation concerns 
a need for human connection and arises because individuals are motivated to forge 
connections with others as a means of introducing meaning into their lives 
(Baumeister & Leary,  1995 ; Wrzesniewski & Dutton,  2001 , p. 183).  
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    Age and Motivations for Job Crafting 

 Several theories implicitly or explicitly suggest that work motivations change as 
individuals become older. For example, the life-span developmental theory proposes 
that individuals experience shifts in the availability of internal and external resources 
throughout their life span. Whereas younger adults are typically on a trajectory of 
growth or gains in resources, older adults are faced with growing loss (Baltes & 
Smith,  2003 ; Freund,  2006 ). According to Freund ( 2006 ), this fi nding implies that 
younger adults are more likely to be motivated to achieve higher levels of perfor-
mance than to counteract losses. Conversely, older adults are likely to show greater 
motivation to counteract losses than to optimize their level of performance. Thus, the 
life-span developmental theory suggests that the job-crafting motivations of both 
younger and older employees arise because of a need for personal control. However, 
for younger employees, this motivation is expressed as a need to control their perfor-
mances, whereas for older employees, it is expressed as a need to control losses. 

 Research by McAdams, St. Aubin, and Logan ( 1993 ) suggests that generativity 
motives—the tendency to care for others and help the broader society and future 
generations—increase with age. Kanfer and Ackerman ( 2004 ) argue that employees 
who are driven by generativity motives will focus their attention on the process and 
collaborative nature of goal accomplishments at work. Compared with younger 
employees, older employees will be more likely to seek human connections. 
Therefore, we expect signifi cant differences in individual motivations for job crafting 
among younger and older employees. Although existing theories concerned with age 
differences speculate about what the possible differences might be, research explor-
ing employee motivations for job crafting is needed to clarify these differences.  

    Age and Job-Crafting Behaviors 

 De Lange et al. ( 2009 ) suggest that, due to their accumulated work experience, older 
employees have led careers that better fi t their self-concept than their younger col-
leagues. In addition, Edwards, Cable, Williamson, Schurer Lambert, and Shipp ( 2006 ) 
argue that older employees typically have occupations with more job control than 
their younger colleagues. Because two individual needs (personal control and positive 
self-image) are expected to be more fulfi lled by older employees, we assume that 
older employees will engage less in job crafting than their younger peers. We continue 
by relating existing theory about age to the three types of job- crafting behaviors.  

    Age and Task Crafting 

 Older and younger employees are likely to engage differently in task crafting, which 
may be explained by the differences in the work style ascribed to both groups. 
A person’s work style refers to his/her approach to problems and outlook on work- 
related issues (Williams, Parker, & Turner,  2007 ). Older employees have been found 
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to have a more routinized work style than their younger peers (Maurer,  2001 ). In 
particular, Yeatts, Folts, and Knapp ( 2000 ) have shown that older employees invest 
more time and energy in the traditional or routinized approach to performing job 
tasks. This in contrast to younger employees who have gained their experience in a 
work environment in which fl exibility is the norm (Yeatts & Hyten,  1998 ; Yeatts 
et al.,  2000 ). In a similar vein, Furunes and Mykletun ( 2005 ) found that older 
employees approach job tasks differently and have a professionalism related to the 
job routine that younger employees do not have. 

 Additionally, it has been argued that older employees will not accept a different 
work style than their own (Garg,  1991 ). Consistent with this argument, older 
employees were found to be less receptive to new ideas, less adaptable, and more 
rigid than younger employees (Maurer,  2001 ). In light of these theories, we expect 
older employees to be less motivated (than younger employees) to craft their tasks.  

    Age and Relational Crafting 

 We further suggest that older and younger employees craft their relational boundar-
ies at work differently. Several theories and related streams of literature support this 
suggestion. One example is  the relational demography theory . Relational demogra-
phy refers to an individual’s demographic characteristics that are relative to a refer-
ent group (Goldberg,  2005 ; Armstrong-Stassen & Lee,  2009 ). Relational age 
denotes how an individual’s age compares with the actual or perceived age distribu-
tion within the organization, work group, or supervisor–subordinate dyad 
(Armstrong-Stassen & Lee,  2009 ). In her study, Lawrence ( 1990 ) found that higher 
proportions of younger peers in work groups are likely to lead older employees to 
have less trust in their group members; involving a greater number of older peers 
would stabilize the work group and lead to better relationships (Finkelstein, Burke, 
& Raju,  1995 ). The effect of perceived relative age is particularly salient for older 
employees (Cleveland & Shore,  1992 ). 

 The socio-emotional selectivity life-span theory from Carstensen, Pasupathi, 
Mayr, and Nesselroade ( 2000 ) offers another explanation, which suggests that 
 individuals select goals in accordance with their perceptions of the future as being 
limited or open-ended (Lang & Carstensen,  2002 ), and this selection in turn affects 
how they craft their social interactions. For example, younger generations perceive 
time as open-ended (holding a “time since birth” perspective) and are likely to be 
motivated by growth- or knowledge-related goals that can be useful in the more 
distant future, which includes acquisition of new information and new contacts. By 
contrast, older generations perceive time as a constraint (holding a “time till death” 
perspective) and are more motivated by achieving short-term emotion-related goals, 
such as deepening one’s existing relations (De Lange et al.,  2009 ). 

 In light of these streams of literature, we expect that both older and younger 
employees will be likely to engage in relational job crafting—with certain signifi -
cant differences, however. In particular, we expect the following: older employees 
are likely to be more motivated to improve the quality of their relationships and 

42 The Effects of Age on Job Crafting: Exploring the Motivations and Behavior…



490

increase the amount of interaction they have with their fellow peers. By contrast, we 
expect that younger employees are likely to be more motivated to increase the 
amount of interaction they have by forming new relationships.  

    Age and Cognitive Crafting 

 As opposed to older employees, younger employees are described in the literature 
as individuals who continuously want to learn (Lang & Carstensen,  2002 ) and 
acquire new information (De Lange et al.,  2009 ). Moreover, there are more possi-
bilities to gain knowledge for younger employees compared to older employees. For 
example, the literature on older employees suggests that similarly situated older 
employees may be treated less favorably than younger employees with respect to 
access to training (Maurer,  2001 ) and that older employees have less access to 
employer-funded and employer-provided training than younger employees have 
(Armstrong-Stassen & Lee,  2009 ). Younger employees can use the acquired new 
knowledge to think of different and more effi cient ways of performing tasks, 
whereas older employees are less able to do so. In turn, younger employees are more 
likely to change the way they think about their work than older employees and to 
change the way they approach their jobs, which is a consequence of cognitive craft-
ing (Wrzesniewski & Dutton,  2001 ). Based on this literature, we expect that younger 
employees are likely to be more motivated to engage in cognitive crafting. 

 If older employees engage in this form of job crafting, we suggest that this 
behavior arises because of their interpersonal relationships at work. As has been 
previously argued, older employees will be more motivated to deepen their existing 
relationships at work (De Lange et al.,  2009 , p. 5). Nahapiet and Ghoshal ( 1998 ) 
found that such relationships provide a direction for knowledge sharing. We there-
fore assume that older employees might change the way they think about job perfor-
mances because of the experiences of their colleagues. Job meaning results from the 
infl uential information offered by other employees about their experience of the 
tasks that embody work (Wrzesniewski, Dutton, & Debebe,  2003 ). 

 Although the literature allows us to make different assumptions about the effects 
of age on job-crafting motivations and behaviors, it says nothing about the actual 
motivations and behaviors of older and younger employees. We seek to address this 
shortcoming by including the effect of age in the original job-crafting model of 
Wrzesniewski and Dutton ( 2001 ).  

    Method 

    Context and Sample 

 Our aim was to elaborate our theory around the forms of job crafting as defi ned by 
Wrzesniewski and Dutton ( 2001 ) by exploring the effects of age on job-crafting 
motivations and behaviors. Although the authors previously have applied 
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themselves to distinguish main job-crafting motivations and behaviors, no scholars 
have yet studied how and why older employees engage in these behaviors compared 
to younger employees. Thus, this study fi ts the criteria of using a qualitative study 
design. Strauss and Corbin ( 1990 , p. 19) noted: “Qualitative methods can be used to 
uncover and understand what lies behind any phenomenon about which little is yet 
known. It can be used to gain novel and fresh slants on things about which quite a 
bit is already known.” 

 We searched for an age diverse sample that would allow us to divide participants 
into groups of older employees (aged 45+) and younger employees (aged 44 and 
younger) to compare their job-crafting motivations and behaviors. Kooij, de Lange, 
Jansen, and Dikkers ( 2009 ) found that researchers who examine older employees in 
organizations often put the threshold at 40 or 45, while other authors have described 
older employees as aged 45+ (Ilmarinen,  2001 ; Furunes & Mykletun,  2005 ). 
Applying this criterion, we conducted this research in a socially responsible non- 
profi t organization that aims at providing care and assistance to homeless and 
socially vulnerable citizens. This organization is located in the Netherlands with 
approximately 202 employees (and a number of volunteers and trainees). Employees 
in the sample occupy managerial positions (positions that require higher educa-
tional levels) and operational positions (positions that require lower educational 
levels). For the most part, employees work with little direct supervision and have a 
high degree of decision latitude in their jobs. 

 Our sample was selected based on two criteria. First, because we sought to com-
pare different job-crafting motivations and behaviors of older and younger employ-
ees, the sample had to consist of a group of 15 older and a group of 15 younger 
employees. Second, the sample had to be selected by making use of theoretical 
sampling techniques, which are supposed to decrease the prevalence of biases in 
samples and increase their representativeness (Saunders, Lewis, & Thornhill,  2007 , 
p. 218). To meet this last criterion, all employees were divided into two groups: one 
group of older employees (aged 45+) and one group of younger employees (aged 44 
and younger). Older and younger employees were randomly selected from both 
groups and invited by email to participate in the study. Our fi nal sample consists of 
16 younger employees who all occupy operational positions and 15 older employ-
ees. Out of these 15 older employees, four occupy managerial positions, and the 
others occupy operational positions.  

    Data Collection 

 The primary method of data collection involved semi-structured interviews ( n  = 31). 
We used the interview protocol of Berg et al. ( 2010 ), whose interview protocol 
explored how employees describe their perceptions of and experiences with job 
crafting. In each interview, questions were posed about the following. First, we asked 
about the three different job-crafting behaviors in the Wrzesniewski and Dutton 
( 2001 ) model. We sought to pose these questions in a general way such that partici-
pants were encouraged to describe their own beliefs and assumptions. According to 
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Saunders et al. ( 2007 , p. 318), this approach is a good way of overcoming inter-
viewer bias (where interviewers create a bias in responses). If participants did not 
understand a specifi c question, general examples of job crafting were given. Second, 
we asked about the job-crafting motivations behind such behavior. Third, and fi nally, 
we asked about desired job-crafting behavior. Because certain jobs and tasks tend to 
provide more opportunities for job-crafting behavior than others (Lyons,  2008 ), this 
last question was asked to explore the desired job-crafting behavior of participants 
who occupy jobs that provide fewer opportunities for job crafting. 

 The interviews were performed at the workplace of the participants. The inter-
views were tape recorded and transcribed by utilizing data sampling, which restricts 
transcribing to the sections of interviews that are pertinent to specifi c research ques-
tions (Saunders et al.,  2007 , p. 475). In this study, the only interview sections tran-
scribed were those in which participants mentioned a proactive behavior that they 
had previously undertaken or wanted to undertake and that fi ts in the three different 
job-crafting behaviors of the Wrzesniewski and Dutton ( 2001 ) model. Additionally, 
their job-crafting motivations were also transcribed.  

    Data Analysis 

 In an iterative fashion, we analyzed the qualitative data by traveling back and forth 
among the data. This analysis utilized two major steps. 

  Step 1: Identifying the job-crafting motivations and behaviors of older and younger 
employees . We began by employing three coding schemes for each  individual job-
crafting behavior. The categories of the coding schemes were derived from the 
Wrzesniewski and Dutton ( 2001 ) model, which meant that we used a  directed 
approach  in our qualitative content analysis (Hsieh & Shannon,  2005 ). According to 
Saunders et al. ( 2007 , p. 479), this approach is a good way of creating meaningful 
categories for classifying data. The fi rst coding scheme was employed to analyze how 
participants engaged in task crafting. According to Wrzesniewski and Dutton ( 2001 ), 
employees engage in task crafting by altering the form or number of activities they 
engage in while doing a job. We used these two activities as the categories for the fi rst 
coding scheme. The second coding scheme was employed to analyze how partici-
pants engaged in relational crafting. Because this practice involves changing either 
the quality or amount (or both) of interaction with others at work (Wrzesniewski & 
Dutton,  2001 ), we used these two activities as the categories for this coding scheme. 
The last coding scheme was employed to analyze how the participants engaged in 
cognitive crafting. According to Wrzesniewski and Dutton ( 2001 ), this activity refers 
to altering how one sees a job. We used this activity as the category for this last coding 
scheme. Finally, to analyze the job-crafting motivations of participants, a  motivations  
category was added to all coding schemes with three subcategories: (1)  personal 
control , (2)  positive self-image , and (3)  human need for connection to others . 

 Because the transcripts consist only of proactive behaviors that fi t into the three 
individual job-crafting behaviors and job-crafting motivations of the Wrzesniewski 
and Dutton ( 2001 ) model, we were able to assign quotes to the right coding schemes. 
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The data of the older and younger employees were coded separately. After having 
coded the data of all participants according to the coding schemes, the transcripts 
were read again to make sure that no relevant data were missing. 

  Step 2: Comparing and identifying the differences between the job-crafting motivations 
and behaviors of older and younger employees.  In this phase, we integrated all three 
coding schemes into one. We used the coding schemes from the fi rst phase to note how 
often participants mentioned engaging or wanting to engage in the three different job-
crafting behaviors and how often they mentioned the three different job-crafting moti-
vations. These data were coded separately for both groups, which allowed us to 
compare the data from both groups. Next, we offer a brief overview of our fi ndings, 
followed by a discussion of how our fi ndings elaborate the job-crafting theory. Finally, 
we conclude with a discussion of the implications of our study for job-crafting theory.  

    Findings 

 In this section, we present our fi ndings and use them to describe how older and 
younger employees engaged in the three job-crafting behaviors and what their job- 
crafting motivations are. We also include a table with examples of job-crafting 
behaviors and motivations that were given by several participants.   

    Task Crafting: Altering the Form of Activities 

    Older Employees 

 Most of the older employees described making proactive changes to the form of 
their assigned job activities by changing the way they performed their tasks. 
Consistent with Wrzesniewski and Dutton ( 2001 ), asserting more control over their 
jobs and creating a positive self-image were among their key motivations. The main 
motivator, which is the desire to assert more control over their jobs, arose from the 
need for work effi ciency. The need to create and sustain a positive self-image arose 
when employees were not satisfi ed with the content of their jobs and when they had 
the belief that their colleagues were not satisfi ed with their job performances. 

 Additionally, we found that the key motivators also occurred in conjunction with 
one another. One of the home assistants explained how he made his job more chal-
lenging (positive self-image) and how this change could help him perform his work 
better (personal control):

  I felt that my job was actually more appropriate for lower-skilled employees, because I was 
only busy with practical things. For example, serving food to clients. I wanted more of a 
challenge… so I started to talk with clients about their personal problems. That was really 
interesting, and I learned more about my clients, which is useful for the performance of my 
work. (participant 18, home assistant) 
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       Younger Employees 

 Younger employees also engaged in this activity by changing the way they per-
formed their tasks to work more effi ciently. Unlike older employees, younger 
employees were thus only motivated to assert control over their work. Several 
younger employees also mentioned changing how they performed their tasks 
because they noticed that their colleagues worked more effi ciently. In these cases, a 
cognitive change with respect to tasks occurred and triggered task crafting 
(Wrzesniewski & Dutton,  2001 ). For example, a facility manager explained chang-
ing her thoughts about how to do archival work because of a colleague, which forced 
her to change how she performed this task. To illustrate:

  I am not really good at archival work, but I need to do this work anyway. I have a colleague 
who can do it a lot better and faster than me. So whenever he does the archival work, I try 
to observe what he is really doing. He brings structure to his work and I am now trying to 
do that as well. Otherwise this archival work will remain a never-ending task. (participant 
3, facility manager) 

        Task Crafting: Altering the Number of Activities 

    Older Employees 

 Almost all older employees described altering the number of their assigned job 
activities by increasing the number. Employees occupying higher positions dis-
cussed engaging in this behavior to assert control over their job performance. Other 
employees had the desire to create and sustain a positive self-image by feeling that 
they had the ability and expertise to do more tasks or other tasks than they were 
formally assigned to do. In a few cases, we again found that such job-crafting moti-
vations occurred in conjunction with one another. 

 The following example of a receptionist illustrates how he is motivated to create 
a positive self-image:

  I heard that we will expand soon; hopefully, I will then get a leading role in the mailroom. I 
mean, I know I am old, and I think my younger coworkers have a greater chance of getting 
that position. But I have gained relevant experience in my life to hold such a responsibility. 
You know, even if I am old, I still would like to develop myself and get a higher position. 
Besides that, I feel that I can do a lot more than what I do now. (participant 9, receptionist) 

       Younger Employees 

 Younger participants also engaged in this behavior mostly by increasing the number 
of their activities at work; a few mentioned decreasing their activities. The main 
motivation behind their behavior was to create a positive self-image. However, 
unlike older employees, younger employees sought to do this by creating a positive 
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sense of themselves  in the eyes of others  (Baumeister,  1982 ; Erez & Earley,  1993 ; 
Wrzesniewski & Dutton,  2001 , p. 183). Their additional motivation was to assert 
control over their work to conduct their jobs more effi ciently. The following exam-
ple describes an employee who engaged in task alteration so that his clients had a 
positive image about him:

  Some of our clients have the responsibility to deliver our mail to institutions located 
throughout the city. This usually happens once a week, and they are allowed to borrow a 
bicycle from the organization to do this. But, one of my clients wanted to work more, which 
is a good thing, so I gave him permission to borrow a bicycle twice a week. This is actually 
against our policy, but I think that my client has good intentions, and I feel that supporting 
him is the right thing to do. (participant 31, personal assistant) 

   Finally, these fi ndings—concerning the task-crafting behavior of younger 
employees—reveal that this form of job-crafting behavior triggers cognitive job- 
crafting behavior. One of the younger employees mentioned that he noticed that he 
had to change his attitude toward colleagues to improve their collaboration, because 
of his additional team manager tasks.   

    Relational Crafting: Altering the Quality of Interaction 

    Older Employees 

 All older employees were engaged in this behavior to assert control over their jobs. 
They discussed engaging in this behavior to control confl icts at work and improve 
their work performance. For example, the service manager indicated that she 
adjusted the quality of her interactions to improve the atmosphere in the store and 
the work performances of her colleagues:

  How I interact with colleagues depends on where I am at that moment. When I work in one 
of my stores, I have informal conversations with my employees, because I feel that this leads 
to a better atmosphere and the employees perform better. (participant 10, service manager) 

       Younger Employees 

 Almost all younger employees described altering the quality of their interactions by 
changing the topics of conversations. Their main motivation was to control their 
jobs by trying to improve the execution of their work. 

 A further motivator was fulfi lling a basic human need to connect with others. 
Participants discussed wanting to communicate with certain colleagues about topics 
other than work. Their aim was to introduce meaning into their lives (Baumeister & 
Leary,  1995 ) because they wanted to learn from the life experiences of others:

  I also like to talk about topics other than work with colleagues who have the same age as 
me. I can get along with them much better, maybe that is because we are at the same stage 
of our lives and we face the same problems. It is nice then to hear each other’s solutions and 
ideas and to learn from this. (participant 14, home assistant) 
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   Finally, we found that cognitive crafting could trigger relational crafting. For 
example, the employee of the policy department mentioned changing her perception 
about the employees of the organization. She explained that during the past 2 years, 
some of her colleagues worked for a short period in the organization and left quickly. 
Therefore, she decided not to invest much time in relationships with colleagues and 
interacted with them only about work-related issues. She altered her thoughts about 
what her job is  relationally , which—according to Wrzesniewski and Dutton 
( 2001 )—is an aspect of cognitive crafting. By contrast, we found that task crafting 
might also trigger cognitive crafting, which in turn might foster relational-crafting 
behavior. The care coordinator noticed (because of his additional team manager 
tasks) that his colleagues did not appreciate his dominant attitude. He therefore 
decided to change the way he communicated with them.   

    Relational Crafting: Altering the Amount of Interaction 

    Older Employees 

 Most of the older employees described participating in this form of job crafting by 
either decreasing or increasing the amount of interaction with specifi c colleagues. 
They were mainly motivated to assert control over their jobs because they men-
tioned doing so for the purpose of their work performance or to avoid workplace 
confl ict. Only a few mentioned wanting to fulfi ll a basic human need to connect 
with others by forming friendly relationships. For example, a team manager dis-
cussed forming a friendly relationship with a colleague because he fi nds sociability 
at work important. The following example illustrates the control motivation and 
shows how cognitive crafting might foster relational-crafting behavior:

  I noticed how well a colleague communicated with her clients. You know, our clients don’t 
always listen to us, they are hard to deal with. But this colleague had good conversations 
with her clients. So I started to talk with her a lot to ask her how she was able to make them 
listen to her. Her advice was useful, and now I try to improve how I communicate with 
clients. (participant 18, home assistant) 

       Younger Employees 

 Most participants described engaging in this behavior by decreasing the amount of 
their interaction with others at work. They mentioned changing the amount of their 
interactions for the purpose of their work performance (control motivation). For 
example, a personal assistant indicated that she increased the amount of interaction 
with a specifi c colleague to learn from him and improve her work performance. 
Consistent with Wrzesniewski and Dutton ( 2001 ), this fi nding reveals that relational 
crafting triggered cognitive crafting, which in turn fostered task-crafting behavior. 
The employee described changing the way she thought about how to conduct her 
work, and she fi nally changed her work style. 

S. El Baroudi and S.N. Khapova



497

 A further motivator was creating and sustaining a positive self-image. Participants 
discussed decreasing the amount of their interactions because their relationships 
affected the positive images that colleagues had about them:

  I could collaborate very well with one colleague, but once, she attacked me verbally about 
work in front of everyone. Honestly, I did not do anything wrong, and now other colleagues 
will think I don’t work well. I think it was totally unfair of her to attack me like that, even 
if I did something wrong we can talk about that in private. Now, I avoid talking to her. (par-
ticipant 20, personal assistant) 

        Cognitive Crafting: Changing the Cognitive Task Boundaries 

    Older Employees 

 Older employees engaged the least in this third form of job-crafting behavior. 
Unlike task and relational crafting, participants did not indicate that they wanted to 
engage in this behavior. However, the cognitive changes in their work occurred 
because of their accumulated work experience. In turn, this accumulated work expe-
rience triggered behavioral changes in the way they performed their jobs 
(Wrzesniewski & Dutton,  2001 ). In most cases, older employees reacted to this 
change by trying to assert control over their work. For example, a service manager 
explained how she unexpectedly noticed that the motivation level was low at her 
workplace. Therefore, she had to change her own behavior and began motivating 
employees to avoid dealing with a lack of staff. 

 Several employees mentioned reacting to the cognitive change by creating and 
sustaining a positive self-image in their own eyes:

  When I had just started, I worked together with social workers. They seemed to be well 
qualifi ed, and I got a bit insecure about my own skills. I needed a lot of time for certain 
tasks, because I was afraid I would not perform as well as they did. But later on, I realized 
that their knowledge of work was quite limited. So, I gained more self-confi dence, and I 
picked up requests easily. (participant 18, home assistant) 

       Younger Employees 

 Younger employees also discussed engaging in this behavior because of their accumu-
lated work experience. This change triggered a behavioral change in the way they did 
their jobs (Wrzesniewski & Dutton,  2001 ). Most participants reacted to this change by 
trying to assert control over their work performance. A few participants indicated that 
they wanted to create a positive self-image in the eyes of others. For example, a per-
sonal assistant described how she noticed that certain clients were not well-groomed. 
Therefore, she began advising clients about their appearance during counseling conver-
sations. However, she explained that she stopped giving such advice when she per-
ceived that her clients and colleagues did not appreciate it (participant 13). Table  42.1  
illustrates other examples of job- crafting behaviors.
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        Discussion 

 We began our article by discussing why the infl uence of age should have been 
included in the original job-crafting model of Wrzesniewski and Dutton ( 2001 ). 
Here we continue this discussion by relating our fi ndings to the previous literature. 

 We found that both older and younger employees engaged the most in task craft-
ing. However, younger employees participated more in all three forms of job- 
crafting behavior. This fi nding supports the assumption of De Lange et al. ( 2009 ) 
who suggested that older employees would engage less in job crafting because they 
had achieved careers that better fi t their self-concept and occupations with more job 
control (Edwards et al.,  2006 ). Building on the research of Berg et al. ( 2010 ), who 
found that the three different forms of job-crafting behavior are interrelated and can 
trigger or be triggered by one another, we found that this interrelationship occurs 
more often with the job-crafting behavior of younger employees. Whereas Berg 
et al. ( 2010 ) did not directly fi nd that task and relational crafting give rise to cogni-
tive crafting, we found that this might be the case for relational crafting. 

 Additionally, Wrzesniewski and Dutton ( 2001 ) argued that job-crafting motiva-
tions arise from three individual needs:  asserting personal control ,  creating a posi-
tive self-image , and  a need for human connection to others . In our study, we found 
that motivations for cognitive crafting do not arise from individual needs but from 
accumulated work experience. Finally, to our knowledge, both older and younger 
employees motivated to engage in job crafting to assert control over their work. 
Their additional motivation is to create and sustain a positive self-image  in their 
own eyes  (older employees)  and in the eyes of others  (younger employees). 
Moreover, we found that the different job-crafting motivations (particularly of 
younger employees) occur in conjunction with one another.  

    Theoretical Implications 

 We sought to relate existing theory about older and younger employees to different 
job-crafting behaviors. Here, we return to those behaviors and discuss how our 
study builds or extends the job-crafting theory of Wrzesniewski and Dutton ( 2001 ). 

  Task Crafting     We began this paper by arguing that older employees would be less 
motivated to craft their tasks because the literature suggests that older employees 
are less fl exible in adjusting their work style (Garg,  1991 ). However, in our study, 
both older and younger employees engaged in this behavior for the same purpose. 
Employees changed the way they performed their tasks or wanted to conduct their 
jobs differently because they were motivated to fi nd more effi cient ways of working 
( personal control motivation ). However, younger employees engaged much more in 
this type of behavior. Given this fi nding, we propose that older employees are 
indeed less fl exible in adjusting their work style than their younger peers. Throughout 
their accumulated work experience, older employees had learned how to work effi -
ciently; thus, there is no need to change their work style.  
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 Furthermore, we also found that most of the older and younger employees 
engaged in this type of behavior by increasing the number of their activities. Whereas 
most of the older employees were motivated to assert a certain control over their 
jobs, younger employees were more motivated to create a positive self-image  in the 
eyes of others . Although previous research suggests that older employees (compared 
to younger employees) are motivated to substantially reduce the levels of effort in 
their work tasks (Kanfer & Ackerman,  2004 , p. 453), our research shows that older 
employees are willing to increase their levels of effort if that will help them to assert 
more control over their work. Conversely, younger employees will increase their 
levels of effort to convince colleagues that they are motivated and able to deliver 
good results. This fi nding supports the assumption of Kooij et al. ( 2009 ), who argued 
that older employees tend to adjust their personal preferences to meet the demands 
of their current work situation, whereas younger employees tend to adjust the cur-
rent work situation to achieve or maintain the desired developmental outcomes. 

  Relational Crafting     Based on Carstensen’s socio-emotional selectivity life-span 
theory (Carstensen et al.,  2000 ) and  the relational demography theory , we expected 
that older employees would be more motivated (than younger employees) to 
improve the quality of their interactions and to increase the amount of interactions 
with their fellow peers. However, we found that both older and younger employees 
only changed the topics of their conversations. Whereas all older employees engaged 
in this behavior to assert control over their jobs, younger employees also wanted to 
fulfi ll a basic human need for connection to others. Although this fi nding does not 
speak directly to the social context, it is plausible that the social context has formed 
the behavior of older employees. If the social context of these older employees con-
sists only of younger colleagues, then we predict that older employees might 
encounter diffi culty in deepening their relationships. Previous studies have shown 
that younger generations are particularly motivated to continuously engage in new 
social interactions (De Lange et al.,  2009 ). When studying such job-crafting behav-
ior in older employees, further research should include the social context to validate 
our prediction. In this case, the effect of perceived relative age is particularly signifi -
cant for older employees (Cleveland & Shore,  1992 ).  

 Furthermore, we expected younger employees to be more motivated to increase 
the amount of their interactions to acquire new information for purposes of their 
work. We found that: (1) both older and younger employees discussed decreasing or 
increasing the amount of their interactions with colleagues in executing their work 
(personal control motivation) and (2) younger employees engaged more in this 
behavior than older employees. However, contrary to our expectations, whether 
younger employees increase (form new social interactions) or decrease the amount 
of their interaction depends on the execution of their work. 

  Cognitive Crafting     We discussed that we expected older employees to engage in this 
type of behavior because of their interpersonal relationships with their peers. Because 
we expected older employees to deepen their existing relationships at work (De 
Lange et al.,  2009 ), we expected them to share work-related knowledge in their rela-
tionships (Nahapiet & Ghoshal,  1998 ) and change the way they think about how to 
conduct their jobs (because of the accumulated work experience of their colleagues) 
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(Wrzesniewski et al.,  2003 ). Our research shows that older employees engage the 
least in this job-crafting behavior. As previously discussed, we also found that older 
employees did not deepen their existing relationships, and we predict that this fact 
is the reason for their cognitive crafting behavior. However, future research must 
study whether cognitive crafting arises because of such deep relationships to  validate 
our prediction.  

 With respect to the behavior of younger employees, we argued that younger 
employees would be more motivated to engage in job-crafting behavior because 
they aim at continuously acquiring new knowledge (Lang & Carstensen,  2002 ). 
Therefore, younger employees can change the way they think about their work more 
often than older employees. Consistent with our previous expectations, we found 
that: (1) younger employees engaged much more in this form of job-crafting behav-
ior and (2) that several younger employees deliberately changed the way they per-
formed their tasks because they noticed that one of their colleagues performed tasks 
more effi ciently.  

    Limitations and Future Research 

  Sample     As with all attempts to build and elaborate theory from a limited sample, 
caution is warranted when generalizing these fi ndings to other organizations. For 
example, Lyons ( 2008 ) found that context may infl uence the likelihood of employ-
ees engaging in job-crafting activities. Different organizations are supposed to offer 
opportunities, invitations, and (perhaps) incentives to employees to modify their 
jobs. We also believe that changes in organizational cultures may infl uence job- 
crafting activities.  

  Research Opportunities     As noted in the introduction, our work focuses on explor-
ing the job-crafting motivations and behaviors of older and younger employees. 
Wrzesniewski and Dutton ( 2001 ) argued that the activity has both individual and 
organizational effects. Future researchers may wish to more explicitly compare the 
individual and organizational effects of the job-crafting behaviors of older and 
younger employees. Another future research opportunity is to study the collabora-
tive job-crafting behaviors of older employees. Leana et al. ( 2009 ) refer to collab-
orative job crafting as an activity that is conducted by informal groups of employees, 
who together determine how to alter the work to meet shared objectives. We believe 
that older employees will engage more in such activities because they focus their 
attention more on the process and collaborative nature of goal accomplishments at 
work (Kanfer & Ackerman,  2004 ). Finally, we recommend future researchers to 
draw further on the research of Berg et al. ( 2010 ) and focus on studying how older 
employees from different organizational levels engage in job-crafting behavior. We 
found in our study that older employees from lower organizational levels were more 
motivated to craft their tasks (than older employees at higher organizational levels) 
because they were not satisfi ed with their current job tasks. However, because of a 
lack of time, we could not pay much attention to this effect.  
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  Context     Finally, we must also be careful about the unique nature of our setting. We 
previously argued that perceived age dissimilarity (in the social context at work) 
might infl uence the relational and cognitive job-crafting behavior of older employ-
ees. However, we have not examined whether older employees perceived age dis-
similarity in their social context. Therefore, we were not able to make any 
assumptions about this effect, and we recommend that future researchers address 
this question further.   

    Conclusion and Implications for Organizational Practice 

  Job Crafting Matters to Organizations and Their Employees     Prior studies have 
demonstrated that job crafting should receive more attention at work because of its 
positive effects on well-being (Tims, Bakker & Derks,  2013 ), work behavior, and 
performance outcomes (Lyons,  2008 ). Furthermore, job crafting is supposed to help 
employees meet personal and organizational goals (Berg et al.,  2010 ). Our study 
reveals that older employees are less motivated to engage in job-crafting behaviors 
than younger employees. Thus, one implication of our study is that managers should 
stimulate the job-crafting behaviors of older employees to enable them to contribute 
more to organizational goals. For example, managers might inform older employees 
about job- crafting strategies and explain to them the positive individual and organi-
zational consequences, because job crafting may lead to higher levels of work 
engagement and work performance (Gruman & Saks,  2011 ). Additionally, manag-
ers might stimulate older employees with lower job positions to take the initiative in 
making their work more challenging, or they could provide them with more oppor-
tunities to engage in job crafting (Wrzesniewski & Dutton,  2001 ). Our fi ndings 
show that these employees may have job-crafting desires that they are not able to 
fulfi ll themselves.  

 Finally, because we found that not all types of job-crafting behaviors may be 
benefi cial for work collaborations and organizations in general (e.g., blocking off 
communication with colleagues and making decisions that are against organiza-
tional policies), we recommend that managers communicate work responsibilities 
in a clear manner to all employees. Managers should be aware of their employees’ 
job-crafting behaviors and, when required, assist them with job crafting to align it 
with organizational goals (Tims, Bakker, Derks, & van Rhenen,  2013 ).    
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    Chapter 43   
 A Simulative Comparison of Output 
Commercial Value, Employment, 
and Pollution Levels Between a Chemical 
Cluster and a Standalone Aluminum 
Smelting Plant                     

     Andri     Ottesen      and     Faidon     Theofanides    

    Abstract     Scholars and business practitioners have provided valuable insights into 
the clustering phenomenon and its impact on fi rms’ performance. Nonetheless, sup-
porting evidence from the chemical industry remains underreported. Chemical 
enterprises undertake collaborative forms to overcome the weaknesses faced by 
individual organizations in an attempt to tackle production effi ciency and opera-
tional risks. This paper provides a simulative comparison of output commercial 
value, employment, and pollution levels between a chemical cluster (consisting of 
fi ve medium-sized chemical plants) and a standalone aluminum smelting plant, 
using the case study approach. The research objectives are related in identifying 
which option: (a) provides more total value of commercial products (production 
output multiplied by market prices) per megawatt (MW) of electricity, (b) creates 
more jobs per megawatt, and (c) has lower level of pollutants. The research approach 
combines quantitative secondary data and a set of in-depth interviews among man-
agers of the chemical plants and other knowledgeable persons or fi eld experts. 
Consequently, the study makes a relevant contribution to the cluster literature and 
proposes some useful recommendations for policy-makers and individual chemical 
fi rms. The empirical fi ndings of the simulative comparative case study are not suf-
fi cient for making generalizations about any kind of cluster or industrial sector.  

  Keywords     Chemical cluster   •   Green chemical plant  
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      Introduction 

 Clusters are defi ned by Porter ( 1998 ) as: “geographic agglomerations of companies, 
suppliers, service providers, and associated institutions in a particular fi eld.” 
Nowadays, a prevailing term for clusters is “synergic formations.” During the past 
15 years, we have witnessed clusters being adopted as a form of policy business 
panacea. The rise and importance of such cluster policies is well recognized in 
many developed countries globally. On the other hand, there has also been signifi -
cant critique around the theoretical and empirical basis underlying the explosion of 
policies to support clusters. 

 This paper provides empirical evidence about the benefi ts of chemical clusters, 
using the case study approach. More specifi cally, it presents a comparison simulative 
case study. The comparison is between a proposed chemical park of fi ve intercon-
nected chemical plants and an aluminum smelting plant. Case study data were col-
lected from a variety of primary and secondary sources to enhance the credibility of the 
case study fi ndings, such as Environmental Impact Assessments (EIAs), the London 
Metal Exchange, the Innovation Center of Iceland, a set of in-depth interviews among 
managers of the chemical plants and other knowledgeable persons/experts.  

    Literature Review and Research Hypothesis 

 Clusters designed to develop and support networking among groups of co-located 
companies and other economic agents are very popular among economically devel-
oped countries. Cluster development measures and the resulting business clusters 
have been repeatedly evaluated in the framework of wider policy areas such as SME 
development, innovation policy, and regional development (Theofanides,  2007 ). In 
many countries, there are programs set up specifi cally to promote cluster develop-
ment. Such programs can be carried out by existing actors (for example, a govern-
ment agency), or new actors can be set up to run them. Often, one of the purposes of 
such programs is to help initiate cluster organizations; that is, the program provides 
fi nancing or otherwise promotes the formation of cluster-specifi c organizations, typi-
cally in some form of public–private partnership (Theofanides,  2007 ). A country can 
have many (even hundreds) of such cluster-level organizations in operation. 

 The rise of such cluster policies has corresponded both with the emergence of 
systemic concepts of business innovation (Freeman,  1987 ; Lundvall,  1992 ; Nelson, 
 1993  etc.) and with the establishment and growing popularity of the “cluster” concept 
itself (Porter,  1990 ,  1998 ,  2003 ; Schmitz,  1995 ). On the other hand, there has also 
been signifi cant critique around the theoretical and empirical basis underlying the 
explosion of policies to support clusters (Belussi,  2006 ; Benneworth & Charles,  2001 ; 
Duranton, Martin, Mayer, & Mayneris,  2010 ; Lorenzen,  2005 ; Martin & Sunley,  2003  
etc.). According to Aragon, Aranguren, Diez, Iturrioz, and Wilson ( 2014 ), it is diffi cult 
to rigorously show whether or not clusters in fact have positive effects on economic 
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development processes. As Perry ( 2005 ) argues, “it has been possible to pick and mix 
research evidence too freely.” In many occasions, clusters are being adopted as a form 
of policy business panacea, without considering the local conditions. Synthesizing the 
cluster literature, the most important advantages of chemical clusters are: reduced 
costs and risks, accessible resources, synergies in energy and matter utilization, shared 
services for utilities, access to transportation and logistical capabilities, share best 
practices in health, safety, and the environment. 

 According to Ketels ( 2007 ), companies can achieve higher levels of productivity, 
because they have close access to specialized suppliers and service providers and 
can rapidly learn from the best practices of close competitors. The same author 
proposes that cluster initiatives need to take a role in improving the overall competi-
tiveness of a region, even beyond the boundaries of their cluster. Productivity, as 
measured in terms of the rate of output per unit of input, can be associated with the 
commercial value when we incorporate into the analysis the real market prices for 
all units of output. So the commercial value of chemical products can be computed 
by multiplying the units of output with their respective market prices. 

 Based on the above analysis, the paper proposes the following hypothesis: 

  Hypothesis 1     The chemical cluster provides more total value of commercial prod-
ucts (production output multiplied by market prices) per megawatt (MW) of elec-
tricity compared to the standalone aluminum smelting plant.  

 There are some studies which seek to explore the degree to which industrial 
clusters are associated with employment levels. An emphasis on linking economic 
development with workforce development has grown (Simon & Hoffman,  2004 ; 
Markusen,  2004 ; Harper-Anderson,  2008 ). As it can be easily understood, for the 
capital-intensive industries allocated to the chemical cluster category the focus on 
jobs can be particularly problematic. Fowler and Kleit ( 2014 ) found out that the 
presence of industrial clusters is associated with lower poverty rates. Joblessness is 
an important cause of poverty; therefore, it is meaningful to assert that industrial 
clusters reduce poverty rates, because they increase the level of employment within 
a specifi c geographical region. Moreover, the same authors stated that “regions with 
a higher share of employment in clusters, and with that employment dispersed 
across many industries within the same cluster, fare even better, than those where 
employment is concentrated in a single industry”. There is a growing recognition 
that cluster development and employment growth need to go hand in hand, therefore 
it makes sense to hypothesize that: 

  Hypothesis 2     The chemical cluster creates more jobs per megawatt, compared to 
the standalone aluminum smelting plant.  

 There is no doubt that the economic boom has led to a general decline in environ-
mental quality. Chemical plants need constantly to fi nd ways to improve energy effi -
ciency and moderate the consumption of natural resources (Shao, Tang, Zhang, & Li, 
 2006 ). Any cluster form needs to balance between economic development and envi-
ronmental health. The main research question is: do clusters cause major environmen-
tal problems compared to standalone plants? A rational way to approach this question 
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is to identify the amount of waste produced by the two options. Another important 
element that needs to be taken into consideration is the secondary unintended result of 
the production process (defi ned as by-product); if the by-product can be used as an 
input into the production process of another plant (that is the case of a cluster) and not 
considered as waste, then environmental problems might reduce (less waste). 

 Based on the above analysis, the paper proposes the following hypothesis: 

  Hypothesis 3     The chemical cluster has lower level of pollutants compared to the 
standalone aluminum smelting plant.   

    Methodology and Limitations 

 The methodological approach used is a simulation case study, which aims to com-
pare a proposed chemical cluster of fi ve interconnected chemical plants and an alu-
minum smelting plant, of which the owners have expressed interest in building 
plants in Helguvík, Iceland in 2012. Simulation is the imitation of the operation of 
a real-world process or system (Banks, Carson, Nelson, & Nicol,  2001 ). In our case, 
the model is the chemical cluster and the aluminum smelting plant, whereas the 
simulation represents the hypothetical operation of the system, based on real pro-
duction data. The production data have been collected from EIAs. In general, case 
study data were collected from a variety of sources to enhance the credibility of the 
case study fi ndings. Apart from the quantitative secondary data collected from the 
EIAs, a set of in-depth interviews among managers of the chemical plants and other 
knowledgeable persons or fi eld experts have been conducted. 

 More specifi cally, facts and fi gures are based on public records from EIAs from: 
(a) the aluminum company—Nordural ehf. ( 2007 ), (b) the silicon metal company—
United Silicon Iceland Ltd. ( 2012 ), and (c) the glycol company—Atlantic Green 
Chemicals Ltd. ( 2011 ). The fi gures for the CO 2  recycling plant—Carbon Recycling 
International (CRI,  2008 )—are derived from the EIA for their plant at Svartsengi. 
Figures for the pulp bleaching plant—Kemira ( 2011 )—are derived from EIA at Bakki 
in the northern part of Iceland. Finally, input/output analysis for the biodiesel com-
pany Lífdísill ( 2012 ) is derived from a report from the National Research Laboratory/
Innovation Center of Iceland. The outputs of these chemical plants have also been 
scaled up proportionally from the EIA fi gures (Innovation Center of Iceland,  2012 ) in 
relation to input in order to optimize use of hydrogen, methanol, and steam (Chlorine 
Plant 2x, Biodiesel 6,5x, and Glycol Plant 1,6x, and CO Recycling Plant 5x). Data 
about job creation were verifi ed by interviews with Icelandic Investment Agency and 
Federation of Industries (Skúladóttir,  2013 ; Hafl idason,  2013 ). 

 The unit market prices, used to calculate the commercial value of the output of 
the chemical cluster, were taken from the London Metal Exchange (2016). Finally, 
the unit market prices, used to calculate the commercial value of the output of the 
aluminum smelting plant, were collected by interviewing the managing director of 
the Godavari Bio-refi nery in Holland (Rangarjan,  2016 ). 
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 Regarding the research limitations, we need to address the following: simulation 
concerns the manipulation of a number of variables and conditions of a model rep-
resenting a real system. However, manipulation of a single variable or condition (for 
optimization purposes) often means that the reality of the system as a whole can be 
lost. As a matter of fact, the selection of the chemical cluster (fi ve plants) was based 
on input–output optimization, which might be diffi cult to be found in real-life busi-
ness scenarios. Skeptics believe that a simulation model is a simplifi ed representa-
tion of a real-life situation, therefore it provides limited knowledge. Furthermore, 
the case study approach continues to be criticized for its lack of generalizability. 
The word “generalizability” is defi ned as the degree to which the fi ndings can be 
generalized from the study sample to the entire population (Polit & Hungler,  1991 ). 
Taking into consideration the research limitations, the authors argue that the prob-
lems related to simulation and generalization have little relevance to the goals of the 
study, which are more to explore rather than describe and generalize.  

    Case Study Discussion 

 This paper presents a comparison simulative case study. The comparison is between 
a proposed chemical park of fi ve interconnected chemical plants and an aluminum 
smelting plant. In 2012, the aluminum company—Nordurál, the silica metal com-
pany—United Silicon Iceland (USI), and the glycol company—Atlantic Green 
Chemicals (AGC) had all completed EIAs as a prerequisite for operational permit 
and had been allocated a designated lot within the industrial area of Helguvík har-
bor. CRI had signed Memorandum of Understanding (MoU) with the municipality 
governing the area about participating in the formation of a green chemical cluster 
(Reykjanes Municipality Homepage,  2012 ). The pulp bleach company Kemira had 
made an EIA and has been allocated a lot in Bakki, north of Iceland. Efforts were 
being made to provoke their interest to relocate to the area. The biodiesel company, 
Lifdisill, was operating a small company and expressed interest in building a large 
biodiesel company. 

 The combined use of electricity of the cluster is projected to be 253 MWe (mega-
watt electric) compared to 435 MWe for the aluminum plant. In 2012, there was not 
enough electricity available for both projects at the same time frame. Furthermore, 
CO 2  emission quotas restriction under the Kyoto agreement did not allow for both 
projects. Thus, criteria were made to evaluate the two options in terms of: (a) the 
commercial value of products per MWe, (b) job creation per megawatt, and (c) total 
emission to the air of CO 2  and other Green House Gas (GHG) emissions. 

 Figure  43.1  shows the input and the output of the chemical cluster. The silicon diox-
ide smelting plant produces silicon metal, but releases CO 2  and steam. The pulp bleach-
ing plant produces chlorate to bleach paper, but releases hydrogen as a by- product. The 
carbon recycling plant uses CO 2 , steam, and hydrogen from the pulp bleaching plant as 
an input to produce methanol. The biodiesel plant uses water, steam, waste (cooking oil 
and animal fat), and rapeseed oil and turns that into biodiesel with the use of methanol, 
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releasing glycerin as a by-product. Finally, the glycol company takes the glycerin from 
the biodiesel production and converts it into deicing material for airplanes, using 
hydrogen and steam from the other plants.

   As seen in Tables  43.1  and  43.2 , the absolute number of job placements is higher 
for the chemical cluster (378 jobs) compared to the aluminum plant (350 jobs). 
Furthermore, the aluminum plant uses almost twice as much energy (435 MW) 
compared to the chemical cluster (253 MW). When energy is the highest cost factor 
and the limited resource, such fi ndings become signifi cant. Table  43.3  uses the 
updated market prices (February 2016) and the output level of both options (alumi-
num plant vs chemical cluster) indicated in the EIAs in order to calculate the net 
commercial value of the products. The results of this analysis are: the value of com-
mercial products is (in rounded numbers): (a) 411 million USD from the aluminum 
smelting plant and (b) 620 million USD from the chemical cluster. Furthermore, 
when the commercial value is divided by units of megawatt of electricity, then the 
difference becomes even more apparent: (a) 944,827 USD per 1 MW for the alumi-
num smelting plant and (b) 2,450,592 USD per 1 MW for the chemical cluster or 

  Fig. 43.1    Input–output process of the simulative chemical.  Source : Author’s collection/archive       
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2.59 times more commercial value for every MWe in favor of the chemical park. 
Therefore,  hypothesis 1  is supported.

     Job creation is also a factor that was measured and again the numbers are in favor 
of the chemical cluster with 378 jobs created for the chemical cluster and 350 jobs 
created for the aluminum smelting plant. Furthermore, when the number of jobs is 
divided by units of megawatt of electricity, we get these numbers: (a) 0.8 jobs per 
1 MW for the aluminum smelting plant and (b) 1.49 jobs for the chemical cluster 
per 1 MW, so 0.69 times more jobs for every MWe in favor of the chemical park. 
Therefore,  hypothesis 2  is supported (Table  43.4 ).

   Finally, pollution is an important factor. Case study data indicate that the 
 pollution through emissions released into the air from the aluminum smelting plant 
is 365 kt/CO 2  per annum, while the relative fi gure for the chemical cluster is 170. 

   Table 43.2    Input–output analysis on aluminum smelter in Helguvik, Iceland   

 Aluminum plant 

 Nordurál/Century Aluminum 

 Quantity  Units  Quantity  Units 
  Input    Output—main product  
 Aluminum 
 Oxide  480  Kt/year  Aluminum  250  Kt/year 
 Carbon  130  Kt/year   By-product  
 Electricity  435  MW  CO 2   365  Kt/year 

  Job creation   350 

   Source : Environmental Impact Assessment for Aluminum Plant in Helguvik, Iceland  

   Table 43.3    Net commercial value of the products of the aluminum smelting plant and the chemical 
cluster   

 Aluminum plant  Chemical park 

 Commercial 
production 

 Quantity 
Kt/year 

 Price in 
USD/KT 

 Value 
M 
USD 

 Net 
commercial 

 Quantity 
Kt/year 

 Price in 
USD/KT 

 Value 
M USD 

 Aluminum  250   1643    410.8   Silica metal  90  2506  225.5 
 Pulp bleach  200  450  90.0 
 Biodiesel  288  647  186.2 
 Propylene 
glycols 

 165  630  104.0 

 Ethylene 
glycols 

 21  520  10.9 

 Industrial 
alcohols 

 6  450  2.7 

 Fertilizer  3  100  0.3 
 Total  619.7 

   Source : Unit prices: London Metal Exchange, ICIS Chemical Business 3.2.2016, and interview 
with Godavari Bio-refi nery in Holland  
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As some of the CO 2  from the silica plant is reused, the net emission of CO 2  emission 
to the air is 170 kt/CO 2  which is less than half of the emissions of the proposed 
aluminum plant. Therefore,  hypothesis 3  also is supported.  

    Managerial Implications and Future Research Proposals 

 The paper provides evidence that chemical clusters can be more competitive com-
pared to standalone chemical plants. Global economic crisis and its consequential 
effects on the global chemical industry indicate that individual chemical organiza-
tions should undertake collaborative forms to overcome production effi ciency prob-
lems, increase synergies, and become more competitive. Chemical plants will have 
a greater chance of survival if they become members of a cluster system because the 
commercial value of their output will be higher compared to choosing to produce 
independently. Furthermore, the empirical fi ndings of the simulative case study 
clearly demonstrate that chemical clustering policies can also reduce unemploy-
ment and pollution levels at a given geographical location. 

 The attempt in this paper however is to take the cluster theory beyond bare eco-
nomics and competitive advantage, “The Cluster Theory 2.0,” by adding a physics 
(natural) dimension. That is, respect and utilization for matter and energy in any 
form or shape is at the heart of this theory. Within the chemical industries, factories 
are called “Plants” as each factory operates similar to a botanical plant which trans-
forms CO 2  to breathable air through a process called  Photosynthesis . Chemical 
clusters create a garden or a (chemical) park (cluster) of plants, which each uses 
spare energy and effl uence output as an input to the next plant, thus mimicking 
nature itself, creating an eco-system of chemical plants. 

 In terms of managerial implications, an important issue to take into consideration 
is that investors have started to prefer the Middle East, China, India, and Asia for 
investments on the chemical industry. Even though, the case study simulation was 
conducted in Iceland, the application of a similar chemical cluster could be pro-
posed for the Middle East, mainly the GCC states (Saudi Arabia, Kuwait, the United 
Arab Emirates, Qatar, Bahrain, and Oman). These counties face three economic, 
social, and environmental problems: (a) according to the IMF, these countries have 
the least diversifi ed industries in the world, as the oil industries are predominant in 
the region, (b) in the light of very low oil prices, there is a rather sizable budget defi -
cit in every country as the sales of oil is the main source of state income, and (c) the 
GCC countries carbon foot print is about 4 times larger than the average European 
country. The topic for further study (and partial solution to these three problems the 
region faces) would be to explore the option building chemical clusters as the 
 natural extensions of oil refi neries since most of all the chemicals are based on 
hydrocarbon source mostly known as oil and gas. Chemical parks in GCC countries 
could create more (commercially) valuable products than oil exports and provide 
industry diversifi cation at a very environmental manner.  
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    Conclusion 

 The aim of this paper was to compare a proposed chemical cluster of fi ve intercon-
nected chemical plants and an aluminum smelting plant in order to explore which 
option: (a) provides more total value of commercial products per megawatt, (b) 
creates more jobs per megawatt, and (c) has lower level of pollutants. Overall the 
simulative case study analysis suggests that the proposed chemical cluster in 
Helguvik (Iceland) produces signifi cantly more commercial value and creates 
slightly more jobs per megawatt electric than the proposed aluminum smelting 
plant. Furthermore, the chemical cluster yields less pollution. Judging from these 
empirical fi ndings (everything else being equal), the proposed chemical cluster is 
categorized as a more utilitarian option.     
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    Chapter 44   
 Is Spiritual Tourism an Innovation 
in Tourism for India and Pakistan?                     

     Farooq     Haq      and     Anita     Medhekar   

    Abstract     This conceptual paper attempts to build on the argument that innovation in 
tourism is a less focused topic in business and academic research. The growing inter-
est in the practice and business of spiritual tourism cannot be ignored. This interest 
motivates the research aiming to present spiritual tourism as an innovation in tourism, 
specifi cally in India and Pakistan. In this unique study, the innovation in tourism is 
appreciated and analyzed from dimensions of product, process, and people, falling 
under the umbrella of architectural and revolutionary innovation. Hence the three 
elements of the tourism product: people, places, and events are adapted to align with 
the spiritual tourism as a tourism innovation. India and Pakistan are selected as the 
two countries since both carry the status of multifaith-purpose spiritual tourism des-
tinations. This original research emphasizes on recognizing spiritual tourism as an 
innovation in tourism based on its products and services illustrating architectural and 
revolutionary innovation. The paper concludes with a matrix mapping elements of 
spiritual tourism with the dimensions of tourism innovation, hence fi lling a gap in the 
literature on tourism innovation and spiritual tourism. A relevant empirical study of 
travelers visiting India and Pakistan for spiritual tourism is a palpable future study.  

  Keywords     Spiritual tourism   •   Revolutionary innovation   •   Tourism marketing   • 
  Architectural innovation   •   India and Pakistan  

      Introduction 

 Innovation is not a buzz word, as many consider in the marketing world, but it is an 
architect of competitive advantage of a company (Randhawa et al.,  2016 ). 
Innovation refl ects upon the goal and ambition of an organization. This ambition 
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can be achieved through innovation presented by its products and services. In tour-
ism, innovation is considered pivotal, but it is also known as the least studied area 
of tourism (Randhawa et al.,  2016 ; Santos, Burghausen, & Balmer,  2016 ; Moscardo, 
 2008 ). Generally, the debate on innovation focuses on new products and technolo-
gies; all innovation is based on confronting existing assumptions and channels of 
thinking. Moscardo ( 2008 ) argues that one approach to redesign innovation in tour-
ism is to ignore the recognized and almost cliché goal of sustainable tourism. An 
effi cient approach to knowledge management systems or tourism processes is 
required to achieve innovation in tourism (Hall & Williams,  2008 ; Moscardo,  2008 ). 

 Since the events of September 9–11 and the subsequent wars, people around the 
world have been observed to be more inclined towards spirituality for various per-
sonal and social reasons; people are pursuing spiritual answers for the questions 
rising from the failure of materialistic lifestyles (Blomfi eld,  2009 ; Kraft,  2007 ; 
Mitroff,  2003 ). The emerging awareness and attention to spirituality had a signifi -
cant impact on many businesses around the world (Brownstein,  2008 ; Fernando & 
Jackson,  2006 ; Lewis & Geroy,  2000 ). The tourism industry is one of the industries 
which experienced a very explicit effect of this spiritual refocus of international 
business (Finney, Orwig, & Spake,  2009 ; Geary,  2008 ; Tilson,  2005 ; Cohen,  1992 ). 
This infl uence of spirituality on tourism industry gave birth to spiritual tourism as 
an innovation stimulating new products, people, processes, marketing, and organi-
zations linked with tourism people, places, and events. Every state has something to 
offer to the global tourist; even the poorest nations can present their heritage, tradi-
tional beliefs related sites, culture, and natural places to tourists searching for the 
“new” (Haq & Medhekar,  2015 ), hence triggering an innovative spiritual tourism 
product or service or experience. 

 Tourism around the world received around 332 million international tourists 
from January to April 2015, which is 14 million more than the same period last year, 
an increase of 4 % (WTO,  2015 ). Tourism has shown worldwide growth with an 
increase of 4.3 % in 2014 associating with the upwards trend of international tour-
ism in recent years, which averages more than 4.5 % international tourist per year 
since 2010 (WTO,  2015 ). According to World Tourism Organization (WTO,  2009 ), 
689 million people traveled to foreign countries in 2000, out of which nearly 40 
million people traveled for spiritual purposes from Christian, Muslim, and Hindu 
families. By the year 2020, UNWTO ( 2008 ) has projected that international tourist 
arrivals are expected to reach 1.6 billion. 

 Spiritual tourism as an academic and commercial concept is a new type of tour-
ism that has risen from the combination of special interest and cultural tourism and 
views religious tourism and pilgrimage as subsets of spiritual tourism while concep-
tually overlapping with each other. It is agreed that spiritual tourism requires a 
strong multifaith sociocultural background rather than big roads, bridges, and 
hotels, etc. That is why India and Pakistan embraced spiritual tourism as an innova-
tive way to internationalize their businesses and had reasonable success as discussed 
further in the upcoming sections of this paper. This conceptual paper starts with a 
literature review on various aspects of tourism innovation and spiritual tourism, 
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pinpointing towards the research problem and objectives for this study. Findings 
and discussion of this study present the people, places, and events associated with 
spiritual tourism mapped with various dimensions of tourism innovation.  

    Literature Review 

    Innovation 

 The literature on innovation presents service and product innovations as separate 
disciplines since services engage customers more closely in an innovation process 
(Randhawa et al.,  2016 ; Decelle,  2006 ). With respect to innovation in tourism, prod-
ucts and services need to be considered as the same, since tourism innovation is a 
new or signifi cantly improved offering for tourists. This paper will consider tourism 
products and services as one and the argument regarding their similarities and dif-
ferences is beyond the scope of this study. 

 Innovation can be defi ned in several ways, depending on the buyers and sellers 
for a particular product in a specifi c market (Haq,  2013 ). The pioneer of the innova-
tion theory, Joseph Schumpeter (1883–1950), observed that innovation is always 
about a new product, new production process, new markets, new leaders, or new 
organizations, and moving towards new combinations of these (Schumpeter,  1934 ). 
All these factors of new products, processes, people, and markets can be applied 
for innovation in tourism (Ali, Ryu, & Hussain,  2016 ; Chubchuwong & Speece, 
 2016 ; Decelle,  2006 ; Weiermair,  2006 ). It can be further argued that since tourists 
seek experience rather than destination, it can be offered by innovation of the tour-
ism product as experience rather than offering singular tourism elements 
(Weiermair,  2006 ). Hjalager ( 2010 ) also suggested that destination acts as a stage 
where various tourism agents are actors and only continuous learning from custom-
ers can help to make the tourism experience more innovative. This is where the 
spiritual tourism product or experience can be presented as an innovation in tour-
ism (Haq,  2013 ). A spiritual tourist will be seeking and experiencing spiritual 
development at the same place where someone else will be studying culture, 
 history, or heritage (Haq & Medhekar,  2013 ). 

 The concepts of innovations presented by Abernathy and Clark ( 1985 ) have been 
further classifi ed as tourism innovation types by Hjalager ( 2002 ), which highlights 
the signifi cance of customer orientation in innovation. Hjalager ( 2002 ) derived four 
types of tourism innovations: regular innovations, niche innovations, revolutionary 
innovations, and architectural innovations. This research study analyzes these types 
and concludes that spiritual tourism has connections with regular innovations and 
niche innovations; however, the role of revolutionary innovations and architectural 
innovations seems more dominating to recognize spiritual tourism as an innovation 
in tourism. The revolutionary innovations demand introduction of new methods to 
shift staffi ng structures, and association with similar markets with new methods, 
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hence product and people innovations are covered (Chubchuwong & Speece,  2016 ; 
Weiermair,  2006 ; Decelle,  2006 ; Hjalager,  2002 ). While architectural innovations 
demand creation of new events and redefi ning the physical infrastructure, hence 
process innovations are covered (Weiermair,  2006 ; Decelle,  2006 ; Hjalager,  2002 ).  

    Spiritual Tourism 

 It has been observed that spiritual tourism is thought of as a new impression in travel 
and tourism. The fact is that faith and religious matters have been the primary rea-
sons for traveling in human history (Haq & Jackson,  2009 ; Hall,  2006 ). As an exam-
ple, if food or gastronomic tourism or cooking TV programs are new trends, then it 
does not imply that people did not eat before, as it is a basic human need. The only 
commercial issue is that human needs have to be defi ned as a marketing product or 
service and nourished under the umbrella of an international brand. Hence, applying 
the theory of revolutionary innovation, it can be implied that new methods need to 
be approached for the same markets. 

 People traveling as spiritual tourists have defi ned themselves in a variety of 
means: as “travelers,” “seekers,” “pilgrims,” “devotees,” “event attendants,” and 
“adventurers,” etc. “Interestingly, many spiritual tourists have been classifi ed by 
academic researchers as practicing pilgrimage, religious, special interest, cultural or 
experiential tourists” (Haq & Jackson,  2009 , p. 142). These tourists can be attracted 
towards spiritual tourism if innovation is applied effectively. A considerable amount 
of research has been published on the six million spiritual tourists who travel annu-
ally to Lourdes in France, the millions of people visiting Jerusalem or Mecca for 
Hajj every year, and the visits to Indian Ashrams (Finney et al.,  2009 ; Sharpley & 
Sundaram,  2005 ). 

 The knowledge base provided by the discussion in this section of the paper pro-
vides a fi rm foundation for the conceptualization of spiritual tourism. Adapting the 
defi nition of cultural tourists, a spiritual tourist could be described as someone who 
visits a place out of his/her usual environment, with the intention of spiritual growth 
(in relation to God or the Divine), regardless of the main reason for traveling 
(McKercher,  2002 ). A recently established defi nition of a spiritual tourist will be 
adopted in this study to underpin the South Asian business of spiritual tourism as: 
“someone who visits a specifi c place out of his/her usual environment, with the inten-
tion of spiritual meaning and/or growth, without overt religious compulsion, which 
could be religious, nonreligious, sacred or experiential in nature, but within a Divine 
context, regardless of the main reason for traveling” (Haq & Jackson,  2009 , p. 145). 

 Spiritual tourism could be viewed as a broad concept that involves tangible and 
intangible products and services. In this research, tangible items will include 
churches, mosques, temples, shrines, and other spiritual centers which indicate 
architectural innovation in tourism. Meanwhile, intangible products and services 
will include organized spiritual events, seminars, festivals, and gatherings with spir-
itual motives which confi rm revolutionary innovation in tourism.   
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    Research Problem and Objectives 

 The overarching research problem of this paper is to prove that spiritual tourism can 
be considered as a tourism innovation in India and Pakistan. This research studies 
the spiritual tourism in India and Pakistan to observe innovation in tourism policies 
and practices. The research problem is addressed in this paper by setting the objec-
tive of analyzing various tourism places, people, and events in both countries linked 
with architectural and revolutionary innovation. The effective goal of this study is to 
present a link between various spiritual tourism social and business practices that 
lead towards presenting spiritual tourism as a tourism innovation.  

    Findings 

 The previous sections of this paper presented a structure of this research by defi ning 
spiritual tourism and tourism innovation. After recognizing the Indian and Pakistani 
traveling practices and activities for spiritual purpose, a detailed study of the tour-
ism material and information was conducted to highlight each country’s potential 
linked with spiritual tourism. Findings of the research conducted in both countries 
with respect to their spiritual tourism and its links with architectural and revolution-
ary innovation are explained below. 

    India 

 World Tourism Organization (WTO,  2015 ) reported that international tourist infl ow 
in India is expected to grow at 6.5 % CAGR per annum. In 2010, the foreign tourist 
arrivals were 2.5 million in 2008, to 6.0 million in 2010 and expected to grow to 10 
million by 2020. This is due to the success of Incredible India Campaign and tour-
ism trade fairs organized by the government in partnership with the industry. Hence 
business opportunities in many niche new products such as farm and village tour-
ism, ecotourism, heritage tourism, cultural tourism, and spiritual tourism can be 
cultivated to reap sustainable economic benefi ts. The Indian government has strate-
gically developed spiritual tourism circuits such as in the footsteps of Buddha cir-
cuit and likewise other circuits have been suggested by Haq and Medhekar ( 2015 ) 
to promote spiritual tourism. 

 Religious or spiritual tourism in India accounts for 90 % of domestic tourism 
(Haq & Medhekar,  2015 ; Shinde,  2007 ). Shinde ( 2007 ) explores the movement of 
Indian tourists as pilgrims from an informal to an organized and formal industry of 
religious tourism in Vrindavan, Mathura near Agra. He argues that spiritual/reli-
gious tourism is moving into a new form of business opportunity as an innovation 
for the entrepreneurship and management (Shinde,  2010 ). 
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 There are numerous Hindu, Islamic, and Sikh religious places, rives, mountains, 
temples, and Mosques of historical importance in all the States of India, from 
Kashmir in the Himalayas to Kanyakumari in the Southern tip of India, and Gujarat 
in the West to Bengal in the East, that it is not possible to mention all (Bandyopadhyay, 
Morais, & Chick,  2008 ). The key Hindu religious sites are Vaishno Devi in Kashmir, 
Allahabad where the three holy rivers meet coming from the Himalayas, Banaras–
Kashi, Nasik, Amritsar Sikh Golden Temple, and numerous Hindu temples in South 
India. Similarly there are numerous famous Islamic Mosques some 700 years old in 
ruins and many still in use from the fourteenth century Delhi Sultanate and mainly 
from the Mughal period (Gupta,  1999 ). Moreover, Buddhism originated in India 
and spread worldwide, leaving many sacred sites for Buddhists that have earlier 
been ignored as spiritual tourism treasures (Haq & Medhekar,  2015 ). 

 Only recently, the Buddhist Circuit—in the footsteps of Buddha Trial by Indian 
Ministry of Tourism, in collaboration with Indian Railways, indicates the innova-
tive steps taken by the government. Sharpley and Sundaram ( 2005 ) in their explor-
atory research studied the visits to Sri Aurobindo Ashram by the western tourists in 
South East India. They found that some were permanent spiritual tourists and others 
were temporarily visitors to the Ashram to experience spirituality in India, and con-
cluded that “there is a continuum of Spirituality inherent in tourism, though this is 
related to tourists’ experience rather than initial motivation” (p. 161). Sen ( 2005 ) 
also stresses upon religious plurality of India based on a large and prominent Sikh 
population, and a substantial number of Christians, whose settlements go back at 
least to the fourth century, and practitioners of Jainism and Buddhism, which had 
been for a long period the offi cial religion of many Indian rulers. These places sig-
nify the rich Indian multifaith and multicultural, spiritual heritage, emphasizing 
upon the potential for architectural tourism innovation in India.  

    Pakistan 

 The cultural and social infrastructure of Pakistan is strongly embedded in different 
spiritual and religious traditions. Several destinations in Pakistan are revered by spiri-
tual tourists belonging to religions of Islam, Hindu, Buddhist, and Sikh. For Muslim 
or Islamic tourists, Pakistan presents a wide spectrum of old and modern Mosques, 
Madrassas, and shrines of revered Sufi  Saints (Haq & Wong,  2011 ). The annual 
“Ijtima” or gathering of Muslims from around the world in Raiwind attracts more than 
two million Islamic tourists to teach and learn Islamic spiritual theory and practice 
(Haq & Wong,  2011 ). A good example of a progressive message on spiritual tourism 
in Pakistan can be found in an article in The Economist, “Of saints and sinners,” which 
refl ected upon Sufi sm, music, and Pakistan’s Sufi  shrines (The Economist,  2008 ). 

 Pakistan is home to numerous spiritual places belonging to religions other than 
Islam; these religions include Buddhism, Hinduism, Christianity, and Sikhism (Haq 
& Medhekar,  2015 ; Wannell & Hasan,  2008 ; Singh & Narang,  2004 ). There are 
some churches and Christian monasteries in Pakistan that were built some hundred 
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years ago during the British Empire of the Indian subcontinent. Similarly, there are 
several historical and modern temples and religious centers associated with other 
religions as discussed in the previous section. Pakistan accommodates hundreds of 
Sufi  shrines, for example, Al-Hajveri (referred to as Daata Ji by the devotees) in 
Lahore, Shah Abdul Latif Bhitai in Sind, and Baha-ud-Din Zakariya in Multan. 
Pakistan also offers historical places built and established by the past Muslim rulers 
since the eighth century, which attract many Muslim tourists from all over the 
Islamic world (Haq & Medhekar,  2010 ). 

 In practice, tableegh trips are very common among Muslim countries of South 
Asia, which motivates men to travel in groups to various Mosques and stay, pray, 
and eat there (Haq & Wong,  2011 ). These groups generally consist of educated 
Muslim men of all ages who visit and stay in various mosques, meet with the local 
Muslims, meet with non-Muslims, teach and learn Islamic theory and practice, with 
the sole purpose of reviving Islam (Sikand,  2006 ). A typical tableegh group entails 
of one or two vehicles for transport and their food is cooked in the mosques where 
they sleep on the fl oors in their sleeping bags while they continue their own and 
others’ spiritual development. This spiritual exercise has its origins in the early 
twentieth century India (Sikand,  2006 ).   

    Discussion 

 The previous section illustrated highlights of spiritual tourism business and social 
practices in India and Pakistan. The spiritual tourism people, places, and events in 
both countries need to be projected as an innovation to achieve sustainable success. 
The earlier sections discussed various dimensions of innovation in tourism, which 
will be studied and adapted in this section. 

 The example of Mahabodhi Temple complex in Bodhgaya, India being declared 
as a World Heritage site by UNESCO in 2002 supports the discussion of this paper. 
Moreover, the Bihar State Tourism Department projected Bodhgaya as a spiritual 
tourism destination by Brand Buddhism to international tourists and also developed 
fi ve-star golf course and hotels (Geary,  2008 ). If this was left to the Central 
Government, then innovations will be ignored and the condition of Bodhgaya would 
be similar to many other historical and spiritual places in India and Pakistan which 
are neglected, not restored, and vandalized. Vukonic ( 2015 ) has argued by  providing 
theoretical and empirical support that economic impact of the special area of reli-
gious tourism or spiritual tourism should be exploited by developing countries to 
create opportunities. This is the discussion here in this paper, suggesting that this 
new overhauling of spiritual tourism in both countries could be done under the 
umbrella of revolutionary and architectural innovation. 

 Since this study has recognized that spiritual tourism as an innovation in tourism 
can be more related to “revolutionary” and “architectural” types of innovation. It 
has also been observed that both these types of innovation encompass product and 
process innovation in practice (Weiermair,  2006 ; Decelle,  2006 ). Based on the 
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details of spiritual tourism products and services being offered, or not offered, in 
India and Pakistan, this research emphasizes on applying revolutionary and archi-
tectural innovation. The specifi c people, places, and events associated with spiritual 
tourism in both countries can be mapped with revolutionary and architectural inno-
vation as illustrated in Table  44.1 .

       Conclusions and Future Research 

 This study that was based on analyzing spiritual tourism in India and Pakistan 
regarding tourism places, people, and events, and attempted to map with dimensions 
of tourism innovation. The paper has analyzed innovation in tourism from dimen-
sions of product, process, and people, falling under the blanket of architectural and 
revolutionary innovation. The three elements of the tourism product: people, places, 
and events were examined to align with the spiritual tourism as a tourism innova-
tion. India and Pakistan were selected as the two countries since both carry the repu-
tation and image of multicultural and multifaith spiritual tourism destinations. This 
research concludes with the suggestion to accept spiritual tourism as an innovation 
in tourism based on its products and services illustrating architectural and revolu-
tionary innovation. This paper delivers a different concept based on service and 
tourism related innovation and maps it with spiritual tourism that is not a new prod-
uct, but needs to be launched as an innovation cemented in architectural and revolu-
tionary dimensions. 

 An empirical study to confi rm fi ndings of this research is an obvious future 
research direction. In order to test and confi rm the reliability and validity of concep-
tual fi ndings of this research presenting spiritual tourism as a tourism innovation, 
further qualitative and quantitative study is recommended. The quantifi cation of 
fi ndings related to spiritual tourism in India and Pakistan based on behavior and 
attitude of tourists needs to be undertaken in order to reach evidence based tourism 

   Table 44.1    Spiritual tourism places, people, and events as tourism innovation   

 Architectural innovation 
 Revolutionary 
innovation 

 Countries  Products/places  Events  People 

 India  Historical and holy places: 
temples/sites for Hindus and 
Buddhists, Mosques, 
Colonial Churches, and 
Ashrams 

 Anniversaries of Sufi s, Gurus 
and various religious leaders 
and Hindu gods, annual 
sacred gatherings 

 Religious leaders 
and spiritual gurus, 
Missionaries like 
Mother Teresa, 
Hindu gods 

 Pakistan  Mosques, Sufi  Shrines, 
Churches, and Monasteries, 
Hindu, Sikh, and Buddhism 
historical and holy sites 

 Anniversaries of Sufi s, 
Tableegh Ijtimas, multifaith 
seminars, annual holy 
gatherings 

 Sufi s of the past 
and present, 
Islamic Leaders 

   Source : Based on this study  
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marketing strategies. An empirical study on the behavior of travelers and visitors 
who qualify as spiritual tourists, regardless of their religion and nationality, is an 
imperative future study. Similarly, more new and useful segments of spiritual tour-
ists visiting India and Pakistan could be identifi ed by an empirical research based on 
tourist’s regional, religious, ethnic, and sectarian backgrounds. A quantitative 
research would provide better marketing information on tourists’ tastes and prefer-
ences for tourism marketers in India and Pakistan. Meanwhile, a qualitative study 
could be conducted with management and organizers of places, people, and events 
linked to spiritual tourism in South Asia, which will provide in-depth details regard-
ing the innovation in tourism businesses.     
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    Chapter 45   
 Business-to-Business Buyer–Seller Interactions: 
Personality and Transformational Leadership 
Theories’ Perspective                     

     Pia     Hautamäki    

    Abstract     The literature has observed that business-to-business (B2B) selling is 
transitioning to relational partnerships with customers and long-term collaborations 
with suppliers to achieve a competitive advantage and reduce costs. Studies have 
made it clear that personal similarities between the initial salesperson and buyer can 
improve cooperation in buyer–seller interactions, and this interactional aspect offers 
value to customers. According to recent studies, the way salespeople initiate a part-
nership with their contact people is an important part of relational value formation. 
Nevertheless, this subject is rarely discussed in the literature. This study addresses 
this gap by adding personality theory and the theory of transformational leadership 
to illustrate how different customers with different personality types want to be 
treated by salespeople before and during buyer–seller interactions. This study rec-
ommends using these theories in buyer–seller interactions to meet the customers’ 
relational, interactional and behavioural needs.  

  Keywords     Business to business   •   Initiating relationship   •   Myers–Briggs Type 
Personality Indicator   •   MBTI   •   Transformational leadership   •   Selling  

      Introduction 

 For a leader to meet the appropriate situational requirements of followers, it is 
essential to understand the aspects of the leader’s own personality and the follower’s 
personality type (Routamaa & Ponto,  1994 ; Routamaa, Honkonen, Asikainen, & 
Pollari,  1997 ). This study applies leadership and personality theories to buyer–seller 
interactions from an individual perspective between the salesperson and the 
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customer, where the customer’s relational, interactional and behavioural needs have 
to be met individually (Baumann & Le Meunier-FitzHugh,  2014 ; Biong & Selnes, 
 1995 ; Guenzi, Pardo, & Georges,  2007 ; Hohenschwert & Geiger,  2015 ). 

 Today more than ever, salespeople and their managers are dealing with new 
challenges such as increasingly complex environments, the transition from prod-
ucts to services or bundles of products and services, changing technologies and 
increasing customer expectations (Ingram, Laforge, Locander, Mackenzie, & 
Podsakoff,  2005 ). Business-to-business (B2B) customers can fi nd information on 
the Internet and buy tangibles from online stores. B2B customers still need sales-
people to buyer-seller encounters for advice and collaboration when buying intan-
gibles and services. The literature has noticed this change and now defi nes B2B 
sales as a human-driven interaction (Dixon & Tanner,  2012 ), recognizing that inter-
actional elements provide value in buyer–seller interactions (Echeverri & Skalen, 
 2011 ; Geiger & Guenzi,  2009 ; Hohenschwert & Geiger,  2015 ; Hohenschwert, 
 2012 ; Salomonson, Åberg, & Allwood,  2012 ). Nevertheless, there are only few 
studies from buyers’ side (Crosby, Evans, & Cowles,  1990 ). 

 If the buying process has changed, B2B selling also has changed from promotional 
aspects towards relational and interactional cooperation with customers with common 
aims to build long-term partnerships. Recent changes in buying and the business envi-
ronment require changes in the B2B sellers’ work on an individual level with their 
customers. Often the salesperson is the only link between the sales organization and 
the customer. The traditional method of sales in which the focus was on adding value 
by communicating product information to customers is now totally changed (Rackham 
& De Vincentis,  1998 ). Relational and interactional elements are important to form-
ing value with the customer (Echeverri & Skalen,  2011 ; Ford,  1980 ; Grönroos & 
Voima,  2013 ; Haas, Snehota, & Corsaro,  2012 ; Hohenschwert & Geiger,  2015 ) and 
personality types have been recognized as an element of forming value in buyer–
seller interactions (Dion, Easterling, & Miller,  1995 ). In buyer–seller interactions, the 
salesperson can adjust his or her relational behaviours to match customer needs. 

 Literature have explored management and leadership as a dyadic phenomenon for 
decades. As Avolio and Bass ( 1995 ) put it, the leader’s behaviour depends on defi ning 
the individual need of his followers. Elevating and developing followers is the way to 
realize their full potential and achieve high performance. Most leadership studies are 
from the leader’s side and although some studies have addressed the follower’s point 
of view (Hautala,  2005 ,  2006 ,  2007 ,  2008 ; Routamaa et al.,  1997 ). Additionally, stud-
ies illustrate that often the appraisal of leaders shows the typical personality behav-
ioural expectations of the followers’ types (Hautala,  2005 ; Routamaa et al.,  1997 ). 

 As addressed earlier, the role of a salesperson in B2B as a relationship builder 
between sales organizations and customer organizations is central (Schwepker, 
 2003 ). However, the actual relational behaviours required for both leading activities 
and selling lack an accepted interpretation of relational selling behaviours (Biong & 
Selnes,  1995 ; Ford,  1980 ). 

 This study explores how customers with different personality types want to be 
treated and led in buyer–seller interactions from a relational perspective (see 
Fig.  45.1 ). Sales organizations need these answers to satisfy customers’ relational, 
interactional and behavioural needs in the buyer–seller interactions and provide 
value to their customers.
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       Relational Selling in the Field of B2B Sales 

 While there are more studies on the phases during and after sales meetings, this 
study addresses the fi rst interactional encounters with customers when the salesper-
son’s main task is to initiate a partnership with the customer. Biong and Selnes 
( 1995 ) have described that in relational selling the salesperson’s task is to initiate 
partnership and to create long-term commitment with the customer. This study 
includes the interactional and behavioural skills necessary for the relational aspect 
of selling. 

 Research shows that selling today has more relational aspects and takes place on a 
personal level in buyer–seller interactions (Dixon & Tanner,  2012 ; Echeverri & Skalen, 
 2011 ; Hohenschwert & Geiger,  2015 ; Vargo & Lusch,  2004 ). Dixon and Tanner 
( 2012 ) defi ned selling as a ‘human-driven interaction’, transforming the traditional 
interpretation of sales, which is no longer adequate (Moncrief & Marshall,  2005 ). 
Today, customers look for long-term relationships and their demands come from a 
more comprehensive perspective and skill set than ever before (Haas et al.,  2012 ). 

 Traditionally, sales studies have focused on outcome measures such as sales rev-
enue or profi t. According to earlier studies of relational selling, often the approach 
has concentrated on interactional competences or quality (Biong & Selnes,  1995 ; 
Crosby et al.,  1990 ; Jones, Brown, Zoltners, & Weitz,  2005 ) or on competencies that 
build trust, gain commitment and develop satisfactory relationships (Doney & 
Cannon,  1997 ; Dwyer, Schurr, & Oh,  1987 ; Jolson,  1997 ). In business today, the 
activities that salespeople take an on individual level with the customer before and 
during a meeting are more important than ever. Recent sales research has acknowl-
edged that initiating new relationships requires the capability to understand human 
perspectives to draw out customers’ latent needs and motives (Haas et al.,  2012 ).  

Buyer-Seller
interaction

Salespeople consider 
individuals in terms 
of transformational 
leadership

Salespeople consider
customers 
individually
in terms of 
MBTI theory

Salespeople act as 
leaders to initiate 
partnerships with 
their customers 

Meetment of 
customers’ needs 
and forming 
relational value 
with the customer

  Fig. 45.1    Theoretical framework of the study       
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    Salespeople as a Leader in Interactions 

 According to leadership studies, followers favour leaders whose daily work appears to 
be honest, competent, credible and inspiring (Bass,  1985 ). This study sees the sales-
person as a leader to the customer, but in a natural capacity and without any authority. 
Customers have the power in buyer–seller interactions because they have choose if, 
when and where to buy. However, this study sees buyers and sellers as equal in their 
relationship because mutual commitment brings competitive advantage to both par-
ties. As Bass ( 1997 , p. 20) put it, both the salesperson and the leader have the same 
role in infl uencing the perceptions, cognitions and decisions of the customer or fol-
lower to be successful. While before, salespeople might have had numerous potential 
customers in a portfolio, nowadays they follow more of a leadership model, as leaders 
may have from 3 to 20 immediate followers (cf. Bass,  1997 ). 

 In 1978, Burns developed the transformational leadership (TF-leadership) model 
and many researchers have since defi ned the concept further Bass ( 1985 ). This study 
contributes to the literature by using the TF-leadership model and its components: 
charismatic, inspirational, intellectual stimulation and individual consideration. 
Charismatic leadership refers to sharing a vision and having a strong infl uence on 
followers by providing a sense of mission. Inspirational leadership articulates high 
expectations to followers and communicates the importance of purpose and commit-
ment. Intellectual stimulation encourages using new approaches to solve problems 
and change the old ways of thinking. Individual consideration means all followers are 
treated individually, considering their personal growth and individual development. 

 The TF-leadership model has been shown to positively relate to individual fol-
lower performance and is strongly related to contextual performance, instead of 
task performance (Wang, Oh, Courtright, & Colbert,  2011 ). Additionally, the 
model of TF-leadership has been largely studied outside the sales area and these 
studies have found many positive outcomes (Felfe & Schyns,  2010 ; Hautala,  2005 ; 
Hautala,  2006 ; Wang et al.,  2011 ; Sparks & Shenk, 2001; Uusi-Kakkuri & Brandt, 
 2015 ). Dubinsky, Yammarino, Jolson, and Spangler ( 1995 ) earlier suggested that 
transactional leadership would better address salespeople than TF-leadership. If 
today the sales manager’s role is seen primarily as a problem solver, there is a need 
to change towards role of a system designer or an architect (Ingram et al.,  2005 ). 
This same change is suggested also by Dixon and Tanner ( 2012 ) when they claim 
that salespeople need the skills to act as an architect of change. It may be seen that 
in sales studies, selling is seen to be consistent with task-oriented activities, while 
selling and buying might be seen contextually, where TF-leadership has been 
found to increase performance (Wang et al.,  2011 ). 

 Thus selling characterizes relational aspects with a long-term perspective (Biong 
& Selnes,  1995 ; Dixon & Tanner,  2012 ; Haas et al.,  2012 ; Verbeke, Dietz, & 
Verwaal,  2011 ) and value formation relationally is seen as crucial with customers 
(Echeverri & Skalen,  2011 ; Hohenschwert & Geiger,  2015 ; Salomonson et al., 
 2012 ). The Bass ( 1985 ) theory seeks to combine some of the earlier studies on 
customer-favoured relational activities in buyer–seller interactions (see Fig.  45.2 ). 
The relational selling approach strongly focuses on quality, building trust, commit-
ment and satisfactory relationships (Biong & Selnes,  1995 ; Crosby et al.,  1990 ; 
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Doney & Cannon,  1997 ; Dwyer et al.,  1987 ; Jolson,  1997 ; Jones et al.,  2005 ). These 
studies however did not acknowledge the shared vision and mission that lead to 
long-term partnerships and context-based information sharing that are more indica-
tive of a change architect.

   In TF-leadership theory, encouraging followers to alter their ways of thinking 
can be related to sales, in which a salesperson may be seen as an expert—a role that 
is important in today’s buyer–seller interactions. Since the seller and buyer roles are 
equal, both parties bring their best understanding of a situation to reach a common 
goal. Individual consideration means that the salesperson treats the customer as 
another human being who has concerns and worries about the future, and needs to 
be interacted with on an individual level. As several people can infl uence a cus-
tomer’s buying decision (Ingram,  2004 ), salespeople need to advise the customer, 
lead the internal buying process and resolve other decision maker’s worries. 

 The immediate aim in TF-leadership is to motivate followers to see the impor-
tance and value of favoured outcomes, motivating followers to transform their own 
self-interest to that of the organization and increase the followers’ needs to head 
for the common future (Bass,  1985 ). Translating this to sales, a salesperson can 
motivate the customer to commit to a long-term partnership to meet common goals 
(the mission) before or during the fi rst buyer–seller interaction. When salespeople 
use the TF-leadership approach in buyer–seller interactions, this approach can 
increase the salesperson’s performance and commitment to organization and foster 
customer satisfaction, performance and commitment to the sales organization in 
buyer–seller interactions (Dubinsky et al.,  1995 ; Ingram et al.,  2005 ).  

    Different Personality Types in Interactions 

 Leadership studies have noted that both the supervisors’ and followers’ personali-
ties are important to satisfaction and performance (Hautala,  2005 ). Hence, individ-
ual consideration is included in this study also by using the Myers–Briggs Type 

Transformational 
Leadership 
Components of 

Different Sales 
Approaches in 
Buyer-Seller 
Interaction

Different Sales 
Approaches in Research

Contribution of This Study to the 
Relational Selling Approach

Charismatic 
Leadership

Aims for long-term 
partnerships

Biong et al., 1995; Ingram 
et al., 2002; Williams et 
al., 2007

Sense of mission: vision and mission 
need to be shared

Inspirational 
Leadership

Salesperson as a 
change architect

Dixon et al., 2012 Communicate the importance of the 
discussed context rather than product 
information

Intellectual 
Stimulation

Challenging the 
customer

Rapp et al., 2014; 
Storbacka et al., 1994

Encourage the customer to alter the 
way of thinking and provide 
alternatives

Individual 
Consideration

Forming 
interactional value 
with the customer

Echeverri et al., 2011; 
Dixon et al., 2012; Haas et 
al., 2012; Hohenschwert et
al., 2015

Treat the customer as another human 
being, handle concerns and worries, 
give advice to lead the internal buying 
process

  Fig. 45.2    Comparing components of TF-leadership to different sales studies       
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Indicator (MBTI). This is because relationship between personality and 
TF-leadership has been documented in several studies (Brandt & Laiho,  2013 ; 
Carroll,  2010 ; Hautala,  2005 ; Uusi-Kakkuri & Brandt,  2015 ). 

 The MBTI is a commonly used tool in research, especially on organizations, leader-
ship and relationship studies (Dion et al.,  1995 ; Routamaa & Debnath,  2011 ; Routamaa 
& Edinger,  2013 ; Routamaa, Hautala, & Mohsin,  2007 ,  2009 ; Routamaa,  2014 ; 
Routamaa & Ponto,  1994 ; Routamaa & Rautiainen,  2002 ). Avolio and Howell ( 1992 ) 
found that the personality of a leader and a follower can predict satisfaction with the 
leader and unit performance. Felfe and Schyns ( 2010 ) found that followers who share 
a similar personality type with their leaders are more likely to develop a strong com-
mitment to their leader. When these results are compared to buyer–seller interactions, 
salespeople using both TF-leadership behaviours and individual consideration in terms 
of personality may meet customer needs in buyer–seller interactions (Dion et al.,  1995 ; 
Felfe & Schyns,  2010 ; Routamaa & Ponto,  1994 ; Routamaa et al.,  1997 ). 

 The Myers–Briggs theory is based on Jung’s work on psychological types. It 
consists of eight different preferences illustrating a person’s orientation of energy (E 
for Extravert or I for Introvert), the need for information and the way of gathering it 
(S for Sensing or N for Intuition), the preferred way of making decisions (T for 
Thinking or F for Feeling) and the way of living (J for Judging or P for Perceiving). 
Each person has one preference that is stronger than another and these four stron-
gest preferences identify the person’s personality type (Myers & Myers,  1993 , 
1992; Myers & McCaulley,  1992 ). 

 According to MBTI, customers also differ, for example, in how they prefer to be 
approached, how much information they need and how they make decisions (Myers 
et al., 1992). As a result, salespeople must have a deep understanding of their own 
personality types and those of their customers to be able to initiate new partnerships 
effectively. When MBTI is used to address customers, Extravert (E) customers derive 
energy from the outside world, while the Introvert (I) customers desire to be alone 
with their own thoughts. Customers who are Sensing (S) gather information with their 
fi ve senses and concentrate on small things, while Intuitive (N) customers use their 
imagination and are able to see the big picture. Thinking (T) customers speak directly 
and use logic to make decisions (they may appear to be impersonal). Feeling (F) cus-
tomers take other persons’ feelings into account when they make decisions and com-
municate. Customers who are Judging (J) types favour order and closure in their own 
lives and strictly schedule meetings, while Perceiving (P) customers are fl exible and 
tend to go with the fl ow (Myers et al., 1992). If the salesperson is aware of these per-
sonality types, they can more effectively build relationships by speaking to the cus-
tomer and dealing with them in a manner that will make them feel comfortable. 

 Studies have shown that the most common personality types of B2B customers 
are ESTJ (Extravert, Sensing, Thinking, Judging) and ISTJ (Introvert, Sensing, 
Thinking, Judging) (Dion et al.,  1995 ; Macdaid, McCaulley, & Kainz,  1995 ), and 
the most common cognitive style, therefore, is ST. The ST person favours facts and 
is practical, task-oriented and knows quantitative measures (see Fig.  45.3 ). The NT 
MBTI cognitive style prefers actions and information on the future possibilities on 
a conceptual level, and is ready to make decisions if receives this required informa-
tion. The SF type prefers information on the current situation and prefers making 
decisions as part of a group, while the NF type prefers information on current pos-
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sibilities and makes decisions by mutual agreement. The most common cognitive 
style of buyers is ST, and these people work most favourably with others who have 
the same ST cognitive style. Compared to other styles, NT, SF and NF personalities 
prefer to work with opposite cognitive styles (NT with SF, SF with NT and NF with 
ST). Additionally, the ST person concentrates on cost-benefi t analysis only (Walck, 
 1996 ; Myers & Myers,  1993 ).

   The study by Dion et al. ( 1995 ) revealed that if the customer perceives a connec-
tion with the salesperson, sales performance increases and the customer feels posi-
tive about the sales relationship. Clack et al. (2004) found in their study from the 
medical sector that patients’ complaints about doctors were concerned largely with 
communication rather than clinical competence. The authors claimed that poor 
communication may be due to personality type differences across the S-N dimen-
sion. Similarly, it was found that sellers’ communication skills are signifi cant when 
determining a buyer’s perceived quality of the relationship during the buying pro-
cess (Parsons,  2002 ). Based on these results, buyers seem willing to choose long- 
term relationships with sellers who meet the buyers’ needs. 

 In multiple leadership studies, the most common personality types for Finnish 
leaders were ENTJ, ESTJ and ISTJ (Järlström,  2000 ; Routamaa,  2010 ,  2011 ; 
Routamaa & Ou,  2012a ,  2012b ; Routamaa et al., 2012). Although ST is the most 
common managerial type in China and Finland and the most common B2B buyer 
type in Finland and the USA (Dion et al.,  1995 ; Hautamäki & Routamaa,  2016 ; 
Macdaid et al.,  1995 ), NT is a more frequent managerial type in the USA and 
Sweden (Routamaa, Yang, & Ou,  2010 ; Routamaa & Ou,  2012a ,  2012b ). 
Interestingly, SF and NF are common managerial types in the retail sector (Routamaa 
& Hautala,  2009 ; Schaubhut & Thompson,  2008 ). In addition, Hautamäki and 
Routamaa ( 2016 ) found that B2B purchasing department managers were also I and 
IS types. Compared to earlier personality studies on buyer–seller interactions, it 
should be noted that the personality types of manager professions are almost the 
same as in purchasing professions. This may be because purchasers have often 
worked as supervisors (cf. Dion et al.,  1995 ). 

 Note that when the customer is a J type, as addressed earlier, clearly set goals and 
early decision-making are important to interactions, while P customers will make a 
decision only after they have all the facts and will postpone decision-making until 
they do. Hence, in buyer–seller interactions, it is crucial to give enough time and 
information to P customers and be organized and systematic when dealing with J 
customers (Hautala,  2008 ; Myers & Myers,  1993 ). 

Salesperson Should Example
Keep to the facts For ST customers presenting the facts is the way to be 

professional
Stay on a practical level Present facts but talk in practice what it means
Keep it short and task-oriented Try to keep the talk short and talk only about the tasks
Use fewer personal expressions ST customers want to have a relationship on a professional level, 

so keep expressions clear and simple
Give direction for ST customers, it is important to go make the case step-by-step
Prepare to be tested Only speak of known facts and come back later if the facts are not 

known with certainty

  Fig. 45.3    Meeting the needs of the most common cognitive styles of B2B buyers. Adapted and 
reworked from Brock ( 1994 )       
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 Often, a customer acts as a director or manager. These may be NT persons. 
Unlike the ST customer, the NT customer tends to focus on the big picture and how 
this generalization can create logical options (Myers et al., 1992). Due to the rela-
tional aspects of buyer–seller interactions nowadays, the different cognitive pro-
cesses, personalities and needs of each party may affect the outcome (cf. Myers 
et al., 1992). Hence, personality aspects are important to consider when preparing 
for any buyer–seller encounter.  

    Conclusion and Future Work 

 Recent changes in the B2B environment challenge salespeople to form relational 
value with their customers when initiating long-term partnerships, but the literature 
has not defi ned a concrete model of forming value with the customer. This study uses 
TF-leadership and MBTI personality theory perspectives to address this research gap 
on buyer–seller interactions. As the complexity of customer needs increases in the 
future, forming relational value with the customer when initiating a partnership will 
increase in importance. The theory of TF-leadership brings new knowledge of charis-
matic, inspirational, intellectual and individual leadership to buyer–seller interactions 
and relationships. Because the business challenges are complex, TF-leadership theory 
explains creating a common vision and mission with the customer (charismatic lead-
ership) so that the customer has a sense of mission and cooperation from the begin-
ning, as long-term partnerships are important nowadays (Biong & Selnes,  1995 ; 
Ingram, LaForge, & Leigh,  2002 ; Williams & Plouffe,  2007 ) and sharing a common 
future can help salespeople to engage the customer in meeting common goals. 

 Additionally, in TF-leadership, the inspirational leadership approach communi-
cates the importance of the context to customers. This contributes to the relational 
selling approach and buyer–seller interaction so salespeople can provide informa-
tion according to what individual customers want to know within a situational con-
text. Intellectual stimulation enables salespeople to challenge the customer and 
encourage new ways of doing business. Individual consideration enables salespeo-
ple to understand and address customers’ context, concerns and worries. 

 It is crucial for salespeople to defi ne the buyer’s preferred way of working when 
initiating relationships and to adjust their behaviour according to the customer’s 
personality. Salespeople also need to take into account a customer’s Judging prefer-
ence. Customers with J preference prefer clearly set goals and systematic proceed-
ings to the promised goals. This should been considered when making promises to 
customers when initiating new relationships. 

 This study shows that relational value formation with the customer may be defi ned 
as relational, interactional and behavioural to meet customer personality needs using 
the TF-leadership behaviour model. It is recommended in buyer–seller interactions 
to take into account the most common cognitive style of buyers (ST) and their pre-
ferred method of interaction. Applying the TF-leadership and MBTI studies from the 
follower’s side (Hautala,  2008 ) to a buyer–seller setting, it is recommended that 
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salespeople assimilate TF-leadership theories and methodologies into buyer–seller 
interactions while initiating relational and long-term partnerships with customers. 

 For future studies, it would be benefi cial to empirically assess customer need fulfi l-
ment after salespeople have used individual consideration and TF-leadership meth-
ods. Sales managers should fi nd this study benefi cial, as the study of similar personality 
types brings perceived quality to relationships and helps to build up a positive connec-
tion with customers. It is important to recruit different personality types to work as 
salespeople, so a complementary personality type can be assigned to each particular 
buyer. Working in teams could also improve the relational value formation with cus-
tomers because there would most surely be at least one salesperson with the proper 
personality type to understand a customer’s needs and form an effective relationship.     
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    Chapter 46   
 Educational Tourism in Dubai: The Global 
Higher Education Hub Across Culture                     

     D.  F.     Antiado     ,     F.  G.     Castillo     , and     M.  I.     Tawadrous    

    Abstract     Tourism in Dubai is an integral part of the Dubai government’s strategy 
for a sustainable future. Dubai being the most populous among the seven Emirates 
of United Arab Emirates serves as a gateway for tourism, business, investment, and 
education. Educational tourism is becoming a popular destination in major key cit-
ies around the world and Dubai, United Arab Emirates, is one of the leading desti-
nations in that aspect. Dubai’s reputation in the tourism industry is remarkable as it 
offers better infrastructure, quality of life, and most of all a very safe place for 
education, tourism, and more. Educational tourism in Dubai plays signifi cant role in 
knowledge management across society. This research study examines the suitability 
of Dubai as the frontrunner as education hub in United Arab Emirates and in the 
GCC region. Understanding the diversity makes it a multicultural educational hub 
for education and tourism.  

  Keywords     Educational tourism   •   Knowledge management   •   Multicultural diver-
sity   •   UAE  

      Introduction 

 Tourism in Dubai is an integral part of the Dubai government’s strategy for a sus-
tainable future. Dubai being the most populous among the seven Emirates of United 
Arab Emirates serves as a gateway for tourism, business, investment, and education. 
Educational tourism is becoming a popular destination in major key cities around 
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the world and Dubai, United Arab Emirates, is one of the leading destinations in 
that aspect. Dubai’s reputation in the tourism industry is remarkable as it offers bet-
ter infrastructure, quality of life, and most of all a very safe place for education, 
tourism, and more. Educational tourism in Dubai plays signifi cant role in knowl-
edge management across society. 

 Tourism when combined with education forms a formidable combination that 
attracts both tourism and education as competitive option in deciding which course 
to study. There are many factors to be considered in selecting which institution to 
pursue higher education studies as Dubai offers many relevant opportunities and 
choice of careers to undertake. Dubai among the seven Emirates is home to many 
local and international colleges and universities. There are universities from differ-
ent curricula like American, Australian, British, Canadian, and more. The diversity 
that those curriculum and instruction provide is the mixture of best standards and 
practice that can be applied in United Arab Emirates. Many countries in the Middle 
East started to have international students as part of their admission, because we 
have seen movement of workforce diversity and student across culture is part of it. 
The Dubai’s Strategic Plan aims to maintain double economic growth: to achieve a 
Gross Domestic Product (GDP) of more than 120 billion USD in year 2017. 
Currently Dubai already diversifi ed their economy in major sectors like manufactur-
ing, services, aviation, education, and tourism. 

 Combining education and tourism will provide better opportunities for growth 
and progress across sectors of the economy. The diversity in Dubai is perhaps one 
of the most important aspects of its success in obtaining foreign students across 
continents. Many consider Dubai as the best place to enjoy both education and tour-
ism, as the city can offer many great experiences including great cosmopolitan. The 
strategic location and favorable social infrastructure are among the key elements of 
deciding place of studies. The cost of living also plays important factor in the deci-
sion aside from the fact that students want a learning environment that is safe and 
order. A piece of mind for students is always the most important aspect of their 
learning journey, because it gives them the opportunity to show their knowledge, 
skills, and abilities in a different level. 

 The mixture of culture across region helps Dubai and United Arab Emirates to be 
a competitive place for educational tourism. More than rich heritage of United Arab 
Emirates, the people residing can exercise their faith with respect to other religion. 
The kind of respect given among people is the most important aspect of the living 
and choosing the place of studies. Dubai opens its door for opportunities across 
culture to show its intellectual beings. Creation of agencies that will handle local 
and international colleges and universities are value added to their certifi cates and 
documentation. This ensures that the degrees obtained are mark of quality and stan-
dards as a practice among leading colleges and universities worldwide. The learning 
environment in Dubai and United Arab Emirates provides a better and competitive 
journey of educational tourism that opens its door for opportunities across culture 
and regions. This makes educational tourism in Dubai to be one of the most ideal 
locations for learning and discovering oneself.  
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    Literature Review 

 Dubai has a diverse and a well established economy that can be compared to their 
known cities in the world. Dubai is famously known as the “shopping capital of the 
Middle East.” The city became known and this is because of many shopping centers 
and malls across the Emirates of Dubai. Fashion and glamor are among the distinct 
things they can offer the world wherein travelers, tourist, and backpackers across 
Asia, Europe, Africa, North and South America draw attention to Dubai. Those 
spotlights still hold the city because of its unique and sound environment for shop-
ping and a lot more. Boutiques, electronic shops, department stores, and supermar-
ket are accessible across Dubai which makes the place more convenient to both 
travelers and tourists. Aside from that, cars, clothing, jewelry, furniture, and sports 
equipment are within reach. 

 More than education, foreign students are looking forward to explore other 
things which they feel that will enhance their search for knowledge. Student 
exchange programs are a common practice in many colleges and universities across 
the globe. Dubai is home to many foreign colleges and universities in different lev-
els. The creation of KHDA (Knowledge and Human Development Authority –  
Dubai) oversees many aspects of education aside from quality. The agency takes a 
look and assesses the suitability of institution to conduct such. 

 Many countries and cities around the world started to capitalize in various means 
in dealing with their culture and heritage. As a matter of fact, it gives them opportu-
nities for cultural tourism, ecotourism, agritourism, and other information centric 
tourism that will increase tourism and visitors. Wells ( 1986 ) and many others identi-
fi ed the myriad benefi ts of narrative to education and Gretzel and Fesenmaier ( 2002 ) 
have done the same for tourism. In educational tourism view, Lanegran ( 2005 ) con-
cluded that a high-quality educational tour is the one in which a cohesive story is 
woven while traveling through the landscape. Many students around the world are 
always looking for a city and country where they can explore educational opportu-
nities and at the same time enjoy touring and exploring. We have seen students who 
are becoming more into an explorer than learner, because they look for opportuni-
ties which include employment. Due to taxes and cost of living overseas, many 
students are becoming more into a working professional where they can combine 
both. That lifestyle really fi ts Dubai and United Arab Emirates as the best option for 
foreign and local students. 

 Aside from tourism, there are many other aspect and purpose of traveling which 
can be considered as a subgroup of tourists around the world wherein a portion 
according to Niemela ( 2010 ) includes educational tourism, cultural tourism, special 
interest tourism, heritage tourism, and niche tourism. Educational tourism is a 
“tourist activity undertaken by those who are undertaking an overnight vacation and 
those who are undertaking an excursion for whom education and learning is a pri-
mary or secondary part of their trip.” That defi nition started to evolve due to many 
factors that affect decision-making and choice of schools. Educational tourism can 
be defi ned as travel and tourism combined with education. It can be further labeled 
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as exploring tourism while educating the hunger for  knowledge and well-being. It’s 
not only about knowledge but what opportunities that are waiting for you. 

 In recent years, United Arab Emirates has emerged as popular hub for educa-
tional tourism in the GCC region but also globally. The country is a perfect blend 
and mixture of local Emirati and international culture in one place. It is very much 
visible today if we are talking about food, arts, structure and engineering, and more. 
Since then the educational opportunities in the Dubai and United Arab Emirates 
started to blossom, as they show the world that they can offer many things. Today, 
Dubai and United Arab Emirates offer comprehensive education for both males and 
females. Other countries nearby have on tourists, which makes the United Arab 
Emirates the best option and best place in exploring educational tourism. 

 A business degree is remaining to be the top choice of course among students in 
Dubai. In fact, in a study conducted by Knowledge and Human Development 
Authority (KHDA 2014) there are around 52,586 students attending higher educa-
tion institution in Dubai and 22,890 about (44 %) are studying business. This proves 
that studying business refl ects the business environment that is happening in Dubai. 

 The statistics below shows the distribution of higher educational institution across 
United Arab Emirates (Table  46.1 ). Dubai was the top among the seven Emirates and 
the number is growing as many foreign institutions are planning to establish educa-
tional center/branches in Dubai. This creates a very positive image for Dubai as the 
best destination for educational tourism with more value for their money.

   Dubai being the largest among the seven Emirates strongly depicted that it has big 
potential to be the hub of higher education. There are public government institutions 
like Zayed University and Higher Colleges of Technology that offer scholarship 
which attracts many deserving students. In 2015, there is an increase of 9.4 % for 
new enrollees, while the graduates for the coming years started to boost. Emirati 
students accounted to 43.2 % (22,694) of the total higher education population. It has 
an increase of 10 % from 2013 statistics. Indian students are the second most enrolled 
with 16 and 14 % Arab students. The remaining accounts to students outside GCC 
region/rest of the world. There are more than 150 different nationalities that are cur-
rently studying in Dubai which makes it a sound choice for international students. 

 There are 56 % males and 44 % females in the higher education institutes. The 
gender balance and equality in United Arab Emirates in the higher education pro-
vides a better ratio for both genders. A study conducted by Dubai International 

   Table 46.1    List of higher educational institutions across United Arab Emirates combined 
MOHESR-CAA and KHDA approved institution. Some offers branches across UAE. Please check 
MOHESR-CAA and KHDA for the latest   

 Emirates 
 No. of higher education 
Institutions 

 1  Abu Dhabi  22 
  2    Dubai    66  
 3  Sharjah  9 
 4  Ajman  5 
 5  Umm al-Quwain, Ras al-Khaimah, and Fujairah  12 
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Academic City (DIAC), in conjunction with Deloitte ( 2013 ), shows that globally 
United Arab Emirates ranks number 4 as the leading education hub among emerg-
ing economies. The USA is rank number 1 followed by United Kingdom (no. 2) and 
Canada (no. 3). Aside from that, United Arab Emirates is seen as the fourth most 
attracted education destination in the world for students seeking to pursue their 
studies abroad. The survey of over 2400 students and a cross section of companies 
were carried out to provide DIAC and Deloitte ( 2013 ) with the region’s most com-
prehensive, independent study regarding workforce skill gaps that currently exist 
within emerging markets. Deciding where to study is a major decision that families 
need to take; as a matter of fact, we have seen many foreign expats as residents 
across United Arab Emirates. Many of them were more than 30 years on continuous 
stay in UAE making it as one of the best places for education and tourism. 

 The Travel and Tourism Competitiveness Report of 2015 ranked the United Arab 
Emirates as the top in the Middle East and North African region; globally ranked 
24th place, over ten million recorded tourists in 2013; ranked 3rd with its world- 
renowned air transport infrastructure serving as a gateway for Europeans to Africa, 
the Middle East, and Asia; ranked 1st for its effective branding campaigns enabling 
business environment for the industry’s development; and ranked 30th in its effort 
to facilitate travel and ease visa requirements. With these developments, Dubai 
ranked as one of the top fi ve dynamic city destinations among 132 important cities 
in the world (Global Destination Index, 2009–2015). Further, Dubai evolved as the 
world champion having 4.9 visitors per resident in 2009 to 5.7 in 2015. Comparing 
450 cities across the world, Dubai which ranks 75th worldwide continues to rank 
highest for quality of living across Africa and the Middle East. Tourism contributes 
signifi cantly to Dubai’s economy supporting its large retail industry and hospitality 
sector. Since Dubai had become one of the popular destinations in major key cities 
of the world, educational tourism (one of the forms of tourism) would most likely 
be a signifi cant source of revenue. This research study examines the suitability of 
Dubai as the frontrunner as education hub in United Arab Emirates and in the GCC 
region. Understanding the diversity makes it a multicultural educational hub for 
education and tourism. 

    Global Trends in Educational Tourism 

 A growing trend in global tourism is the increasing rate of youth, student, and edu-
cational travel. As market trends indicate (  http://www.student-market.com/youth- 
travel    ), students traveling abroad to pursue higher education continue as a high 
revenue generator. The rapidly rising middle class from current two billion to fi ve 
billion in 2030 as projected, increased access to more disposable income, increased 
appetite for more international experiences, more affordable transportation prices 
and ease of travel, fewer political and cultural barriers, and most importantly as a 
result of globalization, businesses seeking employees with international experience 
have been cited as the drivers infl uencing the increasing trend of the youth, student, 
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and educational travel market. As cited, the 1990 trends of youth, student, and edu-
cational travel represented 15 % of the tourism market, increasing by 20 % in the last 
decade, and which is expected to increase in the near future by 25 %.  

    Regional Hubs Attracting a Greater Share of the Global Student 
Population 

 The UNESCO Institute for Statistics (UIS) report (UNESCO, 2016) indicates that 
the number of students pursuing their higher education abroad continues to increase; 
however, it was observed that students have shifted to regional destinations that 
offer more affordable and culturally relevant programmes of study. Although the 
USA and the United Kingdom remain the strongest destination for students seeking 
quality education, the regional hubs have become a favored destination due to 
lower travel costs and its appeal of cultural familiarity. In the Arab States, Saudi 
Arabia and Dubai (United Arab Emirates) have outpaced the United Kingdom in 
attracting students coming from the Arab region increasing from 12 to 30 % from 
1999 to 2013.   

    Issues, Challenges, and Discussions 

 Apart from success, there are always issues and challenges that surround the educa-
tional tourism being faced by Dubai and United Arab Emirates in general. Perhaps 
the cost of living and future tax that will be introduced maybe a great challenge in 
sustaining their competitive advantage. Dubai positioned to be the leading hub 
across culture because of its unique overall educational superiority. That multicul-
tural environment poses a challenge, as each culture has its unique taste and prefer-
ences that you can fi nd only in Dubai. 

    Challenges to Higher Education in Dubai 
and United Arab Emirates 

 –     Intense competition among colleges and universities (local and international)  
 –   Cost and fees (tuition and other fees involved)  
 –   Social infrastructures and facilities  
 –   Local and international accreditation  
 –   Flexibility, adaptability, and sustaining their operations  
 –   Attracting and retaining qualifi ed faculty, administrator, and staffs  
 –   Collaborate and partnership with industry/private sectors, government, and 

others  
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 –   Investment on ICT (information, communications, and technology)  
 –   Linking academic experience that will lead to employment  
 –   Knowledge management society that leads to lifelong learning    

 There are many issues and challenges that educational tourism in Dubai is facing 
which makes it more competitive than other key cities in the world. Those identifi ed 
challenges serve as opportunities for them to work in partnership and collaboration 
with other sectors of the economy. To constantly improve and ensure better access 
to higher education remains to be one of the priority projects of Government of 
Dubai. Business management courses remain to be the top choice among courses 
offered across Dubai and UAE. This simply means that business is open 24/7 per 
day and all night long. The competitive advantage of educational institution across 
Dubai can be attributed to the mixture of faculty members, staffs, and administrator. 
The similarities and differences across culture are its main strength where people 
valued respect and confi dence. 

 Creation of educational hub department or agency that is under KHDA or 
MOHESR can be a good strategy in order to sustain and keep their strengths as 
educational providers and planners.  

    Educational Tourism Opportunities in Dubai 
and United Arab Emirates 

 There are many indicators aside from quantitative stats that support Dubai as the 
forefront of educational hub in the world today. The stats is just one of the aspects 
of plate and has more to dig into that. Based from our interviews of many interna-
tional students, they have mentioned that strategic location of academic institution 
is one of the factors to decide. The accreditation, both local and international, is also 
a main factor in deciding to join an institution, and more importantly the fees 
involved is their main concern. 

 Students employable are one of the main reasons why foreign students decided 
to study in Dubai and United Arab Emirates. Even undergraduate is acceptable in 
many industries as long as the language and skills are within the acceptable range. 
This practice cannot be found in other countries, as they have minimum job speci-
fi cation set for the work/job. Here in Dubai and United Arab Emirates, the job 
opportunities are very much fl uid and this is because of favorable economic climate 
of the country. 

 Despite rumors that taxes may be enforced in the near future, still Dubai can be 
a competitive place for higher education. It is not only the cost but the opportunities 
that they are giving which cannot be found in another city or country. Being the host 
for the 2020 Expo gives Dubai and United Arab Emirates that boost in the education 
sector and tourism.   
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    Conclusions and Recommendation 

 Dubai remains to be the forefront of education hub in the United Arab Emirates and 
the world. To be among the top fi ve is a great accomplishment; however, sustaining 
the rank is something they want to keep if not exceeding in the near future. 

 Education tourism can become a major source of engine of economic growth 
and/increasing source of revenue if Dubai is able to sustain its position as the edu-
cational hub for higher education in the GCC region and globally. Emerging as a 
popular hub for educational tourism, Dubai has competitive advantage among other 
regions which can be attributed to the following: earning recognition as one of the 
key cities or the top tourist destination in the world offering many great experiences 
(great cosmopolitan); strategic location and favorable social infrastructure; has a 
diverse and established economy; is a home to many colleges and universities across 
the globe offering curriculum and instruction combining best standards and prac-
tice; and ensures a safe learning environment. 

 It is in this light that combining education and tourism will provide better oppor-
tunities for growth and progress across sectors of Dubai’s economy. The Government 
of Dubai through the Ministry of Higher Education-CAA, KHDA, and Ministry of 
Tourism should collaborate its efforts to create policies that will enhance interna-
tional educational tourism. The collaborative initiatives may include provision of 
lower cost of living, affordability, and accessibility of education and travel pro-
grams compared with other educational tourist destinations, provide experiences 
and quality services adapted to the needs and expectations of the international stu-
dents pursuing higher education market or sector, and introduce competitive initia-
tives to attract international students using diverse marketing strategies.     
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    Chapter 47   
 Principals’ Creative Leadership Practices 
and School Effectiveness                     

     Keetanjaly     Arivayagan        and     Zaidatol     Akmaliah     Lope     Pihie      

    Abstract     Using a quantitative approach, this study was aimed at determining 
teacher’s perceptions of principals’ creative leadership practices for enhancing the 
effectiveness of secondary schools in Klang District in Malaysia. Premised on the 
Generativity Theory, the eight main core skills of challenges, broadening, captur-
ing, manages teams, models core competencies of creativity expression, provides 
resources, provides work environment, and positive feedback and recognition, were 
examined to explore the concept of creativity in leaders. The model of High 
Performing School (HPS) was used to measure the School Effectiveness. A total of 
250 teachers from these ten schools participated in the survey. The data was col-
lected and analyzed. The fi ndings revealed a moderate correlation between school 
principals’ creative leadership practice and school effectiveness, followed by mul-
tiple regressions’ analysis indicated creative leadership practices dimension; 
Encourage Capturing received the strongest weight in the prediction. This study 
offers a dynamic perspective for school principals to practice creative leadership as 
the key factor for transforming school into an effective school.  

  Keywords     Creative leadership   •   Generativity Theory   •   High performing school   • 
  School effectiveness  

      Introduction 

 In today’s world, education which is known as the heart of human progress has been 
rapidly transformed at an unprecedented rate (Cisco,  2011 ). The fundamental role 
played by school leaders in sprouting high performing schools has been recognized by 
researchers, policymakers, and practitioners (Darling-Hammond, LaPointe, Meyerson, 
Orr, & Cohen,  2007 ). The rapid evolution in school leadership research has brought an 
extraordinary transformation in the twenty-fi rst century education. In this context, 
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leadership is seen as the linchpin of an effective school (Shannon & Bylsma,  2007 ). 
Much research has been conducted to identify the most appropriate leadership style. 
Recently, research in creative leadership has ballooned to encompass the essential 
qualities in organizational leaders (Petrie,  2014 ). Many studies are emphasizing on the 
momentous of leadership in mobilizing creativity (Epstein, Kaminaka, Phan, & Uda, 
 2013 ; Botha,  2013 ; Puccio, Murdock, & Mance,  2011 ; Stoll & Temperley,  2009 ). This 
fact can be supported through this study that there is a growing demand to apply cre-
ative leadership skills in educational institutions. 

    The Research Problem 

 Malaysia intends to transform its educational system, in line with the 2020 Vision. 
Many educational policy reforms have taken place which imposed high demand on 
principals’ to increase the outcome of their teachers and students towards achieving 
high performing school (HPS) (Ismail,  2012 ). From the occurrence above, the pres-
sure is more likely to be felt by the school leaders, who stand as the mediator 
between the school, students, parents, and communities as well as the Ministry of 
Education. Prior research has been undertaken on the issues and challenges faced by 
the management of eefctive schools in Malaysia (Kamaruddin,  2006 ). The fi ndings 
revealed that although effective schools have been commenced in 1995 but the 
development and realization towards them is still in the infancy stage. Nevertheless, 
lacking adequate skills to adapt the changes and stress related to their jobs, school 
administrators and teachers often experience frustration and exhaustion, which may 
led them to leave the fi eld of education (Ruzanna,  2014 ). 

 However, researchers have encounter creativity as an important tool of a leader’s 
mind in directing changes towards an effective school in this challenging reform 
environment (Thomson,  2011 ; Kuan Chen Tsai,  2012 ; Botha,  2013 ). A study by 
Ubben, Hughes and Norris ( 2004 ) on creative leadership and effective school 
revealed that school leaders must be prepared and equipped with the knowledge and 
skills of problem solving in a practical way to enhance the development and profes-
sional growth of teachers. Turnbull ( 2012 ) in his study indicated that creative leader-
ship seen as important aspect to enhance students learning. This noteworthy role is 
important as principals who learnt how to handle and direct changes effectively have 
succeeded compared to schools that are still mediocre (Azam & Hamidon,  2013 ). 

 A preliminary literature review revealed several research gaps on the extent to 
which school leaders need to incorporate creativity skill, as it is the most essential 
leadership quality in the twenty-fi rst century (Botha,  2013 ; Turnbull,  2012 ; Puccio 
et al.,  2011 ). Eventhough creative leadership skills are practiced more in corporate 
organizations (Kuan Chen Tsai,  2012 ), it is therefore essential to practice in school 
organization to overcome the unmanageable issues as stated above as well as to 
enhance school effectiveness.  
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    Objectives of the Study 

 This research had two objectives:

    (1)    To determine the relationship between principals’ creative leadership practices 
and school effectiveness through teacher’s perceptions.   

   (2)    To identify creative leadership factors that contribute towards school 
effectiveness.       

    Literature Reviews 

    School Effectiveness 

 In the past decade, school effectiveness has drawn attention to numerous studies, 
which had been conducted in both western and eastern countries (Lazaridou & 
Iordanides,  2011 ). School effectiveness or also known as High Performing School 
(HPS) has been defi ned as an organization that shares common characteristics, such 
as effectual instructional leadership, effi cient student assessment, conducive atmo-
sphere, proper guideline and well disciplined, class size, and stakeholders’ relation-
ship (Kamaruddin,  2006 ). It can also be defi ned as the ability of the school to reform 
and increase student achievement (Teddlie & Reynolds, 2000).

For the purpose of this research, school effectiveness is defi ned as an educational 
reform tool for long and short term process based on the nine key factors: (1) Vision, 
(2) Standard and Expectation, (3) Effective Leadership, (4) Collaboration and 
Communication, (5) Aligned with standards, (6) Monitoring of teaching and learning, 
(7) Professional Development, (8) Learning Environment and (9) Community and 
Parents involvement (Shannon & Bylsma,  2007 ). 

 The High Performing School model (Shannon & Bylsma) was adopted as the 
preferred model for this research. The HPS model is useful for analyzing school 
effectiveness as it has been examined and scrutinized in more than 20 schools to 
study school effectiveness (Lazaridou & Iordanides,  2011 ). Scott, Parsley, & Fantz 
( 2014 ) examined teacher perceptions on school effectiveness and student outcomes. 
Their fi ndings revealed that the nine characteristics of HPS model are correlated to 
each other. This fi nding also has been supported by Ndiritu, Gikonyo, & Kimani 
( 2015 ), Oei Siok Fei, ( 2015 ) and Lazaridou & Iordanides, ( 2011 ) fi ndings. Similarly, 
they indentifi ed that Shannon and Bylsma’s HPS model comprise the gist of leader-
ship, which is seen as the subset that represses the rest of the characteristics of 
school effectiveness as shown in Fig.  47.1 .

   The literature revealed that HPS characteristics have also been adopted by Jamaica’s 
Ministry of Education as a landmark education blueprint with the aim of transforming 
Jamaican schools into effective schools (Ministry of Education Jamaica,  2014 ). 
Shannon and Blysma’s HPS, indicate a logical approach in improving all rounded 
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education and incorporate school leaders to move advance, collectively as well coher-
ently. Viewed in this context, this research will refl ect a new dimension in improving 
the current characteristics of effective schools, specifi cally school leadership.  

    Creative Leadership 

 Researchers have been trying to pin down what are the essential qualities or skills 
to be an outstanding school leader in ushering students, teachers, and communities 
into a world-class education (Darling-Hammond et al.,  2007 ). Subsequently, in 
order to be an effective school leader, in this twenty-fi rst century, a whole different 
set of tools and thinking skills are required. The development of the twenty-fi rst 
century leadership skills which include creativity, critical thinking, foster collabo-
ration and communication, generating novel ideas, problem-solving, information 
literacy, and digital leader is required by school leaders in order to survive in such 
tumultuous times (Harris,  2009 ; Petrie,  2014 ). Nevertheless, these qualities are 
bonded with creative leadership compared to other leadership traits (Ubben, 
Hughes, & Norris,  2004 ; Kuan,  2012 ; Zacher & Johnson,  2014 ). 

 Researchers also have encountered creativity as an important tool of a leader’s 
mind in directing changes (Thomson,  2011 ; Kuan,  2012 ; Botha,  2013 ). The juxta-
position of these three leadership traits which are instructional leadership, transfor-
mational leadership and entrepreneurial leadership creates very interesting 
challenges and opportunities - accentuate on the instructional learning, engaging 
with reform and taking expansion opportunities in creating a prepossessing educa-
tional landscape. The existing literature indicated that creative leadership is a well 

  Fig. 47.1    Shannon and Bylsma’s High Performing School model. ( Source : Adapted from Shannon 
& Bylsma,  2007 )       
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rounded and distilled mixture which consists of a set of overlapping of instructional 
leadership, transformational leadership, and entrepreneurial leadership (West-
Burnham,  2008 ; Petrie,  2014 ; Sohmen,  2015 ). 

 The concept of creativity in leaders was explored using Generativity Theory also 
known as the Creativity Theory (Epstein,  1999 ). Based on the Generativity Theory, 
Epstein and his research team had developed eight types of skills and abilities for 
school leaders and manager and these are: (1) challenges, (2) broadening, (3) cap-
turing, (4) manages teams, (5) models core competencies of creativity  expression, 
(6) provides resources, (7) provides work environment, and (8) positive feedback 
and recognition that were derived from Generativity Theory to boost leaders com-
petencies in creativity (Epstein et al.,  2013 ). Generativity Theory provide an appro-
priate strategy for recognizing the necessary competency of a leader by assessing 
the current competency levels of the leader to increase productivity as well as to 
develop competencies for multi-tasking (Chance,  1999 ; Epstein,  1999 ). 

 Viewed from this perspective, the Generativity Theory was considered to be 
most appropriate for this research to examine creative ledaership practices.  

    School Effectiveness and Creative Leadership 

 According to Lezotte ( 1991 ), the quality of education in school strongly related 
to effective leadership and school performances. In this context, Stoll and 
Temperley ( 2009 ) believed that creative leadership focuses on seeing and doing 
things differently to improve student performances and directing the school to a 
better prospect. Thus, leadership is considered as a signifi cant element in its rela-
tionship with school effectiveness, as leadership acts as an important buffer to 
form school effectiveness (Shannon & Bylsma,  2007 ; Azam & Hamidon,  2013 ). 
Even though the studies that are directly related to creative leadership practices 
with school effectiveness are very limited but studies involving creativity skill in 
leadership are quite a number (Basadur,  2004 ; Petrie,  2014 ). A few of the impor-
tant studies relating to creative leadership practices with school effectiveness 
were conducted by Ubben et al. ( 2004 ), Turnbull ( 2012 ), Azam and Hamidon 
( 2013 ), Ashley and Reiter-Palmon ( 2009 ), and Sohmen ( 2015 ). A study by Ubben 
et al. ( 2004 ) on creative leadership and effective school revealed that school lead-
ers must be prepared and equipped with knowledge and problem-solving skill in 
a practical way to enhance the development and professional growth of teachers. 
Turnbull ( 2012 ) in his study indicated that creative leadership is seen as impor-
tant aspect to enhance students’ learning. This noteworthy role is important as 
principals will learn how to handle and direct changes effectively (Azam & 
Hamidon,  2013 ). Ashley and Reiter- Palmon ( 2009 ) also acknowledged that cre-
ativity in leadership will fabricate a creative climate. Besides that, Sohmen ( 2015 , 
p. 1) opined that creative leadership plays an important element in school, as it 
“ fuels vision, spawns novel ideas, crafts diverse methods, and produces innova-
tive output .” 

47 Principals’ Creative Leadership Practices and School Effectiveness



558

 Basadur ( 2004 ) and Petrie ( 2014 ) reviews wrapped up that creativity in leader-
ship is essential to initiate and sustain school improvement. According to Harris 
( 2009 ), the prime mover of school effectiveness based on the literature repeatedly 
refers to the necessity for a critical thinking leader. 

 Therefore, there is a need to focus on creativity skills in school leadership (Chan, 
 2009 ). Turnbull ( 2012 ) opined that the hallmark of creative leadership serves as 
catalyst in resolving the problems by executing the outcomes. Hence, creative lead-
ership will be viewed as of great importance in the school educational  transformation. 
On that note, schools need creative leaders in supporting their school to achieve 
HPS. This research conceptual framework as showed in Fig.  47.2  is built from the 
understanding of Generativity Theory (Epstein,  1999 ; Epstein et al.,  2013 ) and 
model of HPS (Shannon & Bylsma,  2007 ) with an objective to illustrate the rela-
tionship between creative leadership practices and school effectiveness based on the 
literature review.

        Methodology 

    Design and Sampling 

 In this study, a quantitative-correlational design was used. This study was conducted 
at Klang District, Selangor. The sample size consists of 250 teachers who were 
selected from ten (10) normal secondary schools out of 29 schools using cluster 
random sampling.  

    Instrument 

 School effectiveness questionnaires were obtained from Shannon and Bylsma’s 
( 2007 ) HPS model with a total of 60 items which consisted of nine dimensions. 
Meanwhile, creative leadership instrument was based on Epstein Creativity 

CREATIVE LEADERSHIP PRACTICES
Providing Resources
Manages Surrounding
Provide Feedback
Model Core Competencies of Creative 
Expression
Challenges Subordinates
Encourages Broadening 
Encourages Capturing
Manages Teams

(Source: Epstein, Kaminaka, Phan, & Uda, 2013)

SCHOOL EFFECTIVENESS
Vision
Standards and Expectations
Leadership
Collaboration and Communication
Aligned with Standards
Teaching and Learning
Professional Development
Learning Environment
Parent and Community Involvement 

(Source: Shannon & Bylsma, 2007)

  Fig. 47.2    The Conceptual Framework. (Source: Developed for this research)       
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Competencies Inventory for Managers ( ECCI-m ) which was developed by Epstein 
et al. ( 2013 ). The instrument consists of 48 items with eight dimensions. The ques-
tionnaires were adapted with permission from the authors. For each item, the 
response was modifi ed by researcher into fi ve-point Likert scale range from strongly 
disagree (1) to strongly agree (5).  

    Validity and Reliability 

 The instruments indicated overall good Cronbach alpha value for school effectiveness 
dimensions ( α  = 0.957) and creative leadership dimensions ( α  = 0.801) as supported 
by the George and Mallery ( 2001 , p. 127) rule of thumb; therefore, the instruments 
are accepted for consideration in this study. Teachers’ participation was voluntary. 
Out of 400 teachers who were surveyed, 270 respondents returned their question-
naires. From this total, 20 questionnaires were not complete, leaving a total of 250 
responses for data analysis from a total of 400 questionnaires, thus a valid response 
rate of 62.5 %. Hence, a response rate between 60 and 70 % is considered good and 
suffi cient to report a study as well as in performing analysis (Babbie,  1998 ).  

    Data Analyses 

 In this study, the inferential statistic methods such as correlation analysis (Pearson 
correlation) and multiple regressions are used. Pearson correlation is utilized to 
determine the relationship between the independent variable (creative leadership 
practices) and dependent variable (school effectiveness). The rule of thumb based 
on Hinkle et al. (1979) is used to interpret the size or magnitude or strength of cor-
relation or relationship in this research. Lastly, multiple regressions are used to 
explore the infl uence of creative leadership practices on school effectiveness. All 
collected data are analyzed by using the Statistical Package for Social Science 
(SPSS) Version 21.0.   

    Findings and Discussion 

    Research Question 1: What Is the Relationship 
Between Creative Leadership Practices and School 
Effectiveness? 

 The heart analysis of this study is to determine the relationship between principals’ 
creative leadership practices and school effectiveness based on teacher’s percep-
tions in selected normal secondary schools in Klang District. The fi ndings from this 
study indicated that the relationship of creative leadership practices by school 
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principals towards school effectiveness as perceived by the teachers showed moder-
ate signifi cant correlation  r p= <0 617 0 01. , .    as illustrated in Table  47.1 . This result 
indicates that there is a lacking of creativity skill applied in school leadership 
towards school effectiveness. However, the fi nding was in line with Botha ( 2013 ) 
review that there is a substantial relationship between creative leadership and school 
improvement.

   The correlation matrix between dependent variable (school effectiveness) and 
independent variable (creative leadership) is exhibited in Table  47.2 . Findings also 
indicated statistically signifi cant correlation among all the eight dimensions of creative 
leadership practices with school effectiveness. On the whole, at 5 % of signifi cance 

   Table 47.1    Correlation between school principals’ creative leadership practices and school 
effectiveness   

 Variables  Practices 
 School 
effectiveness 

 Practices of creative leadership 
by school principals 

 Pearson correlation  1  0.617 a  

 School effectiveness  Pearson correlation  0.617 a   1 

   a Correlation is signifi cant at the 0.1 level (2-tailed) 
 Source: Developed for this research  

   Table 47.2    Pearson product–moment correlation coeffi cients among the creative leadership 
dimensions and school effectiveness variables  n=250      

  Y    X  1    X  1    X  3    X  4    X  5    X  6    X  7    X  8  

  Y   1 
  X  1   0.439 a   1 
  X  2   0.413 a   0.623 a   1 
  X  3   0.545 a   0.644 a   0.641 a   1 
  X  4   0.577 a   0.504 a   0.582 a   0.575 a   1 
  X  5   0.451 a   0.564 a   0.659 a   0.618 a   0.687 a   1 
  X  6   0.563 a   0.598 a   0.550 a   0.585 a   0.675 a   0.598 a   1 
  X  7   0.604 a   0.501 a   0.616 a   0.656 a   0.680 a   0.645 a   0.501 a   1 
  X  8   0.482 a   0.586 a   0.534 a   0.603 a   0.681 a   0.695 a   0.583 a   0.533 a   1 

   a Correlation is signifi cant at the 0.05 level (2-tailed) 
 Where 
  Y  = School effectiveness 
  X  1  = Provides resources 
  X  2  = Manages surrounding 
  X  3  = Provides feedback and recognition 
  X  4  = Models core competencies of creative expression 
  X  5  = Challenges subordinates 
  X  6  = Encourages broadening 
  X  7  = Encourages capturing 
  X  8  = Manages teams
Source: Developed for this research  
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level, there are enough evidences to indicate that there is a substantial relationship 
between creative leadership practices and school effectiveness, respectively.

   It is seen that the school principals have not clearly cultivated and navigated their 
teachers and school staff in providing adequate resources and managing surround-
ings. In Murillo and Roman’s ( 2011 ) fi ndings, it is found that school resources 
provide a signifi cant contribution towards students’ outcome with the basic avail-
ability of teaching materials such as board, globe, calculators, etc. Epstein et al. 
( 2013 ) identifi ed that with appropriate school resources, it will be able to stimulate 
teacher’s creativity and high order thinking skills. This statement is supported by 
Puccio et al. ( 2011 ) and Papa ( 2011 ) as today’s school leader need a process formula 
and adequate tools to make the formula work towards transforming the school into 
a digital era. 

 However, school leaders are still lacking in expressing creativity competencies, 
providing feedback, and recognition. OECD ( 2009 ) conducted a study on school 
evaluation, teacher appraisal, and feedback and found out that there is a positive 
correlation between principals’ feedback and teacher’s appraisal. Ololube ( 2006 ) 
also indicated in his study that the responsibility of school leader lies primarily in 
offering suffi cient and constructive feedback as well providing recognition based on 
their performance. This statement was supported by Epstein et al. ( 2013 ) studies 
which pointed out that school leaders interact and offer incentives to staff by encour-
aging them to think creatively in developing new ideas in teaching and learning. 

 The fi ndings from this study indicated that school leaders have defi ciency in 
challenging their teachers and school staffs to stimulate creative thinking as well as 
school leaders are insuffi cient in encouraging broadening and capturing among 
teachers. The concept of teaching creatively has been accentuated numerous times 
by the Ministry of Education (The Malaysia Education Blueprint 2013–2025,  2012 ). 
It is very essential for teachers to be stimulated at workplace to work creatively by 
involving a divergent pattern to challenge ideas and embrace creativity as a part of 
learning (Brown,  2006 ; Puccio et al.,  2011 ; Epstein et al.,  2013 ). 

 When school leaders are able to broaden teachers knowledge and skills outside 
of their expertise, this will create a smooth pathway for teachers to preserve new 
ideas in their instructional practices (Hare,  2010 ; Adams,  2013 ). Janson and 
McQueen ( 2007 ) also stated that it is important for school leaders to encourage 
capturing and broadening in teachers to ensure proper adaption to the complexity 
and context of teaching and learning. Moreover, the fi ndings from this also indi-
cated that school leaders have less skill in managing teams. This indicated that 
school leaders must have a joint effort with teachers and school staffs to increase 
student learning by optimizing creativity output (Epstein et al.,  2013 ). 

 The fi ndings from this study revealed that teachers do feel that principals should 
imply creative leadership practices, as this will help to enhance school effective-
ness. The more school principals’ put efforts to encourage and guide creative think-
ing, the more it will help teachers, school staffs as well as students and parents to 
work together to generate novel ideas. Nonetheless, this study was not designed to 
determine whether an increase in a variable causes an increase in the other vari-
ables. However, it is more apt to pursue the school effectiveness when school prin-
cipals practice creative leadership.  
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    Research Question 2: What Are the Creative Leadership Factors 
that Contribute Towards School Effectiveness? 

 The fi ndings from this study further clarify that the domain Encourage Capturing in 
the creative leadership practices received the strongest weight in the predic-
tion (Standardized  b = <0 383 0 05. , .p   ) followed by Model Core Competencies 
of Creative Expression (Standardized  b = <0 278 0 05. , .p   ), and Encourage 
Broadening (Standardized  b = <0 191 0 05. , .p   ) as portrayed in Table  47.3 . These 
three variables showed signifi cant relationship in making an unique contribution to 
the prediction of school effectiveness. It can be concluded that 43 % of the variance 
in school effectiveness can be explained by creative leadership practices. However, 
there are still 56.6 % variation of school effectiveness that can be explicated by 
other variables which is not carried out in this research. The regression analysis 
showed that creative leadership practice was partially related to school effective-
ness. If we take a closer look in this dimension, it is evidently showed that there is 
a connection. The ultimate aim of principal in Encourage Capturing is to preserve 
new ideas by providing appropriate supplies or software which allows teachers’ to 
refl ect and create innovative teaching methods and thus, implementing those inno-
vations in teaching and learning (Gulamhussein,  2013 ; Epstein et al.,  2013 ). This 
demonstrates that the school leaders are in favor of creative solutions, fresh ideas, 
and exploring innovative ways to equip students and teachers towards school 
improvement and school effectiveness.

   More broadly, these fi ndings highlighted that the importance of practicing cre-
ative leadership as the twenty-fi rst century leadership skills to facilitate schools 

   Table 47.3    Estimates of coeffi cients for school effectiveness   

 Unstandardized 
coeffi cients 

 Standardized 
coeffi cients 

 Collinearity 
statistics 

 Dimensions   B  
 Std. 
error  Beta   t    p -value  Tolerance  VIF 

 Constant  2.468  0.130 
 Provides resources  0.110  0.048  0.184  2.291  0.023  0.354  2.822 
 Manages surrounding  0.010  0.045  0.016  0.216  0.829  0.423  2.364 
 Provides feedback 
and recognition 

 0.077  0.042  0.151  1.832  0.068  0.335  2.988 

 Models core 
competencies 
of creative expressions 

 0.179  0.063  0.278  2.832  0.005  0.237  4.226 

 Challenges subordinates  0.034  0.048  0.056  0.704  0.482  0.360  2.782 
 Encourages broadening  0.117  0.045  0.191  2.616  0.009  0.426  2.347 
 Encourages capturing  0.211  0.049  0.383  4.296*  0.000  0.287  3.487 
 Manages teams  0.026  0.060  0.035  0.439  0.661  0.358  2.795 

  * p  < 0.05 
  R  = 0.67,  R  2  = 0.45, Adj.  R  2  = 0.43;  F  = 24.83,  p  = 0.00
Source: Developed for this research  
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towards HPS. This requires the leaders to have new mindsets and master the criti-
cal thinking skills by unlocking the creativity practices (Zacko-Smith, Puccio, & 
Mance,  2010 ). From this fi nding, it shows that teachers are aware of the impor-
tance of school principals practicing creative leadership in leading school towards 
effective school. Most importantly, school leaders must have the eager to discover 
creative leadership approaches and keep innovating in how they lead successful. 
Clearly, these fi ndings are consistent with the reviews of previous research 
(e.g., Ubben, 2000; Turnbull,  2012 ; Azam & Hamidon,  2013 ; Ashley & Reiter-
Palmon,  2009 ; Sohmen,  2015 ) as noted in the literature review of this study.   

    Conclusion and Future Work 

 In a nutshell, there is a moderate signifi cant relationship between principals’ creative 
leadership practices and school effectiveness through teachers’ perceptions. This 
study implies that school leaders should heavily facilitate and employ “Encourage 
Broadening” in leading school towards HPS, as it received the strongest weight in 
the prediction. The idea of creative leadership is the stark departure from a conven-
tional role of a principal as an administrative leader to imaginative and resourceful 
leadership (Thomson,  2011 ). Creative leadership is seen as an ability to solve prob-
lems and develop creative solutions to increase productivity, engage teachers in 
problem-solving, and encourage teacher’s professional growth (Botha,  2013 ). 
Creative leaders have the capacity to come up with new ideas to solve problems and 
exploiting opportunities (Petrie,  2014 ). The leaders must be a part and parcel of a 
school organization that has the capability in producing the conditions that enable 
students, teachers, and communities to work together to generate ideas. These ideas 
will help the organization to move forward towards the transformation. Schools are 
aware that they need to adapt to the rapidly changing times. This will be an essential 
dimension for the twenty-fi rst century school principals, as they will counterpart 
worldwide and increasingly expected to lead in inspired ways, to keep up with the 
new challenges, expectations, and demands of modern- day society. 

    Implication of the Study 

 This study provides a new evidence of practicing creative leadership towards school 
effectiveness. The fi ndings of this study will help school administrators to recog-
nize, describe, and appreciate the importance of school leaders to practice creative 
leadership towards achieving school effectiveness. Besides that, school administra-
tors can learn how to generate suffi cient ideas before making any decisions. In this 
study, it shows that it is essential for school leaders to become skillful at exercising 
creative leadership dimensions in improvising school effectiveness. This study 
implies that school leaders should heavily facilitate and employ Encourage 
Broadening in leading school towards HPS. In this case, it will help to motivate 
school leaders and teachers as well as to bring out new ideas and methods in 
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teaching and learning. This study also indicates that there is a moderate relationship 
between creative leadership practices and school effectiveness, which concludes 
that there is a need for leaders to be creative to improve school performance. The 
results of this study can also be used to enhance and support school organization 
efforts in addressing creative culture, transformation of creative workforce, or to 
initiate any creative changes in school management.  

    Recommendation for Practice and Future Research 

 By practicing creative leadership:

•    It enables school leaders to open up new ways of solving daily school 
problems.  

•   School principal will be able to stimulate creativity and encourage implementa-
tion of idea.  

•   It helps to increase employees’ (teachers and school staff) ability in offering new 
insights to innovation environment (Puccio et al.,  2011 ). If these are true, it sug-
gests that training on brain techniques and stimulating creative thinking will help 
school leaders to unlock their brain power and generate novel ideas.  

•   It is recommended that school leaders and teachers should be more open, posi-
tive, consistent, and constructive to give feedback in order to achieve effective 
communication.  

•   Principals should improve their role, as it is essential for the twenty-fi rst century 
school leadership in leading school towards school effectiveness.        
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    Chapter 48   
 Family Entrepreneurial Teams 
Under the TPB Lens                     

     Rima     M.     Bizri     

    Abstract     In recognition of the synergies gained from the formation of family 
entrepreneurial teams, FETs have lately come under extensive examination. This 
chapter investigates the antecedents of FET formation from the perspective of the 
theory of planned behavior. Results confi rm the signifi cant infl uence of positive 
attitude, perceived behavioral control, and, to a lesser extent, subjective norms. 
Further investigation of the infl uence of subjective norms on FET formation revealed 
interesting conclusions.  

  Keywords     Family entrepreneurial teams   •   Theory of planned behavior   •   Antecedents  

      Introduction and Theoretical Framework 

 Much has been written about the importance of entrepreneurship in stimulating 
 economic growth in developing countries. Among the recent trends in entrepreneur-
ial research is the exploration of family members’ tendencies to start entrepre neurial 
ventures as family teams. Family entrepreneurial teams or FETs (Discua Cruz, 
Howorth, & Hamilton,  2013 ) enjoy not only the synergies that come with teams, but 
more specifi cally those that come with “family” teams. In recognizing their poten-
tial benefi ts, this chapter seeks to investigate the factors that lead to FET formation. 
The results of such investigation would serve to help policy makers promote FETs 
by infl uencing the factors that may lead to their formation, and, in doing so, facili-
tate family entrepreneurship. 

 In the study of entrepreneurship, researchers need to examine a variety of factors 
that potentially play a role in starting new ventures. If they focus only on the fi rm 
level, they will not be able to detect other lines of entrepreneurial behavior 

        R.  M.   Bizri ,  Ph.D.      (*) 
  Management and Marketing Studies Department ,  College of Business Administration, 
Rafi k Hariri University ,   Meshref ,  Lebanon   
 e-mail: bizrirm@rhu.edu.lb  

571© Springer International Publishing Switzerland 2017 
R. Benlamri, M. Sparer (eds.), Leadership, Innovation and Entrepreneurship 
as Driving Forces of the Global Economy, Springer Proceedings in Business 
and Economics, DOI 10.1007/978-3-319-43434-6_48

mailto:bizrirm@rhu.edu.lb


572

(Davidsson & Wiklund,  2001 ) including the formation of FETs, all the more reason 
to suggest shifting the analysis to the family team level (Scott & Rosa,  2002 ). 

 One of the most important aspects of FETs is their formation. If researchers can 
better understand the antecedents of FETs, they might perhaps be able to suggest 
ways to positively infl uence those factors to facilitate and accelerate FET formation. 
There have been a few valuable studies (e.g., Ensley & Pearson,  2005 ; Schjoedt, 
Monsen, Pearson, Barnett, & Chrisman,  2013 ; Pearson, Carr, & Shaw,  2008 ; 
Ucbasaran, Lockett, Wright, & Westhead,  2003 ) on the various dynamics of FETs 
including an entire special issue (Schjoedt et al.,  2013 ) which investigated FET for-
mation, composition, behaviors, and performance, thereby confi rming the impor-
tance of FETs as a topic for research separate from entrepreneurship as a generic 
process. However, aside from those, “little work has been done regarding the com-
position of family entrepreneurial teams and even less concentrates on family fi rms 
outside of the United States or Western Europe” (Schjoedt et al.,  2013 , p. 5). 

 With the cognitive model having gained much support in recent years, it is argued 
that understanding how entrepreneurs think would help explain and predict entre-
preneurial intention and consequently behavior (Krueger, Reilly, & Carsrud,  2000 ). 
To the author’s knowledge, no previous studies on FET formation have been found 
that operationalize the theory of planned behavior, let alone in a non-Western con-
text, despite its consistent ability to explain the entrepreneurial process. In addition, 
most studies on FET formation focus on Western culture and very few, if any, tackle 
FET formation in non-Western cultures despite the wealth and complexity these 
aspects may bring into the discussion. 

 This study seeks to explore the antecedents of FET formation from the cognitive 
perspective, using Ajzen’s theory of planned behavior (Ajzen,  1991 ). Identifying 
the cognitive variables that may infl uence the entrepreneur’s intention to start an 
FET will likely help in augmenting our understanding of the process, leading 
 educators, practitioners, and policy makers to better manage and facilitate that 
process. 

 The theory of planned behavior suggests that an individual’s positive attitude 
toward entrepreneurship, subjective norms that support it, and perceived behavioral 
control are likely to be strong predictors of entrepreneurial intention, and thereby 
behavior (Ajzen,  1991 ). The current study operationalizes Ajzen’s model of planned 
behavior to predict individuals’ intent to start FETs. It suggests that an individual’s 
positive attitude toward starting FETs, and subjective norms that support FET for-
mation, together with a heightened perceived behavioral control on part of the indi-
vidual, is likely to have a signifi cant infl uence on FET formation. However, it is 
cautioned that the TPB model elements and the variance explained by the model 
will differ by country as foreseen by Ajzen (Engle et al.,  2010 ). This is where the 
current study will hopefully add value. 

 The main research question of this study is the following: “What are the anteced-
ents of FET formation from the perspective of the theory of planned behavior?” 
Answering this question would help policy makers infl uence those antecedents in 
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order to promote the formation of FETs. Consequently, the hypotheses of the study 
are as follows:

    H   1   : The family members’ attitudes toward FETs infl uence their decision to start an 
FET.   

   H   2   : The family members’ perceptions of social norms infl uence their decision to 
start an FET.   

   H   3   : The family members’ perceived behavioral control infl uences their decision to 
start an FET.      

    Context and Methodology 

 The study was performed in Lebanon, a small Middle Eastern nation on the eastern 
coast of the Mediterranean. This country enjoys a deep cultural heritage and power-
ful social units where family ties play a signifi cant role in shaping individual behav-
ior. The infl uence of family opinion is clearly visible in most decisions made by its 
members due to the intimate relationships that exist between them and that have 
been nurtured with time and continuous interaction. 

 This study borrowed the previously developed and validated scales of Liñán and 
Chen ( 2009 ) which were designed to measure entrepreneurial intention as a func-
tion of attitude, subjective norms, and perceived behavioral control. In this study 
however, those scales were slightly adjusted to refl ect the entrepreneurial intention 
to form an  FET , as opposed to the intention to start a new venture. Therefore, four 
items were selected to test respondents’ personal attitudes toward starting an FET, 
three items to test subjective norms, fi ve items to test respondents’ PBC, and four 
items to test their intention to start an FET. Two additional PBC items were added 
to refl ect the understanding of PBC in the Lebanese context. 

 A test of scale reliability shows that the multi-item measures have alpha- 
coeffi cients ranging between .702 and .854, which satisfi es the reliability criterion 
suggested by Nunnally ( 1978 ). Six questions in the demographic section asked 
about the respondent’s age, gender, education, experience, and if one’s family 
owned and operated a family business. Data gathered from this section would shed 
light on the profi le of the respondents and whether any of those variables might 
infl uence their decision to form an FET. 

 The questionnaires were distributed among Lebanese graduate students pursuing 
their MBAs and senior business students about to graduate. The rationale behind 
targeting this category of respondents is that these young people are backed by the 
theoretical knowhow and practical wisdom of the faculty who taught them and the 
academic institutions they attended, and are therefore more likely to be driven 
toward entrepreneurial action. The data collection process generated 286 usable 
questionnaires and numerous statistical analyses were done using SPSS, the most 
important of which were factor analysis and regression analysis. Then, to investi-
gate one of the outcomes of the study, a focus group technique was used in which 
three focus groups were conducted on separate occasions.  
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    Findings and Discussion 

 The factor analysis that was performed on the data generated four factors designated 
as the dependent variable “entrepreneurial intention,” and three independent vari-
ables of this study, namely “positive attitude,” “subjective norms,” and “perceived 
behavioral control,” explaining 65.78 % of the variance in entrepreneurial intention, 
as shown in Table  48.1 .

   These factors were then used in a regression analysis which showed that the three 
elements of TPB explained a good portion of the decision to start FETs (adjusted 
 R  2  = .546) with a statistically signifi cant F change (Sig. = .000), as shown in 
Table  48.2 .

   The results of the regression analysis showed that all three elements of TPB were 
statistically signifi cant, with the largest standardized beta coeffi cient belonging to 
the attitude variable ( B  = .657), followed by perceived behavioral control ( B  = .319), 
and lastly subjective norms ( B  = .132). Thus all three hypotheses were supported, as 
shown in Table  48.3 . The fi ndings of this study suggest that the elements of TPB, 
namely positive attitude, subjective norms, and perceived behavioral control, have a 
signifi cant infl uence on family members’ intentions to start an FET.

   Table 48.1    Total variance explained   

 Component 

 Rotation sums of squared loadings 

 Total  % of variance  Cumulative % 

 1  4.388  24.380  24.380 
 2  3.353  18.628  43.008 
 3  2.367  13.149  56.157 
 4  1.732   9.623  65.780 

   Extraction method : Principal component analysis  

   Table 48.2    Model summary   

 Model   R    R  2   Adjusted  R  2   Std. error of the estimate 

 1  .742 a   .551  .546  .67389798 

   a Predictors: (Constant), SN_Factor, Attitude_Factor, PBC_Factor  

   Table 48.3    Regression analysis—the coeffi cient table   

 Coeffi cients a  

 Model 

 Unstandardized 
coeffi cients 

 Standardized 
coeffi cients 

  t   Sig.  B 
 Std. 
error  Beta 

 1  (Constant)  −2.369E-16  .040    .000  1.000 
 PBC_Factor  .319  .040  .319   8.000   .000 
 Attitude_Factor  .657  .040  .657  16.450   .000 
 SN_Factor  .132  .040  .132   3.309   .001 

   a Dependent variable: Zscore: Intention to form an FET  
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   The results of this study confi rm the infl uence of attitudes, perceived behavioral 
control, and subjective norms on the entrepreneur’s intention to start an FET, thus 
extending the scope of the TPB to reach FET formation and not merely individual 
entrepreneurial ventures. 

 In Middle Eastern culture, family values are extremely powerful and young 
adults are brought up to cherish and value family ties. Therefore, those potential 
entrepreneurs grow up with a strong positive attitude toward family engagements 
such as FETs. These potential entrepreneurs are also raised to be internally moti-
vated, and to feel that they can perform the entrepreneurial behavior with ease, 
especially when they attempt it with the backing of kin. Therefore, the results of this 
study suggest that having strong feelings of ease in forming an FET is likely to 
encourage individuals to form FETs. 

 The last variable, subjective norms, also had a statistically signifi cant positive 
effect, albeit a low beta coeffi cient ( B  = .132). This was a bit surprising given the 
collective context in which the study was performed. The results showed that 
the respondents perceived subjective norms as having a weaker effect than the other 
two variables, something that went against the predictions of the researcher. Previous 
studies showed that individuals are likely to undertake behaviors that are encour-
aged by signifi cant members of their social circle (Kristiansen & Indarti,  2004 ). 
Knowing Middle Eastern culture, there is no stronger infl uence of a social circle 
than that of one’s family. This is why the relatively weak effect of subjective norms, 
as depicted by the low beta ( B  = .132), raised a question mark as to why might sub-
jective norms have a smaller coeffi cient than both attitude and perceived behavioral 
control. Therefore, it was decided to resort to qualitative analysis, focus groups in 
particular. Three groups of seven members each were invited at separate occasions 
to meetings lasting about 90 min each. Focus group members comprised a conve-
nience sample of MBA and senior students who provided valuable insight into our 
discussion. 

 The results of the focus group discussions pointed to the fact that though parents 
encourage family ties and familial bonding, they tend to discourage such bonding in 
business. Parents much prefer that their children go into partnership either alone or 
with nonfamily members because, if nonfamily partners were to act opportunisti-
cally, they could be sued and brought to justice, something which could not be done 
to the next of kin. In Middle Eastern culture, it is practically unheard of to sue a 
brother, a cousin, an uncle, or a nephew. Doing so is almost as unethical as the 
opportunistic deed itself. Therefore, though some parents may in fact encourage 
FET formation, other parents, in an effort to protect family members and resources, 
may secretly discourage children from forming FETs, thereby leading them to form 
negative perceptions about the norms surrounding FETs. This may offer some 
insight as to why subjective norms had such a low beta coeffi cient in our regression 
analysis. The parents were primarily motivated by a protectionist drive toward their 
entrepreneurial children in a social context that looks down on intrafamilial litiga-
tion just as much as it looks down on opportunistic behavior. The lack of a socially 
acceptable recourse against opportunistic behavior on the part of family members in 
business only strengthens the parents’ protectionist drive, making it a signifi cant 
cultural factor affecting FET formation.  
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    Conclusions and Implications 

 The results of this study offer insight into the dynamics of FET formation, not only 
by confi rming the infl uence of the dimensions of the theory of planned behavior, but 
also by shedding light on the infl uence of cultural variables which may potentially 
hinder FET formation. 

 Several implications can be concluded from this study. First, by confi rming the 
infl uence of the positive attitude toward FETs, having a heightened perceived 
behavioral control, and positive subjective norms, policy makers can help a nation 
reap the benefi ts of FETs by promoting the formation of those teams in practical 
ways. Policy makers and relevant institutions could seek to integrate family entre-
preneurship in primary and secondary education of the country’s youth, thus build-
ing positive attitudes and subjective norms toward FETs, meanwhile strengthening 
the youth’s perceived behavioral control. The practical approach suggests that 
young entrepreneurs be given multiple opportunities to form FETs under the super-
vision of instructors in schools as well as college, to help them experience the 
potential challenges and rewards of such undertakings. 

 Second, policy makers need to create socially acceptable means of recourse 
for family members who wish to pursue litigation but are hindered by social pres-
sure. Examples of acceptable means of recourse might include conciliatory and 
mediation offi ces which are almost nonexistent in Middle Eastern countries, 
despite the fact that they may be perceived favorably due to their reconciliatory 
function. Such offi ces can offer effective means of confl ict resolution between 
and among family business partners, in ways that do not approach formal litiga-
tion, thereby widening the comfort zone of entrepreneurs and their families 
regarding FETs.  

    Limitations and Future Research 

 Despite the insight that this study offers, it does have its limitations. One important 
limitation is that the study was conducted only in Lebanon, thus refl ecting the 
Lebanese perspectives toward family, entrepreneurship, and attitudes toward them. 
It would be very useful to test the conclusions of this study in other contexts in the 
Middle East to see if those conclusions would hold. Another limitation is the 
 convenience sampling technique and the sample size of 286 respondents. Though 
not much can be done about the sampling technique, given that there are no local 
databases or statistical records that can be accessed for research, the sample 
size could be augmented in future research in order to offer more reliable 
conclusions.     
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    Chapter 49   
 The Government’s Role in the Importance 
of Entrepreneurship Education Amongst 
University Students in Malaysia                     

     Hanim     Kamaruddin     ,     Norasmah     Othman     ,     Rosilah     Hassan     , 
    Wan     Mimi     Diyana     Wan     Zaki     , and     Sarmila     Md     Sum    

    Abstract     The growth of entrepreneurship in Malaysia and the number of enter-
prises being created in the last decade are evidence of sheer amount and variety of 
supporting mechanisms and policies established by the government. These include 
funding, physical infrastructure, trade advisory and support, and entrepreneurship 
education to ensure that challenges in the national and global markets can be faced 
and abated with equipped knowledge and support. To nurture and sustain entrepre-
neurial education and related initiatives, the Malaysian Government has pushed 
forward the transformation of teaching and learning focusing on entrepreneurial 
skills in the National Higher Education Action Plan 2007–2010. Thus, the most 
signifi cant endeavor is the emergence of a formal entrepreneurial education at the 
local higher education institutions (HEIs) in Malaysia. In the past 5 years, entrepre-
neurship education has grown dramatically in Malaysia resulting to 19 universities 
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offering entrepreneurship education and training. Furthermore, in the Malaysia 
Education Blueprint 2015–2015, the government’s aspiration is to instill an entre-
preneurial mindset throughout Malaysia’s higher education system. Such programs 
introduced at the tertiary level are to encourage the young generation to delve them-
selves into becoming “job creators” rather than “job seekers” by channeling and 
realizing their untapped potential to innovate creating economic and commercial 
value. Positive outcomes from entrepreneurial education would be perceived as a 
reduction in unemployment levels and job-seeking exercise by university gradu-
ates. However, there was a reported increase in the unemployment rate in 2015 of 
3.1 % amounting to 400,000 unemployed individuals who have completed their 
studies in the last 6 months despite being given entrepreneurship education. This 
chapter intends to discuss the government’s role and initiatives in ensuring that the 
entrepreneurship education addresses the importance of self-reliance, willingness, 
and the level of interests of students at universities to embark on entrepreneurship 
venture upon graduating, thus reducing the dependency of graduates to be employed.  

  Keywords     Entrepreneur   •   Education   •   Malaysia   •   University   •   Government  

      Introduction 

 The entrepreneurial education in Malaysia is incorporated into the National Higher 
Education Action Plan as an initiative to promote innovation and make change in 
the economy to create new wealth and generation of job opportunities. It is asserted 
that aspects of entrepreneurship can be learned (Timmon & Spinelli,  2004 ) whilst 
some argued to the contrary suggesting that some elements cannot be learned (Akola 
& Heinonen,  2006 ). However, despite this ongoing debate, there has been a great 
emergence in global education in entrepreneurship education prompted by key real-
ization to enhance the economy through nurturing and supporting entrepreneurial 
ventures. Malaysia is no exception in promoting and encouraging entrepreneurship 
education programs in the development of entrepreneurship in Malaysia. The coun-
try has engaged itself in entrepreneurship since the British colonial rule and rein-
vented its economic considerations unique to Malaysian circumstances in the New 
Economic Policy (NEP) (1971–1990), National Development Policy (NDP) (1991–
2000), and the New Economic Model (2010). The objectives of the NEP were to 
eradicate poverty and to disassociate a particular ethnic group with a specifi c eco-
nomic activity or occupation. Furthermore, the policies embedded are focused on 
strengthening national entrepreneurship through nurturing interest in entrepreneur-
ial education amongst the population. Thus, this particular sector in education has 
emerged to be one of the most popular research and learning domains in academic 
circles in Malaysia (Lee, Chang et al.,  2005 ). It is suggested that entrepreneurship 
is viewed as the “panacea to the unemployment problem” (Ahmad,  2013 ) which 
professed itself to be a tool to overcome unemployment in a country. In Malaysia, 
the increase in unemployment rate is disconcerting where the rate has risen to 3.3 % 
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recently (Department of Statistics,  2015 ). One of the reasons is due to the number 
of graduates that exceeds market demand which leads to an increase in the unem-
ployment rate (Ariff, Ghada, Muslim, & Hamid,  2014 ). Fresh graduates are facing 
more diffi culties to secure a job where the number of jobs is limited (Ismail,  2011 ; 
Keat, Selvarajah, & Meyer,  2011 ). The role of the government is therefore extremely 
important in fostering entrepreneurship education in Malaysia to ensure that unem-
ployment rate is reduced by imparting relevant knowledge and skills that will dis-
card the notion of being a job seeker to one who creates jobs. Hence, this chapter 
reviews existing policies and educational curriculum for entrepreneurial knowledge 
in Malaysia supported by the government and suggests further improvements to the 
role of the government to stress the importance of entrepreneurial education.  

    Policy Initiatives on Entrepreneurial Education 

 Entrepreneurial education and training can involve a range of public and private 
stakeholders including the government (Volkmann,  2009 ). A government’s ratio-
nale for playing a role is related to its interest in addressing mindsets, knowledge- 
based skills, and cultural constraints to entrepreneurship. The role is shaped by the 
potential knowledge spillovers of entrepreneurial related knowledge and skills 
(across potential or practicing entrepreneurs in a certain area) as well as by evi-
dent market failures when individuals recognize the value of management exper-
tise to their entrepreneurial outcomes (World Bank,  2012 ). Governments can serve 
as champions through establishment of national plans and agendas (Peña, Transue, 
& Riggieri,  2010 ) and can set policy frameworks that shape the context of entre-
preneurial education within higher learning institutions (HEIs) (Pittaway & Cope, 
 2007 ). In this aspect, the Malaysian Government has been and continues to be 
supportive of entrepreneurial education. With the launch of the NEM in 2010 by 
the Prime Minister, the emphasis on creating new entrepreneurs was stressed to 
stimulate a competitive domestic economy and further led to the establishment of 
the Higher Education Entrepreneurship Development Policy in 2010. This par-
ticular policy gives importance to the inculcation of entrepreneurial values and 
cultures amongst students or graduates in the HEIs. The policy serves to enhance 
the development of entrepreneurial programs into a more defi ned, holistic, and 
well- organized curriculum aiming to produce graduates from institutions of higher 
learning with entrepreneurial attributes and thinking skills. In addition, the policy 
envisions to increase the number of entrepreneurs amongst the graduates with 
relevant skills and knowledge to stimulate economic transformation towards a 
high-income nation. 

 To realize these aims, the policy addresses six important thrusts (Kementerian 
Pengajian Tinggi Malaysia,  2013 ) that include the following:

    1.    To establish entrepreneurship institute in every HEI   
   2.    To provide holistically and well-planned entrepreneurial education and 

programs   
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   3.    To empower the entrepreneurial development programs   
   4.    To create and effective measuring mechanism   
   5.    To provide a conducive and ecosystem for entrepreneurship development   
   6.    To enhance competency of entrepreneurship trainers    

  The result of the implementation of the policy is truly encouraging with 19 HEIs 
(Table  49.1 ) in Malaysia having introduced entrepreneurial education as a compul-
sory subject (Yusoff, Zainol, & Ibrahim,  2015 ).

   Several issues were faced during the delivery of entrepreneurial education includ-
ing the content and delivery method that seemed to emphasize more on theoretical 
knowledge than a practical approach of the subject. However, there are universities 
such as Universiti Kebangsaan Malaysia (UKM) that implement online business 
simulation (OBS) designed by Centre of Entrepreneurship and SMEs Development 
(CESMED) for students to experience practical aspect of  entrepreneurial learning in 
the entrepreneurial course. Challenges linking to planning and execution of the 
entrepreneurial learning, lack of trained lecturers and teaching assistants, weakness 
or lack of technological support and infrastructure and funding, and lack of consis-
tent reassurance to students to convince entrepreneurship as a career option are 
experienced during delivery of entrepreneurial curriculum. Hence, to move forward 
in achieving more graduates to become entrepreneurs upon graduation, the Strategic 
Plan on Higher Entrepreneurship Development in Higher Education was established 
in 2013. The purpose of this plan is to enhance the earlier 6 thrusts by introducing 
and implementing 15 core strategies (Table  49.2 ).

  Table 49.1    List of higher 
education institutions offering 
entrepreneurial education  

 Universiti Kebangsaan Malaysia 
 Universiti Teknologi MARA 
 Universiti Putra Malaysia 
 Universiti Malaya 
 Universiti Islam Antarabangsa 
 Universiti Sains Islam Malaysia 
 Universiti Malaysia Sabah 
 Universiti Malaysia Sarawak 
 Universiti Malaysia Kelantan 
 Universiti Teknologi Malaysia 
 Universiti Teknologi Hussein Onn 
 Universiti Sains Malaysia 
 Universiti Malaysia Perlis 
 Universiti Malaysia Pahang 
 Universiti Utara Malaysia 
 Universiti Sultan Zainal Abidin 
 Universiti Perguruan Sultan Idris 
 Universiti Teknikal Melaka 
 Universiti Malaysia Terengganu 
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   It was found that four out of six thrusts in the Strategic Plan on Entrepreneurship 
Development in Higher Education (2013–2015) have been successful (Shamsudin, 
Al Mamun, Binti Che Nawi, Md Nasir, & Zakaria,  2015 ). The successful thrusts are 
the fi rst thrust which is to empower the entrepreneurship center in every HEI; the 
second thrust, which is to provide holistic and well-planned entrepreneurial educa-
tion and programs; the fourth thrust, which is to enhance the competency of HEI’s 
entrepreneurship trainers and facilitators; and fi nally the sixth thrust, which is to 
increase the effect of the implementation of HEI’s entrepreneurial education and 
development. The less successful ones include the third thrust, which is to empower 
entrepreneurial development programs, and the fi fth thrust, which is to provide a 
conducive environment and ecosystem for entrepreneurship development.  

   Table 49.2    Six thrusts and 15 proposed strategies on entrepreneurship education   

 2013 thrusts  Fifteen proposed strategies 

 • Empowering 
entrepreneurship institute 
in every HEIs 

 • Boost the function of the entrepreneurship institute in every HEIs 
 • Improve the entrepreneurship institute planning and informing 

system 
 • Provide holistically and 

well-planned 
entrepreneurial education 
and programs 

 • Integrate entrepreneurial values and attributes in the teaching 
method across curriculum and faculty 

 • Increase the practical element in entrepreneurship education 
 • Increase the involvement of industrial workforce in the 

teaching and learning process 
 • Increase active student involvement in entrepreneurship programs 

 • Empowering the 
entrepreneurial 
development programs 

 • Strengthen the support system for students’ business 
 • Offer high-impact interventional programs to the students who 

have higher tendency towards an entrepreneurship career 
 • Encourage the development of entrepreneurship programs that are 

based on businesses, which are benefi cial to the students, small- 
and medium-sized enterprises (SMEs), as well as the society 

 • Enhance the competency 
of HEI entrepreneurship 
trainers and facilitators 

 • Increase the number of trainers and facilitators that are 
competent and skillful 

 • Bridge the gap of entrepreneurial theory and practical 
knowledge among HEI trainers 

 • Provide a conducive 
environment and 
ecosystem for 
entrepreneurship 
development 

 • Improve the skills and competencies of the entrepreneurship 
trainers and facilitators 

 • Improve commitment of the higher management of HEIs 
 • Improve commitment and involvement of every person 

in the HEIs 
 • Increase the effect of the 

implementation of HEI 
entrepreneurial education 
and development 

 • Establish a suitable instrument to measure the effect and 
impact of HEI entrepreneurship education and development 
programs 

   Source : Kementerian Pengajian Tinggi Malaysia ( 2013 )  
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    Entrepreneurship Educational Programs 

 Several entrepreneurship programs are introduced as a result of the policies to 
develop entrepreneurship in Malaysia. The main stakeholder that is tasked to enable 
these entrepreneurial programs is the Ministry of Education that began its efforts in 
the primary schools and later extended its reach to secondary schools (Othman 
et al.,  2012 ). Entrepreneurial program at HEIs can be traced back to a pioneer pro-
gram on entrepreneur in 1982 with KEMBARA Usahawan (KEMUSA) by 
Universiti Teknologi MARA (then Institut Teknologi MARA (ITM)) to create 
awareness on entrepreneurial opportunities amongst students (Rahim et al.,  2015 ). 
This was followed by a fully developed course named Fundamentals of 
Entrepreneurship (ETR 300) for diploma students (Abdul Latif et al.,  1996 ). 

 The National Entrepreneurship Institute (INSKEN) that was formed in 2005 has 
implemented some programs to stimulate entrepreneurial spirits and increase 
knowledge and skills such as the  Program Usahawan Bimbing Usahawan . This 
particular program is set up by stakeholders in the industry and professionals 
through knowledge-sharing seminars, training and coaching segments such as the 
Business Design Workshop and Business Facilitator, Graduate Entrepreneur 
Scheme (SIS),  Program Galakan Perniagaan , and  Program Pembudayaan 
Keusahawanan  (INSKEN,  2015 ). 

 It is noteworthy to state that there is a program that was introduced by the 
Malaysian Government to support entrepreneurial programs amongst students at the 
universities known as the 1Malaysia Entrepreneur (1MET) in 2013. The target audi-
ence that can participate in programs organized by 1MET is anyone between 18 and 
40 years old especially school leavers and graduates who already have a job. The 
aim of 1MET is to transform Malaysia to become an entrepreneurial based nation 
by optimizing collaboration and usage of public and private resources in accordance 
with the ninth National Blue Ocean Strategy—NBOS. 

 On the day of the launch of 1MET, the Extreme Entrepreneurship World Tour was 
presented to spread the entrepreneurial mindset shared by some of the top global 
entrepreneurs through their stories inspiring young minds to venture in entrepreneur-
ship. This extensive program by 1MET is designed in a form of a series of hands-on 
approach entrepreneurship boot camps such as the 1MET 3.0 2015 Bootcamp 
(Fig.  49.1 ) to provide basics of entrepreneurship to fi rst-time entrepreneurs and also 
entrepreneurs already owning small businesses. Four areas are focused in this pro-
gram including the stage of creating ideas (IDEATION), testing the idea 
(VALIDATION), building a prototype or drawing up concept (BUILDING), and 
fi nally pitching your ideas (PITCH). 1MET provides online resources for entrepre-
neurs of all the support programs available for them under various agencies includ-
ing Malaysian Global Innovation and Creativity Center (MaGIC), MSC Malaysia, 
Meet Your Experts (ER360),  Majlis Amanah Rakyat , Small Medium Enterprise 
(SME) Corp Malaysia, Ministry of Domestic Trade, Cooperatives and Consumerism 
(KDNKK), and Perbadanan Nasional Berhad (PNS). From all these agencies, 
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MaGIC is the latest entrepreneurial entity formed by the Malaysian Government in 
2014 to develop dynamic entrepreneurs with high endurance equipped to take up 
challenges and make impact at regional and global stage.

   It is the leading agency that is signifi cant to ensuring that Malaysia becomes the 
start-up capital in Asia based on three mandates that include supporting an entrepre-
neurial community, enhancing the start-up ecosystem, and exposing success stories 
and inspiring the  Rakyat  (public). Hence, MaGIC will support and foster strong 
communities where entrepreneurs are able to easily connect and share their ideas 
and solutions with each other, establish an academy for start-up education, seed 
accelerator programs, and provide qualifi ed entrepreneurs with regional and global 
exposure and further intends to create a series of educational content about how 
start-ups are playing a signifi cant role in solving real problems in the world, and 
reveal the entrepreneurs who are driving these innovations (MaGIC,  2015 ). It will 
also provide supporting infrastructure and services, access to start-up capital and 
investment, creative methodology, and training and collaboration with universities, 
research houses, and international organizations. Some of the programs and events 
organized by MaGIC to encourage students who are interested in entrepreneurship 
to attend include Pitching Karaoke Workshops, MaGIC Accelerator Programs, e@
Stanford Program, and Stanford Go2Market.  

  Fig. 49.1    1MET 3.0 Bootcamp 2015 ( Source : 1MET)       
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    Conclusion 

 It is suffi ce to conclude, from this brief yet signifi cant insight into the initiatives of 
the Malaysian Government to nurture entrepreneurial interest amongst the students 
at the universities, that continuous and rigorous efforts are developed and imple-
mented at the HEIs and also by other supporting governmental agencies such as 
MaGIC. The entrepreneurial education at the HEIs must be frequently updated to 
ensure its effectiveness in resulting to creating interest and nurturing future entrepre-
neurs amongst university students. Only then the rate of unemployment in Malaysia 
can be decreased through the creation of job creators, thus reducing the amount of 
job seekers. In that aspect, the curriculum should further stress on transmitting spe-
cifi c mindsets and skills that include socio-emotional skills such as self- confi dence, 
leadership values, motivation, resilience, and self-effi cacy apart from the general 
business knowledge and skills needed for opening and managing a business. 

 The Malaysian Government recognizes the value of entrepreneurial related 
knowledge in education systems and institutions through the establishment of 
national policies and strategic plans. Furthermore, it demonstrated that creating 
entrepreneurial institutes or agencies and involving the private sector to support and 
collaborate on programs only suggest that the government encourages sharing and 
learning of good practices on entrepreneurship. These signifi cant initiatives estab-
lished by Malaysian Government throughout several decades rest upon its role to 
ensure that university students are exposed to entrepreneurial knowledge and skills 
to fulfi ll the vision of becoming a knowledgeable high-income country by 2020.     
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    Chapter 50   
 Motivation, Voices, and Visions of Women 
Entrepreneurs in the UAE                     

     Norita     Ahmad     ,     Fatima     Al-Mazrouee     , and     Mariela     Ranova-Fredrick    

    Abstract     The purpose of this study is to investigate the role of women entrepre-
neurs in the United Arab Emirates (UAE). This study examines similarities and 
differences among culturally diverse women entrepreneurs in the UAE. More spe-
cifi cally this chapter explores how motivation drivers change over time in reaction 
to market environment, as well as how social support interplays in combating the 
challenges women entrepreneurs face in this competitive marketplace. Furthermore, 
the study seeks to provide the foundation for further examination of women entre-
preneurs because of their growing and forceful presence and infl uence in the UAE.  

  Keywords     Women   •   Entrepreneurship   •   Motivation   •   Challenges   •   Social support   • 
  United Arab Emirates (UAE)  

      Introduction 

 The United Arab Emirates (UAE) has shown increased appreciation and under-
standing of the role women have not only in family and social life, but also as 
important contributors to the UAE’s economic growth and development (King, 
 2015 ). Evidence streams from diverse areas such as the UAE’s achievements in 
decreasing the gender gap in education, increasing the number of women entering 
the work force, as well as creating a marketplace in which women can play an 
important role in leadership and entrepreneurship. Female entrepreneurs have 
shown strong dedication to contributing to society and culture in the UAE. There is 
also strong evidence that women have strong self-fulfi llment and achievement needs 
to contribute economically to their families (King,  2015 ). Thus, it makes sense that 
there is an increase in women entrepreneurship in the UAE, which is further evi-
denced by the growing research, which focuses on the challenges women face and 
the motivation drivers needed when starting a business. However, limited research 
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has been conducted on motivational changes and challenges women encounter after 
they establish their businesses. This research provides exploratory fi ndings on these 
issues and establishes a strong foundation for further research.  

    Women Entrepreneurs 

 Recently, researchers have been investigating factors that affect women’s motivation 
to become entrepreneurs (e.g., Jabeen, Katsioloudes, & Das,  2015 ; Ramadani, 
Hisrich, & Gërguri-Rashiti,  2015 ; Rey-Martí, Porcar, & Mas-Tur,  2015 ) and most of 
them divided the motives into the “push” and “pull” factor (e.g., Kargwell,  2012 ; 
Ramadani et al.,  2015 ). Push factors (personal or external) usually have negative con-
notations because of the obvious roughness associated with pushing. However, push 
factors do account for women starting up a business (Kirkwood,  2009 ). Examples 
include economical reasons such as unemployment and recession, or personal moti-
vators such as acquiring a better work-life balance. Pull factors, on the other hand, 
are related to a more inherently noble drive that individuals internally feel to start a 
business such as obtaining self-fulfi llment, independence, or satisfaction from per-
sonal achievement (Kirkwood,  2009 ; Ramadani et al.,  2015 ). Not surprisingly, most 
researchers have identifi ed that pull factors are dominant and have a greater impact 
in entrepreneurship motivation. The reason is most likely linked to the power of rac-
ing after a dream rather than running away from a fear. But the key question for our 
research is whether or not these motivating impulses are gender specifi c. 

 The trend to investigate what motivates women entrepreneurs (especially women 
in developing and transitioning countries) has shown two positive results. First, 
there is a greater realization regarding women’s desires to be self-employed. Second, 
there is a sharper understanding of unique challenges women face and, more practi-
cally, how to address and ultimately overcome them. Sarri and Trihopoulou ( 2005 ) 
indicated that women are motivated to become self-employed due to the need to 
express creativity, autonomy, and independence. To encourage women motivational 
factors, they pointed out that government policies should be addressed to stimulate 
pull, rather than push, factors. 

 An earlier study in Turkey, for example, indicated that the biggest motivation for 
women was also related to pull factors such as independence, personal achievement, 
and job satisfaction (Hisrich & Ayse Öztürk,  1999 ). This research also reveals the 
challenges that women faced related to obtaining capital, personnel problems, and 
management skill. Similar research, conducted in Nigeria, showed a common theme 
in women motivational characteristics and challenges. The researchers concluded 
that pull factors infl uence motivation and further confi rmed that challenges are 
related to governmental policies, diffi culties obtaining capital, lack of managerial 
skills, and proper support (Okafor & Amalu,  2010 ). In Malaysia, the situation 
showed the same theme. A research project concluded that women entrepreneurs 
are motivated by work-core and entrepreneurial-core motivational factors catego-
rized as expressing job satisfaction, need to express creativity, and utilization of 
skills and independence (Raman, Anantharaman, & Jayasingam,  2008 ). 
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 A survey done by the United Nation Conference of Trade and development 
(UNCTAD) highlighted the motivational factors infl uencing women across the 
globe. The survey concluded that women in Brazil, Jordan, Sweden, Switzerland, 
Uganda, and even in the USA are motivated to become entrepreneurs because of 
their desire to fulfi ll a dream, realize a passion, gain independence, and/or contrib-
ute to society and the community (UNCTAD,  2013 ). While the study found that 
inner desires of female entrepreneurs are the same, it also stated that many of the 
key challenges women face are also the same, and quite often external, such as 
access to fi nance, fi nding and keeping good personnel, lack of supportive resources 
(government policies and programs), and cultural constraints, such as the struggle 
to be taken seriously as a business owner based on perceptions of the inherent weak-
ness in the gender (UNCTAD,  2013 ). 

 Despite the growing interest among researchers on female entrepreneurs, there is 
surprisingly limited study conducted in the UAE and the Middle East region. Research 
specifi cally focused on the UAE is almost “nonexistent” and few research projects are 
done with focus on female Emirati entrepreneurs (Jabeen et al.,  2015 ; Kargwell, 
 2012 ; Naguib & Jamali,  2015 ). Like many other fi ndings, they identifi ed factors such 
as independence, contribution to society, and self-improvement as the driving motiva-
tional force of female Emiratis to become entrepreneurs. But one intriguing fi nding is 
that Emirati women are greatly encouraged by their family and as a possible conse-
quence possess the self-motivation to pursue entrepreneurships. Family can be classi-
fi ed as an external factor of support, and, as indicated in earlier studies, lack of 
external support was one of the greatest challenges facing women entrepreneurs. 

 Overall a review of the literature shows that there are “macro-, micro-, and meso- 
level factors” that contribute to women’s challenges in entrepreneurship such as limited 
access to network and capital, and cultural norms (Naguib & Jamali,  2015 ). However, 
it is worth emphasizing that the UAE is unique in that it has placed great initiatives and 
policies to stimulate an “entrepreneurial ecosystem” (Naguib & Jamali,  2015 ). 

 Research so far has focused mostly on the motivation and challenges faced by 
female Emirati entrepreneurs. What is greatly needed now is a new research to 
address how motivation changes over time in reaction to market environment, as 
well as how social support interplays in combating the challenges female entrepre-
neurs face.  

    Research Methodology 

 A qualitative research approach using in-depth semi-structured personal interviews was 
made due to the exploratory nature of this study. Strauss and Corbin ( 1991 ) claimed 
that interviews are an effective method to use in order to understand the underlying 
reasons behind the complexities of human decisions and behaviors. Furthermore, it 
enabled predetermined topics to be discussed and yet allowed unexpected responses to 
be explored in more detail as they arose (Anderson & Kanuka,  2003 ). It is also impor-
tant to note that studies on this topic in the Middle Eastern region are not very abundant, 
which calls for an exploratory study that can be best achieved through interviews. 
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    Data Collection 

 Data was collected using semi-structured in-depth interviews conducted with six 
women entrepreneurs from different nationalities who reside in and operate small busi-
ness enterprises (SMEs) in the UAE market. Each in-depth interview was summarized 
and then evaluated for common patterns and the information was evaluated based on 
market and culture, means of social support, and inspiration-motivational changes.   

    Results and Analysis 

 The UAE market is seen as an attractive market to enter because of the ease in which 
one can open a new business as the UAE Government gives fi nancial support and 
effi cient programs to stimulate small businesses (Kargwell,  2012 ). Despite the ease, 
the UAE is still a highly competitive market for female entrepreneurs to start their 
businesses. As indicated by one of the entrepreneurs interviewed, the current market 
condition is tough, “the competition storms like ants.” Furthermore, fi ve out of six 
of the women explained that because of the high competition, in the long term busi-
nesses will struggle to stay strong and competitive in the market. Overall, all agreed 
that competition is one of their main challenges. Even though Naser, Wojoud, and 
Nuseibeh ( 2009 ) described that competition is not a barrier for women to become 
entrepreneurs in the UAE, our fi ndings suggest that competition is actually a major 
concern once the company is established. This fi nding is consistent with Mutairi 
and Fayez ( 2015 ) who showed that competition is one of the main challenges female 
entrepreneurs face in Kuwait, Saudi Arabia, and Nigeria. 

 All of our respondents said that their struggles stem from their lack of skills and 
knowledge necessary to respond to challenges as well as to grab and exploit oppor-
tunities. It is interesting to note that these women have expressed motivation to gain 
more knowledge and education in order to develop their skills to be more competi-
tive in the market. Previous studies have indicated that women face challenges in 
terms of lack of skills at the start of their businesses (Haan,  2004 ; Itani, Sidani, & 
Baalbaki,  2011 ; Okafor & Amalu,  2010 ). Our study not only supports those fi ndings 
but also shows that women continue to struggle due to their lack of entrepreneurial 
capabilities, business experience, and support for training and development once the 
business is well under way. 

 The impact of culture on the market environment was also a large contributing 
factor to women entrepreneurs. Our study shows that women expatriate entrepre-
neurs have a harder time because they were not very familiar with the UAE culture. 
One of the interviewees expressed the expatriates’ challenge this way:

   When I started my business I had a unique product to offer, but I did not know how to inter-
act with the local clients at fi rst. Once I understood the culture and what they would want 
from my products I was able to improve my product line into providing something suitable 
for all types of client, but most importantly to have a product for the locals that they would 
like to purchase because they would be my main clients.  
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   Another woman entrepreneur who owns an  Abaya  fashion shop said:

   One of my challenges is to satisfy the traditional UAE woman. As an owner you need to 
provide clients with a classy, high quality conservative style that is in with the fashion 
trends. For any business, this is challenging because UAE women have a wide range of 
tastes and you have to satisfy those tastes if you want your business to keep growing.  

   Expatriates and Emirati nationals both face challenges in terms of social atti-
tudes and perceptions but there are some key differences. Women expatriate 
entrepreneurs entered into business to help their husband fi nancially, while 
Emirati entrepreneurs chose business pursuits as a way to be productive. In other 
words, expatriate women might feel pressured to perform better in the market. 
This idea is supported by previous research that points out that expatriate women 
are motivated by push factors such as fi nancial security and low income (Naguib 
& Jamali,  2015 ). 

 We identifi ed that fi ve out of six women entrepreneurs who receive social sup-
port fi nd it relatively easy to fi nd opportunities to grow and market their businesses. 
These women participate in networking and exhibitions and were able to create 
their own set of clients. For example, all of the women interviewed agreed that  word 
of mouth  (WOM) plays a very strong role in the UAE culture and usually brings in 
satisfactory results to the business. As explained by one of our interviewees:

   … the word of mouth is very important for us, because if we have clients who are really 
happy with our products, they will defi nitely recommend our products to their friends and 
family, which would bring new traffi c to the business.  

   Customers also provide another type of motivation factor for the business in the 
form of unique cultural feedback. Getting feedback, positive or negative, helps a 
business to grow over time. All six interviewees agreed that by receiving comments 
from their customers they were able to learn what customers liked and disliked 
about their product and services. Customer feedback is a very important factor 
because it helps the business to see itself from the customers’ perspectives. 
Customers not only motivate the businesses by sending them a thank-you message, 
but also promote the business to their friends and families. 

 Our research discovered that all of the women entrepreneurs revealed a passion 
to create a business based on their personal interests. Even though each interviewee 
was in a different type of business, they all showed a passion for the products they 
offered and were inspired by their family or friends. Overall, a spark of inspiration, 
passion, and plan to fulfi ll dreams are the key motivational factors that led these 
women to start their businesses. In addition to these initial fi ndings, we applied 
McClelland’s motivation theory (Porter, Bigley, & Steers,  2003 ) to help us under-
stand women entrepreneurs in the UAE market and to determine whether their 
behavior of motivation has changed from when they fi rst started the business to 
where they are today (see Table  50.1 ).

   What we see from Table  50.1  is that  affi liation  is considered as the least 
motivational factor when women started their business in the UAE. Even though 
positive family support and feedback are desired, the interviewees did not express 
strong need to be associated with a group and/or have a collaborative “fi t” in such. 
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This trait is consistent with Decker, Calo, and Weer ( 2012 ) fi ndings that entrepre-
neurs have low need for emotional support, but prefer positive stimulation from 
their surrounding group. 

 Based on our interviews, we found that the motivation factors for women entre-
preneurs changed over time due to the increasing number of competitors and cul-
tural specifi city in the market (see Table  50.2 ). One interviewee said,

    … there is a large number of businesses currently in the UAE, but I can easily see every one 
or two weeks new businesses emerge in the market whether they are licensed or not. I have 
noticed that many of the businesses succeed here by having a strong reputation in the mar-
ket and connections. So over time I had to change or improve the way I did my business in 
order to stay with the ones that are at the same level as I am.  

   This valuable insight highlights how female entrepreneurs must be fl exible in 
order to stay competitive in the market. After some time in the business, women 
realize that they have kept their dominant motivator— achievement , but have, out of 
necessity, improved on  affi liation  and  power.  What is interesting is that they have 
shifted their motivator drives based on their business need in order to compete effec-
tively in the market. Five out of six participants admitted that eventually they learned 
that a social fi t and affi liation with groups in the industry are essential:

   … in the UAE it is important to fi t in with certain group because they provide you with the 
strong connections to enter into new opportunities which would be exhibitions or retail 
stores or even an increase in customer base.  

    Table 50.1    Motivation drivers when starting up the business   

 Drivers  Person 1  Person 2  Person 3  Person 4  Person 5  Person 6 

  Achievement  
 Have a strong need to set 
and accomplish goals 

 Strong  Strong  Medium  Strong  Medium  Strong 

 Take risks to achieve goals  Strong  Strong  Medium  Strong  Medium  Medium 
 Like to have feedback on 
progress and achievement 

 Strong  Strong  Strong  Strong  Strong  Medium 

 Like to work alone  Low  Low  Strong  Strong  Strong  Strong 
  Affi liation  
 Want to be part of a group  Medium  Low  Low  Strong  Low  Low 
 Want to be liked and go 
along to whatever the rest 
of the group wants to do 

 Low  Medium  Strong  Medium  Low  Low 

 Favor collaboration over 
competition 

 Medium  Low  Low  Low  Low  Low 

 No to high risk 
and uncertainty 

 Medium  Strong  Medium  Medium  Medium  Low 

  Power  
 Want to control and 
infl uence others 

 Low  Medium  Medium  Strong  Low  Low 

 Like to win arguments  Medium  Medium  Low  Strong  Low  Low 
 Enjoy competition 
and winning 

 Medium  Strong  Low  Medium  Medium  Strong 

 Enjoy status and recognition  Medium  Medium  Medium  Strong  Strong  Strong 
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   Thus, even though  affi liation  was low in the early stage of becoming entrepre-
neurs, women realize that  affi liation  is essential in order to increase their connection 
base. The contribution here cannot be underestimated as this insight can help gov-
ernmental policies and programs to motivate and help women entrepreneurs with 
country-specifi c mentorship programs. 

 Another insight gained from the research is that some women entrepreneurs took 
full control and made the brand and the products (and themselves) rise to a strong 
reputation in the market. This approach stresses the shift in the necessity of power 
for women entrepreneurs. Having a strong reputation leads to loyal clients and 
growth opportunities, which, in turn, results in the women entrepreneur becoming 
the big powerhouse.  

    Discussion and Conclusion 

 The market in the UAE is very competitive and it affects the motivation drivers of 
any woman entrepreneur. Because of its rapid increase, competition has affected 
businesses in many ways and has led to some entrepreneurs changing their direc-
tions or motivation drivers, which led them into growing their business over time. 

   Table 50.2    Motivation drivers on the current state of the business   

 Drivers  Person 1  Person 2  Person 3  Person 4  Person 5  Person 6 

  Achievement  
 Have a strong need to set 
and accomplish goals 

 Strong  Strong  Strong  Strong  Strong  Strong 

 Take risks to achieve goals  Strong  Strong  Strong  Strong  Medium  Strong 
 Like to have feedback on 
progress and achievement 

 Strong  Strong  Strong  Strong  Strong  Strong 

 Like to work alone  Low  Low  Medium  Medium  Strong  Medium 
  Affi liation  
 Want to be part of a group  Strong  Strong  Strong  Strong  Medium  Medium 
 Want to be liked and go 
along to whatever the rest 
of the group wants to do 

 Low  Medium  Low  Medium  Medium  Low 

 Favor collaboration over 
competition 

 Strong  Strong  Strong  Strong  Strong  Strong 

 No to high risk 
and uncertainty 

 Medium  Strong  Medium  Medium  Medium  Low 

  Power  
 Want to control 
and infl uence others 

 Medium  Medium  Strong  Strong  Low  Low 

 Like to win arguments  Medium  Medium  Strong  Strong  Low  Strong 
 Enjoy competition 
and winning 

 Medium  Strong  Strong  Medium  Medium  Strong 

 Enjoy status and recognition  Medium  Medium  Strong  Strong  Strong  Strong 
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Key points of this research are, fi rst, women face unique challenges in the UAE’s 
competitive market. Second, women possess different kinds of motivations based 
on their nationality and cultural background. Third, motivation drivers change over 
time. The trend is to shift from passions and self-fulfi llment and achievement to 
affi liation and power. 

 This is an exploratory study that provides a foundation for further research. This 
study provides an initial assessment of women entrepreneurs in the UAE in terms of 
market challenges they faced and their motivation factors. In addition, it provides 
insight into how women react, contend, and use these challenges to enhance their 
businesses. Given the small sample size of this study, future research could include a 
bigger sample size of female entrepreneurs in the UAE and classify the types of 
entrepreneurs to examine if motivational drivers vary among products and services.     
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    Chapter 51   
 Weathering the Storm: Financial Variable 
as a Key Infl uence to Entrepreneurial Venture 
Survival Over Time in Canada                     

     Said     Baadel      and     Stefane     Kabene   

    Abstract     Each year numerous new small businesses confi dently enter the market-
place but a vast majority of these fi rms will fail to survive beyond their tenth birth-
day. Past studies have focused on a variety of external factors such as geographic 
location and industry size. Despite the effects these variables play over time, a great 
amount of decisions are made internally and thus it is imperative to consider their 
impact on survival rates. Young fi rms with little experience can be heavily disadvan-
taged when attempting to gain funding within fi nancial markets. Evidence indicates 
that a vast number of new small fi rms are forced to rely on equity fi nancing, specifi -
cally in the form of internal resources. Beyond retained earnings, fi rms must rely on 
social networks in an attempt to solidify relationships with potential investors. 
Firms require capital to fund future growth but face barriers as turning a profi t ini-
tially can be quite challenging. This chapter takes an in-depth look into one crucial 
internal variable, fi nancing, and statistically analyzes its effect on the survival of 
small entrepreneurial ventures. The objective entails uncovering the causation for 
such internal downfall and providing such an insight may greatly assist small fi rms 
to compete and grow in their respected industries, therefore substantially increasing 
their chance of survival.  
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      Introduction 

 In today’s economy, unfortunately, life is brief for a strong majority of new fi rms. 
With a steeply increasing mortality rate in the fi rst 5 years, most entrants fail to 
survive their tenth birthday (Baldwin & Bian,  2000 ). While many entrepreneurs 
achieve success after an initial failed venture and receive valuable experience, the 
process of entry and failure is quite costly. 

 Entrepreneurial research has attempted to gain insight as to why certain fi rms 
succeed while others fail. A majority of the research concerning discontinuance has 
examined the patterns of entry and exit over time in combination with specifi c popu-
lation dynamics (Thornhill & Amit,  2003 ). A great amount of research indicates 
that fi rms face the highest rate of fatality when they are young and inexperienced. 
However, if factors exist beyond age, then what are they and how can they be effec-
tively avoided? This chapter seeks to contribute to our understanding of success and 
failure through the fi nancial survivability analysis and its direct level of impact on 
the life span of a fi rm. 

 The small business sector provides the economy with a constant amount of input, 
similar to an effi cient engine. Continual technological advancement leads to new 
products or enhanced services, which drives individuals to join the small school of 
fi sh within the overwhelming sea. The level of success achieved by a small fi rm is a 
direct result of the daily decisions of their management team within their respected 
marketplace. Through the analysis of specifi c internal variables infl uencing sur-
vival, small fi rms can improve their ability to understand their weaknesses and 
implement the proper solutions. Prior to analyzing the specifi c variables affecting 
the life span of such fi rms, it is important to gain insight into entrant and exit levels. 
For the remainder of this chapter, survival will be defi ned as the ability to remain 
solvent while maintaining adequate operations. In comparison, failure will be 
defi ned through forced closure due to an inability to meet fi nancial obligations. 

 This chapter fi rst provides clarifi cation regarding the volume of entrants and exits 
annually of small and medium enterprises in Canada. Secondly, it discusses through 
statistical evidence how survival is directly infl uenced by a fi rm’s ability to raise 
adequate fi nancial capital. Thirdly, it discusses the link between fi nancing and mor-
tality of small businesses. Finally we conclude and provide a glimpse of future work.  

    Entrant and Exit Rates of SME in Canada 

 The negative effects of failure are not limited to the entrepreneur, as bankruptcy costs 
the Canadian economy billions of dollars annually. In 1993 alone, over 3700 incor-
porated businesses failed in Canada, with liabilities totaling roughly 4.1 billion dol-
lars (Baldwin et al.,  1997 ). As expected, a vast majority of this money was owed to 
Canadian banks, thus affecting their bottom lines while increasing the diffi culty for 
young entrepreneurs to gain favorable credit terms. Further ripple effects are felt with 
a rise in unemployment rates, which in turn reduce consumer consumption and slow 
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the economy. Small businesses have accounted for a disproportionately high share of 
employment growth over the past decade but with higher susceptibility to failure, 
jobs are far from secure. However, with risk comes reward and therefore by imple-
menting an effective strategy one can highly increase one’s opportunity for success. 

 These risky ventures and resources should not be regarded as a complete waste or 
liability to the economy. Failures should be seen as a direct investment that society 
makes in the dynamic competitive process. New fi rms provide a vital stimulus to the 
industrial population, and a certain number of small entrants evolve to be recognized 
business leaders. Others remain small but competitive through innovative strategies 
that allow them to secure a strong market niche through quality and fl exible product 
offerings. Therefore the importance of the entry and exit process is evident as it pro-
vides the marketplace with important information regarding customer preferences 
(Baldwin et al.,  1997 ). With so many household names fi ghting for limited market 
share what kind of contribution do these small fi rms provide within the overall econ-
omy? By taking a closer look at some industry data, we can draw a few conclusions. 

 Table  51.1  displays a 30-year perspective of the entry and exit rates for small busi-
nesses by sector between 1983 and 2012 (Macdonald,  2014 ). On average, new fi rms 
accounted for 15.2 % of the overall business population, which is quite a substantial 
fi gure when considering the small size of a majority of new fi rms. The services indus-
try slightly outpaced the manufacturing sector (16–14 %) and one would expect this 
trend to continue as the focus and infl uence of the Canadian manufacturing  sector 
decrease. The service industry showed positive signs in the professional, scientifi c, 
and technical services and business sectors with entrance rates of 16.8 % and 16.88 %, 

   Table 51.1    30-Year entry and exit rates by industry sector (Macdonald,  2014 )   

 Goods-producing industries  Entry rate (%)  Exit rate (%) 

 Agriculture, forestry, fi shing, and hunting  13.97  14.37 
 Mining, oil and gas extraction  15.40  12.86 
 Construction  16.08  14.41 
 Manufacturing  10.83  9.81 
 Wholesale  11.26  10.85 
 Retail  12.77  12.87 
 Transportation and warehousing  17.14  14.55 
 Information and cultural industries  16.98  15.04 
 Total (goods)  14.31  13.09 
  Service-providing industries  
 Finance, insurance, real estate, and leasing  14.97  13.16 
 Professional, scientifi c, and technical services  16.80  12.83 
 Administrative and support  16.39  13.86 
 Arts, entertainment, and recreational  14.98  13.40 
 Accommodation and food services  16.38  15.14 
 Business sector  16.88  15.28 
 Other services (except public administration)  16.20  14.60 
 Total (services)  16.08  14.04 
  All industries (goods and services)    15.20    13.57  
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respectively. These fi gures will likely grow due to technological advancements, which 
have allowed small fi rms to provide customized Web-based and E-commerce solu-
tions for supply-chain management and enterprise resource planning. While these 
entry rates seem positive, only a small number of fi rms will actually succeed. Thus it 
is important to directly analyze the success and failure rates of fi rms over time.

   Table  51.2  provides a better picture over 8-year duration. The present survival 
rates outline the probability that a new fi rm will live beyond a specifi c age. 
Interestingly, a new fi rm’s chance of survival tends to decrease with age, which 
potentially refl ects a lack of competitive advantage within the marketplace. 
Entrepreneurs face a positive rate of survival in year 1 of 80 % but this fi gure drops 
dramatically to 43 % in year 5 and a dismal 35 % by the seventh birthday. 
Comparatively, a hazard rate represents the chance of failure at a certain age—
assuming that the risk of failure still exists. The hazardous rates above (Baldwin & 
Bian,  2000 ) correspond with the survival fi gures, with fi rms facing a 23 % probabil-
ity of failure in year 1, a 14 % chance in year 5, and only a 12 % failure rate by year 
7. These statistics allow for a better understanding of our annual entrance and exit 
rates, thus providing substance for further analysis regarding causation (Fig.  51.1 ).

        Financial Survivability 

 A major challenge for small fi rms is the ability to gain access to fi nancing. In com-
parison to large established fi rms, new ventures are widely described as constrained 
by the operations of debt and equity markets (Baldwin & Gellatly,  2006 ). Ironically 
though, access to debt and external equity is essential if small fi rms are to fund 
investments in new assets and enhance research and development. Therefore, does 
the ability to gain proper fi nancing predict the life span of new entrepreneurial 
fi rms? Furthermore, is there a particular structure that surviving fi rms implement? 

 Within the increasingly competitive climate that fi rms operate in today, skilled 
labor has become an essential ingredient for the sustainability of fi rms’ market posi-
tion and has proven to be a substantial competitive advantage. Within smaller 
 companies, this human capital becomes more vital as the amount of social loafi ng 1  

1   Social loafi ng is defi ned as the reduction of effort that people often exhibit when working in a 
group where individual contributions are unidentifi able. 

   Table 51.2    Survival rates 
(Macdonald,  2012 )  

 Duration (years)  Survival rate (%)  Hazardous rate (%) 

 1  80  23 
 2  65  22 
 3  56  18 
 4  48  16 
 5  43  14 
 6  38  13 
 7  35  12 
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and other ineffi cient practices that are performed by employees have an increas-
ingly negative impact. As a result the positive contributions such as a diverse skill 
set and a wide range of industry experience can prove to be invaluable. To what 
extent does the human capital of those engaged in a fi rm lead to its success? 
Moreover, is the correlation between the two strong enough to result in failure if 
adequate levels of human capital are not met? 

 Financing directly infl uences the annual research and development budgets of 
small fi rms. Historically, these functions have been the source of a majority of inno-
vative solutions for numerous fi rms. Innovation allows small fi rms to gain sustain-
able competitive advantages within the economy, which can greatly increase their 
overall market share. However with evident constraints present, is the ability to 
remain innovative a strong sign of survival within the marketplace? Secondly, how 
do innovative fi rms compare to non-innovative fi rms? 

 There are many fi nancial instruments that small enterprises utilize. Venture capi-
tal funding was less desirable when compared to private sources but several respon-
dents even noted diffi culties in gaining the support of venture fi rms. Other 
entrepreneurs managed to fi nd success through alternative methods, specifi cally 
private equity, personal savings, personal loans, retained earnings, love money, 2  
angel funding, 3  or sale of an existing technology (Bordt, Earl, Lonmo, & Joseph, 
 2004 ). This evidence indicates the high probability that small fi rms will be forced to 
utilize numerous alternatives when raising the necessary capital to remain afl oat. 
Figure  51.2  highlights some of these percentages.

2   Funds from friends, family, or relatives. 
3   Funds acquired through informal investors. 

  Fig. 51.1    Survival and 
hazardous rates       
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   Financing a fi rm’s growth is essential to survival and thus calls for an adequate 
fi nancial plan. The ability to innovate and grow can play quite an infl uential role 
regarding a fi rm’s ability to survive. New fi rms survive due to their ability to remain 
unique by providing a service or product that clearly differentiates them from the 
competition. Companies that are constantly establishing state-of-the-art product 
offerings and services are in high demand and tend to become leaders within their 
respective sector, thus directly affecting their survival. Unfortunately, to maintain 
this advantage, fi rms are constantly required to invest in new assets or research and 
development in order to innovate. However, the capability to continually offer new 
innovative solutions requires a certain degree of funding and to be able to retain the 
best employees. This can sometimes prove to be overly challenging and is a major 
growth obstacles for small and medium enterprises as shown in a 2013 study by 
Statistics Canada below. 

 Baldwin and Gellatly ( 2006 ) attempted to gain an understanding of how fi rms 
are affected by different fi nancing structures 4  and how these structures directly 
infl uence their decision making. Naturally, a number of these decisions will in 
turn predict their ability to survive within the marketplace. Table  51.3  provides 
further insight on numerous capital structures amongst a variety of small fi rms 
(Fig.  51.3 ).

4   The proportional representation of different fi nancial instruments within the capital mix. 

  Fig. 51.2    Percentage of fi nancial instruments for SMEs ( source : Industry Canada,  2013 )       
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        Analysis of the Link Between Financing and the Mortality 
of New Small and Medium Enterprises 

 After reviewing the chart, one can make a number of observations. Successful new 
fi rms rely heavily on equity fi nancing as it makes up 46.6 % of their total capital 
structure. Retained earnings proved to be the single most important mode of 

    Table 51.3    Percentage distribution of fi nancing instruments amongst surviving fi rms (Baldwin & 
Gellatly,  2006 )   

 Form of fi nancing 
 All 
fi rms (%) 

 1–9 
employees (%) 

 10–24 
employees (%) 

 25+ 
employees (%) 

  Equity capital  
 Retained earnings  38.8  38.8  38.6  39.0 
 Share capital  7.8  8.1  6.1  8.1 
  Long-term debt  
 Secured  16.0  15.0  18.9  19.2 
 Unsecured  3.2  3.9  1.2  1.5 
  Short-term debt  
 Secured  11.6  11.4  14.0  9.8 
 Unsecured  4.4  4.4  5.5  2.8 
  Other instruments  
 Trade credit  10.8  10.9  8.1  14.5 
 Convertible debentures  0.2  0.2  0.0  0.1 
 Contract fi nancing  2.4  2.8  1.5  1.3 
 Investment tax credits  0.3  0.2  0.5  0.5 
 Grants  0.2  0.2  0.2  0.7 

  Fig. 51.3    Growth obstacles for SMEs ( source : Industry Canada,  2013 )       
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fi nancing for small fi rms, representing close to 40 % on average (Baldwin & 
Gellatly,  2006 ). From a debt perspective, the fi nancial structure contains 19.2 % in 
long-term debt and an additional 16.0 % in short-term obligations. Finally, of the 
other fi nancing vehicles, only trade credit imposes a serious impact, comprising 
roughly 11 % of capital structure. Their work resulted in equity rates of 36 % with 
the percentage deriving from retained earnings declining as growth increased. 
Ironically, retained earnings account for only half of total equity within the corpo-
rate population but over 80 % of equity in surviving entrants. When combined with 
the various trends within fi nancial structures amongst surviving entrants, this self-
dependence on retained earnings allows us to draw some interesting implications. 

 Debt markets are overly hesitant to fund new fi rms due to their inexperience and 
lack of track record. Table  51.3  further clarifi es this theory and thus new fi rms 
within riskier industries are forced to rely on internal sources of funding as shown 
in Fig.  51.1 . 

 However, with retained earnings providing such a substantial form of capital, 
failure seems that much more inevitable. Retained earnings require fi rms to turn a 
healthy annual profi t, which will then allow them to reinvest in the corporation in 
order to support future growth. Historically though new fi rms are lucky to break 
even in their initial years of operation, thus making this alternative rather challeng-
ing. This provides us a critical insight as to why the survival rate drastically drops 
within the fi rst few years of the birth of a small fi rm as indicated in Table  51.2 .  

    Conclusion and Future Work 

 Small businesses play a very pivotal role within the economy by providing numerous 
employment opportunities and unique product offerings. Unfortunately, the average 
fatality rate drastically overshadows those that are destined for greatness. However, 
the causation attributed to this fi nancial insolvency is not restricted to external fac-
tors. Internal elements have the ability to guide the fi rm through environmental insta-
bility but at the same time they can lead to the downfall of an organization. 

 Access to fi nancial capital is critical for survival as it provides investment for 
long-term assets, research and development, as well as product innovation. Some of 
the major growth obstacles for small and medium enterprises include maintaining 
suffi cient cash fl ows and to be able to recruit and retain employees. Without ade-
quate fi nancial backing and the hesitations from debt markets and investors to sup-
port small enterprises, new fi rms are forced to overly rely on personal and internal 
sources of funding. This form of fi nancing is not sustainable in the long run and is 
a catalyst for a fi rm’s mortality having a crucial infl uence on survivability of an 
entrepreneurial venture over time. 

 In future work, we will analyze other crucial internal factors such as human capi-
tal and the ability to offer innovative product solutions and how effective human 
resource strategies if properly implemented should greatly assist small fi rms to 
compete and grow in their respected industries, therefore substantially increasing 
their chance of survival.     
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agement disciplines, without being confi ned to a specifi c theoretical stance. We use 
job design perspective from industrial/organizational psychology literature as a 
point of departure. We present a comprehensive review of these theories highlight-
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      Introduction 

 Understanding the people management aspects and how they affect outcomes has 
been studied extensively in case of temporary organizations such as projects (c.f., 
Keegan, Huemann, & Turner,  2012 ). Variables such as leadership style, personality, 
and project workers’ commitment for their effect on project success have been 
researched (Cohen, Ornoy, & Baruch,  2013 ; Müller & Turner,  2010 ). More notably, 
recent literature focused on understanding work motivation specifi cally in the con-
text of temporary organizations (c.f., Sieler, Lent, Pinkowska, & Pinazza,  2012 ). 

 However, extant literature may have fallen short on consolidating the theories 
underlying work motivation in the case of temporary organizations. The theories on 
work motivation in case of industrial/organizational psychology are fi rmly estab-
lished. However, such a comprehensive structure of theoretical corpus may not be 
available in the temporary organization literature. This limitation has led to a dia-
logue started by Locke and Latham ( 2004 ) who call for a seamless theory of work 
motivation that is able to integrate multiple theoretical lenses. This then calls for an 
approach where we do not demonstrate strong affi liation to any one specifi c theory 
to explain work motivation. Rather, we review a compendium of theories within the 
domain to explain the variable. However, we also need to balance our approach 
where our arguments are based on robust, established theoretical lenses which 
 complement each other. Thus, the purpose of this study is to:

   propose a comprehensive framework to structure work motivation literature in case of 
 temporary organizations.  

   We have structured this chapter in the following way. The fi rst section, Positioning 
the Research Study, justifi es our approach to consider multiple theoretical lenses to 
explain work motivation in case of temporary organizations. We draw from the 
works of Sandberg and Alvesson ( 2011 ) who offer guidelines to develop a research 
problem for such studies. In the second section, Theory, we briefl y introduce the 
theories of work motivation from I/O psychology literature. While work motivation 
has been explained from various points of view such as the need-based theories, and 
cognition-based theories, we have considered the job design perspective that 
explains work motivation as an outcome of specifi c job characteristics. The third 
section of the chapter, Work Motivation in Temporary Organizations, is where we 
present the literature review from the temporary organization domain. We structure 
the review around the theories of work motivation identifi ed from the I/O psycho-
logy literature. This is followed by conclusion.  

    Positioning the Research Study: Application Spotting 
and “Moving” Between the “Boxes” 

 Sandberg and Alvesson ( 2011 ) examine the merits of two different approaches to 
formulate research questions which can be useful to state the research problem. 
At one end of the continuum is the “gap spotting” which can include incrementally 
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extending an established theory or identifying signifi cant gaps in the extant litera-
ture. Gap spotting may include confusion spotting (reconcile contradictions in the 
literature), neglect spotting (focusing on an underdeveloped area of research), and 
application spotting (identifying the shortcomings of a theory in a specifi c area and 
providing an alternative perspective to further our understanding of that theory). 
The purpose of such research is to reinforce or moderately revise the existing theo-
ries. On the other end of the continuum is “problematization.” In this, the research 
questions are posed such that they challenge the underlying assumptions of existing 
theories in a signifi cant way. It may include questioning minor assumptions pertain-
ing to the theory to overtly question the assumptions of the entire fi eld. 

 In a follow-up paper, Alvesson and Sandberg ( 2014 ) discuss the merits and 
demerits of research problems that have become extremely “contextualized,” spe-
cifi c to (one) fi eld without being relevant to other fi elds. Alvesson and Sandberg call 
such research studies as boxed-in research, where the research study can be limited 
or restricted by perspective (conforming and confi ning to specifi c theories/ 
perspectives), domains (confi ning to specifi c topics without considering the cross-
discipline infl uence on such topics), and methods (specifi c research methods being 
more prominently used than others to investigate research problems). Alvesson and 
Sandberg further present approaches to overcome these restrictions in three differ-
ent ways—box changing, where the researcher has a primary point of reference 
(such as a theory) and the researcher considers new theories, ideas, or methods that 
signifi cantly change the central elements in the existing thinking; box jumping—
requires signifi cant thematic, methodological, and theoretical considerations by 
embracing multiple theoretical, thematic, or methodological perspective by simul-
taneously working with two or more thematic or methodological perspectives; and 
box transcendence—working with very broad research questions that may not be 
confi ned to a particular fi eld. 

 To explain the positioning of our research study, we consider these two criteria: 
(a) gap spotting versus problematization (which lie at the extreme ends of a con-
tinuum), and (b) box changing, box jumping, and box transcendence (which lie on 
a continuum). 

 The purpose of this research study is to demonstrate an approach to structure the 
literature on work motivation in temporary organizations by considering multiple 
theoretical perspectives. Our point of departure for this study is the lack of “con-
solidated” theoretical corpus. While we are not challenging the theoretical assump-
tions, we are extending the current theories on work motivation from I/O psychology 
literature to the realm of temporary organizations. This approach relates to “appli-
cation spotting” as described by Sandberg and Alvesson ( 2011 ). In adopting this 
approach, it is obvious that we are considering multiple theoretical perspectives 
simultaneously while not confi ning the study to a particular research identity. 
This approach may connote to “box jumping” (as described by Alvesson and 
Sandberg ( 2014 )). 

 The above discussion on the positioning of our research paper is summarized in 
Fig.  52.1 .
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       Theory 

 There has been growing interest on what motivates project workers recently. 
Although the state of research is predominantly normative (connoting to practices), 
literature review reveals that these practices connote to major theories of work 
motivation. Various theoretical lenses such as socio-technical perspective (c.f., 
Schmidt & Adams,  2008 ), scientifi c management, job characteristic model (c.f., 
Beecham, Baddoo, Hall, Robinson, & Sharp,  2008 ; Björklund,  2010 ; Mahoney & 
Lederer,  2006 ), and intrinsic motivation perspective have been used to explain work 
motivation in temporary organizations. Table  52.1  summarizes the job design theo-
ries considered for the study and the corresponding basis for the work motivation 
item drawn from the theory.

       Work Motivation in Temporary Organizations 

 We reiterate here that the focus of our chapter is to propose a theoretical framework 
to explain work motivation in temporary organizations. Therefore, specifi c charac-
teristics of motivating nature of work are not discussed elaborately. However, we 
will present the major literature from temporary organizations that describe specifi c 
job characteristics which are motivating in the context of temporary organizations. 
We conducted an extensive literature review that is structured along the major 
 theories of work motivation discussed above. We considered SCOPUS database to 
identify extant literature on work motivation in temporary organizations. In conso-
nance with the purpose of this study, we restricted our review to scholarly articles 
that focused their discussion on the job design perspective to work motivation 

  Fig. 52.1    Positioning the current research paper       
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(in temporary organizations). The key strings used were “job design” and “project 
management”; “job design” and “temporary organization”; “job design” and “work 
motivation”; and “project management.” Articles from peer-reviewed journals, arti-
cles in press, conference proceedings, and book chapters were considered. 

 The literature on work motivation in temporary organizations, though “spo-
radic” in terms of not being able to offer integrative underlying theoretical lenses 
to explain motivating job characteristics, has been fairly extensive. Various facets 
of job such as fi nancial incentives linked to performance (c.f., Armstrong,  2003 ; 
Rose & Manley,  2010 , grounded in scientifi c management studies (Taylor,  1911 )), 
task identity, task meaningfulness, and feedback on performance (c.f., Andersen, 
 2010 ; Schmidt & Adams,  2008 ) drawn from Tavistock Studies on socio-technical 
systems perspective (Cherns,  1976 ; Trist & Bamforth,  1951 ; Walker & Guest, 
 1952 ), task variety (c.f., Hiemgartner, Tiede, & Windl,  2011 ; Sieler et al.,  2012 ), 
grounded in socio-technical perspective (Walker & Guest,  1952 ), work as intrinsi-
cally motivating, and job security as extrinsic motivator (c.f., Mahoney & Lederer, 
 2006 ; Parker, Wall, & Cordery,  2001 ; Schmidt & Adams,  2008 ), drawn from 
Herzberg, Mausner, and Snyderman’s two-factor theory ( 1959 ), task signifi cance 
(c.f., Badir, Buechel, & Tucci,  2012 ; Procaccino, Verner, & Lorenzet,  2006 ; 
Schmidt & Adams,  2008 ) drawn from studies on job enrichment (Paul Jr et al., 
 1969 ; Paul & Robertson,  1970 ), skill variety, and task identity (Ling & Loo,  2015 ; 
Mahoney & Lederer,  2006 ), autonomy at work (c.f., Leung, Chan, & Dondyu, 
 2011 ), drawn from demand control model (Karasek,  1979 ; job characteristic model, 
Hackman & Oldham,  1976 ), personal growth and job enrichment (c.f., Li, Bingham, 
& Umphress,  2007 , grounded in Naylor, Pritchard, and Ilgen’s resource allocation 
perspective,  1980 ), communication and collegiality between the project actors 
(c.f., Beecham et al.,  2008 ; Nesheim & Smith,  2015 ; Zika-Viktorsson, Sundtrsom, 
& Engwall,  2006 ), grounded in distal motivation theory (Campbell,  1990 ; Kanfer, 
 1990 ), and access to work-related information, and informal communication among 
project actors (c.f., Björklund,  2010 ; Ling & Loo,  2015 ; Turner & Lloyd Walker, 
 2008 ), drawn from Morgeson and Humphrey’s extended job characteristic model 
( 2006 ) (Fig.  52.2 ).

       Future Direction 

 This chapter is a part of the larger research study that investigates the role of work 
motivation on project success. We hypothesize that a project worker’s commitment 
to the organization and profession mediates the relationship between work motiva-
tion and project success. In line with this research which requires a “construction” 
of our reality of work motivation and how it affects the project outcomes, while at 
the same time acknowledging that a certain reality exists independent of our 
 knowledge, we adopt realism as our epistemological stance. Thus, we use mixed 
research methods, employing qualitative research techniques such as focus group 
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interviews of project managers, and project management academicians to refi ne the 
operational defi nitions of our variables, and hypothesize the relationship between 
the variables. We use empirical approach, conducting a survey of project workers to 
test our hypotheses.  

    Conclusion 

 In this chapter, we build an interaction between established theories of work design 
from I/O psychology literature and those from the knowledge fi eld of temporary 
organizations. It may be important to state that we are not merely “borrowing” 
 literature from industrial/organization psychology and “domesticating” it to “fi t” 
into the knowledge fi eld of temporary organizations. Rather, we have genuinely 
attempted to build an interaction between the two domains of I/O psychology and 
temporary organizations by critically analyzing the theories and structuring the 
 literature around these theories. It is expected that our work will lead to a compre-
hensive conceptualization of work motivation in temporary organizations that is 
grounded in multiple theoretical perspectives, and studies of similar nature will be 
undertaken in the future.     

  Fig. 52.2    Mapping literature to theories       
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    Chapter 53   
 Demand and Supply Firms’ Interlock: 
A Youth-Based Entrepreneurial Initiative                     

     Zaid     O.     Al     Rayes      and     Hayaa     M.     Azzam Kayiaseh    

    Abstract     This chapter presents an expanded structure for a conglomerate business 
setting. It considers the foundation of small entrepreneurship projects inspired by 
the need of creating sustainable businesses and managed by ambitious youth entre-
preneurs. Conglomerates refer to the widely diversifi ed companies operating in a 
number of distinct lines of businesses or classes of products and services, bonded 
fi nancially, within the same overall fi rm. We design a revised conglomerate business 
structure in which supply and demand are interlocked by small entrepreneurship 
projects bonded fi nancially in a three-structural-line setting within the same overall 
parent company. The project is based on hospitality as it became one of the most 
important business fi elds in today’s businesses. Managing conglomerate bussiness 
is associated with many challenges that need more investigations and researches. 
Managing such diversifi ed business group is one of the great challenges in this 
chapter. Also, it’s usually costly to set up small entrepreneurship projects especially 
in Middle East and Gulf countries compared to other countries that encourage the 
establishments of youth entrepreneurship businesses.  

  Keywords     Youth entrepreneurship   •   Conglomerates   •   Youth business challenges   
•   Hospitality businesses  

      Introduction 

 Entrepreneurship relates to the actions of an entrepreneur, a creative “risk taker,” 
into a new economic opportunity (new products/services, new production methods, 
new organizational schemes, or new product-market combinations) (Hébert & Link, 
 1989 ; Peneder,  2009 ). Entrepreneurship is highly emphasized in emerging  countries, 
where micro, small, and medium projects account for around 45 % of employment 
and 33 % of GDP as compared to nearly 62 % and 64 %, respectively, in higher 
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income countries, as reported by the World Bank unit of the International Finance 
Corporation (Gulf Business, Dec  2013 ). Developing countries, including the Middle 
East and Gulf, have not been yet associated with entrepreneurial endeavor. Probably, 
the cost of setting up an entrepreneurial project is too high in some countries, 
 especially in the UAE, as reported by Philip Boigner (Gulf Business, Sept  2013 ). 
Entrepreneurship has been globally considered one of the effective means for address-
ing youth unemployment and ultimately enhancing economic independence among 
youth. Job unemployment stories experienced by educated youth as well as non-
educated but skilled ones in developing countries have been pathetic (Awogbenle & 
Iwuamadi,  2010 ). That said, entrepreneurship and business planning are still 
 half-through promoted in the region where governments are encouraged to support 
small, medium, and large enterprises so as to achieve a sustainable business envi-
ronment and ultimately reduce youth unemployment rates within the region. Yasar 
Jarrar (Hedrick-Wong & Jarrar,  2015 ) has emphasized on entrepreneurship invest-
ment by all Middle East governments so that more job opportunities would be cre-
ated and young talent could be fostered (Gulf Business, Aug  2015 ). On one side, 
youth entrepreneurship has been on the rise, creating job opportunities for self-
employed youth and other young people they employ. On the other side, youth 
entrepreneurship promotes innovation and resilience in youth as well as economic 
growth sustainment and development (Schoof,  2006 ). In fact, job creation through 
entre preneurship is considered as one of the main drivers for economic boost and 
sustainability. Ultimately, Middle East and Gulf region countries are highly encour-
aged to boost their entrepreneurial ecosystems to support a fl ourishing economy, 
where more job opportunities are created and unemployment is reduced substantially 
(Hedrick-Wong & Jarrar,  2015 ). By strengthening the country’s entrepreneurial 
ecosystem, the dependence on scarce resources, mainly oil, can be reduced.  

    Theory and Prior Research 

 Conglomerates refer to the widely diversifi ed companies operating in a number of 
distinct lines of businesses or classes of products and services, bonded fi nancially, 
within the same overall fi rm (Bows,  1966 ; Ghemawat & Khanna,  1998 ). 
Conglomerates usually take the organizational business form of either the multidi-
visional diversifi ed single fi rm or the diversifi ed business group. In the diversifi ed 
business group simple form, as in Fig.  53.1 , the parent company effectively owns 
and controls its subsidiaries while it maintains accounting and legal freedom to a 
signifi cant degree allowed by the parent company (Yoong-Deok & Young-Yong, 
 2004 ). Business diversifi cation is crucial nowadays in reducing overall fi rm’s risk 
and sustaining growth. Conglomerate business structure allows for a reduction in 
fi rm’s cost by facilitating the sharing of common resources across related lines of 
businesses, such as customers, human resources, and technology. Indeed, related 
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business diversifi cation boosts performance by allowing a preferential access to 
“strategic assets”—those that are uncommon, valuable, and very costly to imitate 
(Markides & Williamson,  1996 ). Conglomerates offer solutions as well to the 
 problem of economic calculation in emerging economies where markets are charac-
terized either as undeveloped or poorly developed ones. That said, conglomerates 
arise as a production structure to reduce market imperfections, thereby reducing 
economic calculation costs (Marshall, Yawitz, & Greenberg,  1984 ). Moreover, con-
glomerates participating in a number of different markets help in leveraging market 
power of those in individual markets (Ghemawat & Khanna,  1998 ). However, given 
the complexity of managing distinct lines of businesses, there come several chal-
lenges: agency costs, or “economic theory of agency” which refers to the relation-
ship between an agent (manager) and a principal (owner), each working in alignment 
to their best interests (Hill & Hoskisson,  1987 ). Corporate control is yet another 
cost, which is refl ected by the power of the mother company taking decisions in 
alignment with its set strategies. The challenge becomes in controlling all fi rm’s 
affi liates and evaluating their performance, in alignment with the parent fi rm’s strat-
egy (Noble,  1969 ). We lastly present disclosure of segments as a crucial challenge 
in conglomerates. Given the various distinct lines of businesses and multiproduct/
service industries, management of the parent company should be consistent in dis-
closing all fi nancial information to stakeholders at the organization-wide level for 
sustaining transparency (Bows,  1966 ; Noble,  1969 ). The youth business conglomer-
ate proposed in this chapter refers to social entrepreneurship which differs from 
economic entrepreneurship as it focuses on social value creation rather than 
 primarily on wealth generation. Dees, Emerson, and Economy ( 2001 ) describe 
social entrepreneurship as a social related entrepreneurial mission where social 
value comes at fi rst and later wealth creation. Ultimately, by social entrepreneur-
ship, one can peruse both goals: fi nancial self-sustainability and social value or the 
so-called social return on investment. That said, social entrepreneurship is not 
restricted to nonprofi t business; it can also include profi t organizations as long as 
their central direction is towards social value creation (Dees et al.,  2001 ; Schoof, 
 2006 ).

Parent Company

(Controlling Stake)

Affiliate 1
(line of 

Business X)

Affiliate 2
(line of 

Business Y)

Affiliate 3
(line of 

Business Z)

Affiliate 4
(line of Business 

XY)

Affiliate 5
(line of Business 

XZ)

  Fig. 53.1    Diversifi ed business group model       
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       Suggested Model: Al Rayes Group 

    The General Business Scheme 

 The general scheme of the suggested entrepreneurship project looks like a pyramid 
with four fl oors; we refer to them as “business lines.” Each fl oor consists of specifi c 
number of apartments and each apartment consists of a number of rooms. Floors 
represent the degree of maturity and stability of the businesses included in the fl oor 
and the type of demand they deal with as shown in Fig.  53.2 . Rooms represent dif-
ferent small businesses which are included into apartments based on both depen-
dency on each other and related fi eld. The top fl oor represents the mother company 
which can be defi ned as an investment company responsible for general manage-
ment and cooperation between different business types, “fl oors.” In general, Our 
model represents a group of small businesses that depend on each other to accom-
plish two main goals; the short-term goal relates to the survival in one of the most 
competitive markets in the world while the long-term goal is related to the expan-
sion of each small business “fl oor.”

  Fig. 53.2    Al Rayes group: ( a ) General structure. ( b ) Common factors in each fl oor business       
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       First-Line “Floor” Businesses 

 The fi rst fl oor represents a group of entrepreneurship projects that are mature 
enough, stable, and creative guarantying their business sustainability. This is because 
the entrepreneurship project chosen introduces demand services which satisfy daily 
necessary needs; hence, whatever the economic situation is, they will not go bank-
rupt. For example, a traditional restaurant in which services provided are considered 
as essentials or because the service provided is being supplied in a creative way in 
which the need is turned into an exciting activity such as the Engineering Café. 

 All these projects lie in the fi eld of hospitality and tourism. The reason behind 
choosing this fi eld is mainly because it’s considered to be a low-risk fi eld with good 
profi t margin especially when we are talking about hospitality projects that are 
related to food services such as restaurants, coffee shops, and juice shops. Another 
reason is the good experience of authors in this fi eld and the governmental vision of 
expanding this fi eld. In addition, a lot of creative ideas can be fostered in such fi eld. 
Finally, receivables in such fi eld have low risk as the nature of such business, i.e., a 
restaurant, allows for instant payments as soon as provided service is received by 
the customer, i.e., food delivery. Table  53.1  includes a brief description of each 
business.

   Let’s take the idea of the Engineers Restaurant and apply it to our criteria of this 
business line. The general idea of the Engineers Restaurant and Café is that it sup-
plies the meals to the customers using a new technological method that is not used 

   Table 53.1    First-line “fl oor” businesses   

 Entrepreneurship project  General description 

 Food supply 
 Eastern restaurant  The restaurant supplies its food to university students 
 Engineering restaurant  Restaurant and café that supplies its services using new engineering 

technologies 
 Juice and ice cream shop  • Natural juices that are served in a creative way 

 • Fresh ice cream being made on spot “fried ice cream” 
 Roastry and chocolate 
shop 

 Special designs and products supplied based on the client 
requirements 

 Candies shop  Includes crepe, waffl es, and pancakes being made freshly 
 Tourism 
 Van restaurant  Special van that supplies snacks and sandwiches to customers while 

they are having tours 
 Turkish path  Special Turkish path that is designed from the traditional ottoman 

paths 
 Desert resort  Supplies special sport activities being done in the desert 
 Autos 
 Car garage  Gives special services to cars and directs youth who really like to 

make special designs and services to their cars 
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in any restaurant before. This restaurant and café include different engineering 
departments such as aerospace engineering section and civil engineering section. 
In the aerospace engineering section, meals are provided through special UAVs as 
well as in the civil engineering section meals are provided using a train. So the way 
of supplying the services is creative and simulates the engineering background of 
each engineering major. The decoration of the restaurant is made in a special engi-
neering design. This idea is considered a creative and new idea that is expected to 
attract tourists who are visiting the city.  

    Second- and Third-Line “Floor” Businesses 

 Both second fl oor and third fl oor include entrepreneurship projects that depend on 
the fi rst fl oor or fi rst line of businesses. The projects chosen in the second and third 
lines of businesses introduce services that are of great interest to the fi rst-line busi-
nesses. The second-line projects differ from the third-line projects in the degree of 
business risk and percentage of profi t. This difference comes mainly from the fact 
that third-line projects deal with companies instead which means that less cash fl ow 
is available while in second-line projects we are dealing with cash payment only. 
Also, third-line projects have more market competitors and depend on the supply–
demand balance in determining the prices and overall performance. As a result, the 
performance of the fi rst-line businesses will have great effect on the performance of 
the third-line businesses. It can be seen from Fig.  53.3  that the second-line projects 
are smaller in size than the third-line projects. This is because the third-line busi-
nesses include projects that create and manufacture products from raw materials or 
import products from outside markets and sell to local market.

Entrepreneurship Project
Real States
Labor Residency Buildings
Real State Agency
Stores
General Maintenance Company
Business Consultancies
General Business Consultancies 

Agency
Special Gifts &Printing House
Advertising & Publishing Agency
Food Supply
Central Kitchen
General Trading & Logistics
General Trading Company
Import & Export Company

Entrepreneurship 
Project

Food Supply
Meat & Fish Shop
Fruit & Vegetable 

Shop
Tourism

Travel Agency
Laundry

Autos & Logistics
Car Rental Agency

Internal 
Transportation Agency

  Fig. 53.3    Dependent businesses: ( a ) Second-line “fl oor” businesses. (b) Third-line “fl oor”-depen-
dent businesses       
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       Mother Company 

 The mother company plays the major role in determining the general behavior and 
trend of all the businesses. It has the overall view that is not seen by the small busi-
nesses. As a result, the mother company is responsible for keeping all the small 
entrepreneurship projects that are under its management in the right track that serve 
well the entire group even if it comes at the cost of one or more of its members. As 
a result, all members should have the belief that decisions of the mother company 
are made for the entire group interest and profi t because survival of the entire group 
will lead to survival of its members and vice versa. In addition, the mother company 
should guarantee that all small entrepreneurship projects are coordinating appropri-
ately and satisfaction is found between both sides, supply and demand which are 
both members of the company. Further, the size of each project should be defi ned 
clearly. In fact, the appropriate sizing will guarantee the availability of appropriate 
amount of cash fl ow because the group has a part in which it supplies its services as 
credit. It also determines the degree of dependency of each project which refl ects 
the ability of the project to sustain. 

 The mother company draws the general line of behavior of the entire company 
without intervention in the management of each business unless it detects a behav-
ior or decision that is against the group vision. As a result, the group supplies small 
businesses of required consultancies and supports them fi nancially against a profi t 
margin taken from each entrepreneurship project.  

    Integrated Model: Al Rayes Group 

 Al Rayes Group works in fi ve different business fi elds: hospitality, autos, logistics, 
real estates, and business consultancies as illustrated in Fig.  53.4 . Our core business 
fi eld that we rely on is the hospitality that can be divided into two main subgroups: 
food supply and tourism. Business cooperation includes the exchange of services 
and products of the different entrepreneurship businesses among each other to guar-
antee that the maximum amount of entrepreneurship business expenses are being 
recycled among the group. Table  53.2  illustrates the interaction of fi rm between the 
group divisions. Second-line and third-line businesses supply services and products 
to the fi rst-line businesses and to each other. For instance, the printing house  supplies 
services to businesses in both the fi rst line and second line. On the other hand, the 
group deals with two different types of demand: end-user consumer and mid- user 
consumer. All the fi rst-line businesses give services to the end-user consumer who 
pays cash and needs these services. The second-line businesses supply services to 
both types and this is the reason we mentioned that they have higher risk compared 
to the fi rst-line businesses. Finally, the third-line businesses deal totally with mid-
user consumer and can supply services as credit.
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        Project Progress 

 The business point from where such large and complex project has started was Al 
Nawaier Al Shamiah Cafeteria. This small entrepreneurship project was launched in 
April 2013. Within 16 months, the cafeteria was able to expand to a restaurant with 
total number of 32 staff members. The profi t then was used to open a new business 
which was a laundry. Its vision is always to work on a comparative advantage that 
introduces its services in new ways into the market. For example, the laundry intro-
duced a postpaid membership electronic cards to its clients with a great package of 
services such as free delivery services and attractive cashback rates on the card. 
Within a period of 3 years, Al Rayes Group was able to have fi ve entrepreneurship 
projects and it has a time plan to expand to 15 more entrepreneurship projects in the 
next 4 years. The project expands according to fi ve phases that are beyond our 
research scope. The future plan was put based on the market requirements and sta-
tus, fi nancial resources, and each project signifi cance to the entire group. The plan 
has a strategy to work in parallel with regard to the businesses included in the dif-
ferent three lines. The project is still in its fi rst phase which is concentrating on the 
food supply division. 

Food Supply Tourism

Autos

Al Nawaier Al 
Shamiah Rest.

The Engineers Cafe

Lazeez & Barid 
Juices & Ice Cream

Zahrat Al lotus 
Roastry

Candy Shop

Meat & Fish Shop/ 

Hospitality

Fruit & Veg. Shop/ 
Supply

Van Cafetria

Laundry

Central Kitchen 

Turkish Path

Desert Resort

Travel Agency

Car Garage

Car Rental Agency

Internal Transportation 
Agency

Business SME

Kitchen Equipment 
supply/ Maintenance

General Trading

Bikes Garage
Supermarket

  Fig. 53.4    Al Rayes organizational structure       
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   Table 53.2    Firms interlock within the revised conglomerate Al Rayes model   

 No.  Entrepreneurship project 
 Receive services from entrepreneurship project 
number 

 Food supply (fi rst line) 
 1  Eastern restaurant  3, 4, 5, 6, 10, 11, 12, 13, 15, 17, 18, 19, 21, 24–32 
 2  Engineering restaurant  3–6, 12–15, 17, 18, 19, 21, 22, 24–32 
 3  Juice and ice cream shop  4–6, 11, 13, 15, 17, 18, 19, 21, 24–31 
 4  Roastry and chocolate shop  5, 6, 11, 13, 15, 17, 18, 19, 21, 24–31 
 5  Candies shop  4, 6, 10, 13, 15, 17, 18, 19, 21, 24–31 
 6  Supermarket  10, 15, 17–22, 24–33 

 Tourism (fi rst line) 
 7  Van restaurant  4–6, 10, 12–15, 17–19, 21, 24–31 
 8  Turkish path  1, 4–6, 10, 13, 14, 15, 17–22, 24–33 
 9  Desert resort  1, 3–6, 10, 11, 13–33 

 Autos (fi rst line) 
 10  Car garage  16–21, 24–29, 32, 33 
 11  Bike garage  16–21, 24–29, 32, 33 

 Food supply (second line) 
 12  Meat and fi sh shop  10, 15–21, 24–33 
 13  Fruit and vegetable shop  10, 15–21, 24–33 

 Tourism (second line) 
 14  Travel agency  16–19, 21–29 
 15  Laundry  17–21, 24–29, 32 

 Autos and logistics (second line) 
 16  Car rental agency  10, 17–22, 24–29 
 17  Internal transportation agency  10, 16, 18–22, 24–29 

 Real estates (third line) 
 18  Labor residency buildings  19, 21, 24, 27–29 
 19  Real estate agency  24–29 
 20  Stores  19, 21, 24, 27–29 
 21  General maintenance company  24–29, 32, 33 
 22  Offi ce buildings  19, 21, 24, 27–29 
 23  Residential buildings  19, 21, 24, 27–29 

 Business consultancies (third line) 
 24  General business consultancy 

agency 
 10, 16–19, 22, 23, 27 

 25  Special gifts and printing house  10, 16–19, 22, 23, 27 
 26  Advertising and publishing agency  10, 16–19, 22, 23, 27 
 27  Internal audit agency  10, 16–19, 22, 23 
 28  Labor supply services/recruitment 

agency 
 10, 16–19, 22, 23, 27 

 29  External PRO/typing centre  10, 16–19, 22, 23, 27 
 Food supply (third line) 

 30  Central kitchen  24–29, 32, 33, 10, 15, 17–22 
 31  Kitchen equipment supply/

maintenance 
 10, 15, 17–22, 24–29, 32, 33 

 General trading and logistics (third line) 
 32  General trading company  17–29, 33 
 33  Import and export company  17–29 
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 After 3 years of launching its fi rst entrepreneurship project, this idea has been 
developed to be more practical so that it can meet the market requirements. The fi rst 
group of projects are considered to be well developed and mature projects so that 
they can help the other dependent projects to sustain. There are certain number of 
challenges to reach to the ideal company divisions. These challenges are mainly 
within the bounds of the ability to manage and coordinate between other small busi-
nesses. In addition, the sizing of each small business should be determined in a way 
so that maximum utilization factor could be achieved for the company’s resources.   

    Conclusion and Future Work 

 In conclusion, the project that has been introduced depends on the conglomerate 
business that defi nes certain number of small dependent entrepreneurship projects 
that help each other to sustain and expand. More researches should be done on 
resource allocation, as how to optimize the size of each project to get the maximum 
utilization factor of each available resource. Finally, the better the correlation 
between businesses, the higher the profi t margin and overall stability.     
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    Chapter 54   
 A Web-Based Benchmarking Tool 
and Database for SMEs: Research in Progress                     

     Norita     Ahmad     ,     Fariedah     Maarof     ,     Elgilani     Eltahir Elshareif     , 
and     Jade     Opulencia    

    Abstract     This research focuses on developing a standard benchmarking tool and 
database that can be used by SMEs in the UAE to evaluate themselves against their 
competitors. The project presents an adaptation of an existing tool, QuickView, 
already in use in the USA. The short-term objectives of the project are to determine 
whether QuickView could be usable in the UAE, and to test whether SMEs in the 
UAE could be evaluated against the 4000 US SMEs on the QuickView database. 
Eventually, the goal is to help SMEs in the UAE improve bottom-line performance 
by transforming their practices for competitive advantage.  

  Keywords     SMEs   •   Benchmarking tool   •   UAE   •   Performance measurement   • 
  Web-based  

      Introduction 

 In the midst of the current global economic downturn, the United Arab Emirates 
(UAE) is taking concrete steps to grow the economy, diversify from oil, and create 
quality employment for its citizens while moving towards a digitally enabled econ-
omy. In the UAE, it was estimated that small and medium enterprises (SMEs) con-
tributed 60 % of gross domestic product (GDP) in 2015 (Faria,  2015 ). As such, the 
UAE Government recognizes the importance of SMEs as key to economic growth. 
SMEs are a dynamic sector of the economy that contribute signifi cantly to the GDP 
and provide jobs for the majority of the private-sector employees. Given that the 
manufacturing sector has led the innovation and productivity growth over the past 
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decade, strengthening the hands of SMEs becomes essential for the UAE to retain 
and improve its competitive edge in the dynamic global economies. 

 However, there lacks an applicable modeling methodology and tools to help 
SMEs to identify areas where changes would be needed in order for them to operate 
at a higher level of competence. This is critical, as SMEs typically have much 
 limited resources. When facing massive uncertainty in today’s dynamic and global 
economy, an SME’s decisions on transforming their business operations are chal-
lenging and extremely risky. Therefore, a comprehensive investigation of SMEs’ 
operation effi ciencies is necessary, which aims to help them make assured and 
informed decisions to reposition themselves for competitive advantages. 

 This research focuses on developing a standard benchmarking tool and database 
that can be used by SMEs in the UAE to evaluate themselves against their competi-
tors. The project presents an adaptation of an existing tool called QuickView, 
already in use in the USA. The short-term objectives of the project are twofold: (1) 
To determine whether QuickView, that is a primary assessment and business plan-
ning tool that was designed in the USA, could be usable in the UAE and (2) to test 
whether manufacturing SMEs in the UAE could be evaluated against the 4000 US 
SMEs on the QuickView database. The eventual goal of this research is to help 
SMEs in the UAE improve bottom-line performance by transforming their practices 
for competitive advantage. Specifi cally this research will

    (1)    Conduct a comprehensive study of variables that affect SMEs’ performances in 
the global economy.   

   (2)    Develop a generic, customizable, service-oriented, and adaptable business 
operations model to enable the quantitative analysis of a variety of strategic and 
operational challenges confronted by SMEs.   

   (3)    Provide mechanisms to allow an individual SME to develop practical and 
prioritized.   

   (4)    Countermeasures with greater certainty to transform its manufacturing business 
processes for a competitive advantage.      

    Research Background 

 The performance of an SME is affected by its business operational environment and 
adopted corresponding practice, which is quite often described if possible by using 
many quantifi able and nonquantifi able variables. Given the severely intensifi ed 
competitive global market, how does an SME get better understanding of the prob-
lems and opportunities confronting its operations? 

 In this study, the development of a performance measurement model for SMEs is 
considered. The approach will be to take an existing benchmarking model, 
QuickView, which was developed by the Northeast Manufacturing Technology 
Center (NEMTC) located at Rensselaer Polytechnic Institute (RPI), one of the three 
original Manufacturing Extension Partnership Centers sponsored by the US Depart-
ment of Commerce. NEMTC under grants from the National Institute of Standards 
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and Technology (US Department of Commerce) and the New York State Department 
of Economic Development developed QuickView as an initial assessment and 
 business-planning tool (Simons, Ron, & Michele,  1991 ). The idea behind QuickView 
development was to use the criteria that the large companies used to evaluate pro-
spective suppliers and then use these criteria to measure the capability of the indi-
vidual SME (Simons et al.,  1991 ). QuickView is a simple but effective assessment 
tool to generate a performance report for an SME, which allows the SME to quickly 
identify how it performs when compared to its peers. QuickView questionnaire con-
tained 229 questions, which were combined into 51 intermediate nodes called func-
tional performance indicators. These 51 nodes were combined into 13 fi nal factors 
called general performance indicators (e.g., grand total based on simple summa-
tion). The internal weighting system for the questions into nodes and the nodes into 
factors was determined empirically using focus groups of experienced extension 
agents and other manufacturing experts (Ahmad,  2005 ). 

 The questions are either quantifi able or nonquantifi able. When a question is non-
quantifi able, it is answered with a number from a predefi ned scale-based group of 
numbers. These questions are widespread distributed in a variety of business aspects, 
stretching the following 12 critical operations:

    1.    Management practices (e.g., procedures, strategy, organizational structure)   
   2.    Human resources (e.g., procedures, training)   
   3.    Market management (e.g., customer service, trends)   
   4.    Bidding/quoting (e.g., procedures, record keeping)   
   5.    Purchasing (e.g., material management, supplier relations)   
   6.    Engineering/design (e.g., procedures, technology)   
   7.    Operations management (e.g., scheduling, delivery)   
   8.    Manufacturing technology (e.g., equipment, tools, tolerances, maintenance 

procedures)   
   9.    Maintenance (e.g., repairs, calibration checks)   
   10.    Quality management (e.g., performance, procedures)   
   11.    Pollution prevention and waste minimization (e.g., “green manufacturing,” 

training)   
   12.    Information management (e.g., how information is handled, technology support, 

and training)     

 Client’s responses to this comprehensive questionnaire are plugged into 
QuickView, where a thorough analysis is done against over 4000 manufacturing 
companies’ standards. The SME’s performance profi le is also compared to compa-
nies within their specifi c Standard Industrial Code (SIC) classifi cation. A sophisti-
cated expert-based benchmarking model is used to generate a report. The report is 
then used to help identify those operational areas that may need some attention, 
determine areas for capital and time investment, and highlight some of the nontech-
nical parts of the operation that may be delaying the company’s growth and com-
petitiveness. It is now in use in 38 states and has been so successful that the National 
Institute of Standards and Technology has designated it as a national model for 
SME assessments (CNYTDO,  2012 ). 
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 As SMEs grow, they increasingly need connectivity to the world economy, 
knowledge about market opportunities, and a better understanding of their own 
operations. Apparently, there is a need for an applicable modeling methodology, 
which not only models the unique behaviors of an SME but also helps the SME 
optimize its priority of the countermeasures in a quantitative and assured fashion. 

 It is important to note that even though QuickView has been used for more than 
20 years in the USA, it has two main limitations due to its large and fi xed structure 
(Ahmad,  2005 ). First, it lacks an effective structure for formulating the selection 
problem and requires discrimination among large numbers of interacting, hard-to- 
evaluate qualitative and quantitative factors. Second, QuickView is also very limit-
ing in its weighting and scoring aspects. In order to modify its weighting and 
scoring, the entire system must be recalculated. Therefore, the next step of the 
research is to update and modify the current structure of QuickView model to make 
it an open structure to allow for easy modifi cation and update of specifi c industry 
and country. Ultimately, a Web-based version of the improved QuickView will be 
developed by utilizing a dedicated Web-based database server that collects, stores, 
manipulates, evaluates, and translates the acquired responses from participating 
SMEs.  

    The Assessment of SMEs in the UAE Using QuickView 

 This research seeks to expand upon previous research on performance measurement 
of SMEs (see Ahmad,  2005 ; Ahmad, Berg, & Simons,  2006 ; Ahmad & Piovoso, 
 2007 ; Ahmad, Piovoso, & Qiu,  2007 ; Ahmad & Qiu,  2006 ,  2009 ). As discussed 
above, this project will test the validity of QuickView by using it in a sample of 
SMEs in the UAE. 

 The research tasks can be summarized as follows:

    (1)    Phase 1: Conduct a survey sample of 20–30 SMEs.   
   (2)    Phase 2: Based on the result of Phase 1, (a) if it was determined that the US 

QuickView model did not fi t the SMEs in the UAE then a UAE-specifi c model 
and database will be created and (b) if it was determined that the US QuickView 
model did fi t the SMEs in the UAE then an open-structure QuickView will be 
developed to allow it to be modifi ed and updated for specifi c industry and 
country.   

   (3)    Phase 3: Regardless of the result in Phase 1, a Web-based version of the 
improved QuickView will be developed. This can be accomplished by utilizing 
a dedicated Web-based database server that collects, stores, manipulates, evalu-
ates, and translates the acquired responses from participating SMEs.     

 The fi rst phase of the research was done at the beginning of 2015 and it took us 
more than 4 months to collect the data. At the end of the data collection period, we 
managed to collect 20 samples. The main objective of the fi rst phase was to answer 
the question: “Should a non-US SME be compared to a US SMEs in the current 
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database?” In order to help us answer the question, we looked at two different 
issues. The fi rst issue was about the methodology itself—the questionnaires and the 
implementation of survey. The second issue was about the results of the survey—
comparison between the data of the US database and the data of the UAE sample.  

    Methodology 

 The survey was conducted by visiting the companies that agreed to participate and 
this required a major commitment of time for each of them (phone calls, e-mails, 
and two to three visits of approximately 90 min each). Even though we believe that 
this process developed a much deeper knowledge of these companies as well as 
more reliable answers than a mail survey (Easterby-Smith, Thorpe, & Lowe,  1991 ), 
it was very time consuming for both the companies and the researchers.  

    Initial Findings 

 It is important to note that although the sample size was very small, we managed to 
draw some initial inferences and had a few interesting observation to share. The fi rst 
observation was that the application of the survey was more diffi cult than antici-
pated. The companies were somewhat reluctant to enter this process. We contacted 
about 100 companies and received responses from less than 20 % of them. Even 
those who agreed to participate were not very happy with the total number of ques-
tions that they had to answer. Most of them answered the vast majority of the 
 questions but none of them completed the survey in its entirety. 

 Another observation was related to the fact that QuickView was developed more 
than 20 years ago when the requirements for manufacturing effectiveness/success 
were based on aspects that would be considered as “traditional” now, e.g., total 
quality management. In addition, given the fact that we are living in a golden age of 
technologies, we should also incorporate technology-related questions in our 
questionnaires. 

 On the positive side, several of the companies that participated in the survey saw 
the value in this kind of assessment and provided valuable feedback to us. For 
example, from the feedback, we realized that the approach to economic develop-
ment needs a major strategic rethink. Current trends suggest that wealth generation 
will come from an integration or combination of production/operation activities, 
professional services, and information technology at the level of the individual 
SME. Specifi cally we should explore how the integration of different activities 
could be used to provide a basis for innovation and enterprise/entrepreneurial initia-
tives that result in SMEs being able to provide value that makes their offerings 
attractive in international markets (differentiation), as well as internationally com-
petitive. We should also explore on the importance of contributions by the private 

54 A Web-Based Benchmarking Tool and Database for SMEs: Research in Progress



636

sector particularly in providing necessary services as well as the public sector in 
facilitating and encouraging linkages, and in providing programs to facilitate and 
help SMEs improve their international competitiveness. 

 These trends suggest that the scope and nature of the competitiveness of the fi rm 
could usefully be reviewed to suit the particular requirements and conditions of the 
businesses in the UAE in relation to international markets in a knowledge-intensive 
world. These trends also suggest that it is appropriate to start by analyzing the 
appropriateness of QuickView and developing a more appropriate benchmarking 
measure later. 

 A further benefi t of this approach is that it would allow the researchers to arrive 
at a more parsimonious scale for benchmarking purposes. We would anticipate the 
following contributions to literatures:

    1.    Development of a tool for evaluating the requirements for success (or key inno-
vation management capabilities) for SME businesses in the UAE in the new 
knowledge-intensive environment.   

   2.    Identifying key dimensions infl uencing the performance of SME businesses in 
the UAE.   

   3.    Comparison of the key dimensions infl uencing the performance of SME busi-
nesses in the UAE across industry sectors.   

   4.    Comparison of the key dimensions of this benchmarking framework with those of 
a corresponding framework in a developed economy (with QuickView in the USA).     

 We would anticipate the following practical contributions:

    1.    A (hopefully parsimonious) tool for managers to benchmark the capabilities of 
their business and to identify areas for improvement that would be relevant to 
their situation in the UAE for competing in international markets.   

   2.    A benchmarking tool that would allow comparison with requirements for similar 
businesses in the USA (using the QuickView database), that is, allow interna-
tional benchmarking.   

   3.    Findings that would allow the development of appropriate and relevant work-
shops for business managers to support the development of international com-
petitiveness in their own businesses.      

    Discussion and Implications 

 In summary, we would expect that this project could contribute to a signifi cant 
degree to both knowledge and practice in the fi eld of business development, innova-
tion management capability, and international competitiveness at the local and 
international levels. 

 The model will be structured for stepwise testing and validation. As new fi ndings 
are found, they will be incorporated into the model. So the developed model can be 
refi ned and retuned and eventually be used as a standard Web-based benchmarking 
tool and database in the UAE. 
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 The high complexity and need of full engagements from many participants 
(organizations and individuals) often prohibit companies from taking risk. This 
investigation provides an opportunity to investigate a potential reference model for 
further exploring competency model assisting manufacturers in improving their 
long-term competitiveness. 

 The managerial and research implication of this study is fourfold. First, this 
exploration targets hundreds of quantifi ed variables affecting SME performance 
under the umbrella of the emerging global manufacturing and services. A compre-
hensive and better understanding of today’s SME best practices in a quantitative 
manner will result. Second, the research will advance the knowledge basis of trans-
forming current manufacturing enterprises into more coherent, integrated, and 
 competitive service-oriented ones. Third, the proposed innovative methodology will 
solidify the foundation for further research in a variety of business process transfor-
mation services across manufacturing and other industries. Fourth, the emerging 
manufacturing competencies in developing countries have toughened the landscape 
and intensifi ed the competition; therefore an applicable modeling methodology can 
be used to help an individual SME to develop practical and prioritized countermea-
sures with greater certainty to transform its manufacturing business processes for a 
competitive advantage.     
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    Chapter 55   
 Analysis of Start-Up Ecosystems in Germany 
and in the USA                     

     Richard     C.     Geibel      and     Meghana     Manickam     

    Abstract     The start-up ecosystems in Germany and in the USA are different in 
several dimensions and they have a huge impact on the success of start-ups. In this 
study the factors that affect the start-up ecosystems are compared. What start-ups 
consider as critical to their success and how this varies based on the location of the 
start-ups are analyzed. Using the developed scoring mechanism, the study compares 
the relative scores of various success factors between the German and American 
start-ups to identify areas for improvement. The fi ndings suggest that Germany is 
successful in implementing co-working spaces and incubators but it lacks on accel-
erator programs. Further, it needs to develop a better support system for their start- 
ups while the German start-ups themselves need to focus on building a stronger 
internal team in order to boost the start-up ecosystem.  

  Keywords     Success factors   •   Internal factors   •   External factors   •   Support from 
 incubator/accelerator   •   American start-ups   •   German start-ups   •   Scoring mechanism   
•   Start-up ecosystem   •   Areas for improvement   •   Start-up environment  

      Introduction 

 Entrepreneurship is a key factor that drives economic growth and innovation of a 
country and helps deliver new opportunities for all its citizens (Cordova et al., 
 2013 ). In order to compete in world markets, countries need to have the capacity 
and wherewithal to support the high rates of establishment and dissolution of start-
ups (Bednarzik,  2000 ). Currently the USA ranks as the number one place, which 
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provides the most conducive environment for entrepreneurs while Germany lags 
behind (Nisen et al.,  2013 ). 

 A report issued by the Global Entrepreneurship Monitor indicates that the per-
centage of adults involved in start-ups in the USA hit a record high of 13 % in 2013 
while it was just 5 % in Germany (Ernesto & Bosma,  2013 ). Taking into account 
that a large percentage of start-ups fail, it becomes even more critical to ensure their 
success in countries like Germany to assure the positive development of the start-up 
ecosystem. 

 The success of a start-up depends on a plethora of factors. Given the rapidly 
growing popularity and importance of entrepreneurship around the world and the 
high risks associated with it, it is imperative to understand what the critical factors 
are for the success of a start-up. While existing literature focus on factors necessary 
for the success of a start-up in the pre-launch phase, there is a necessity to examine 
further how these factors vary across different geographical locations and culture. 

 This study focuses on a comprehensive understanding of what the critical  success 
factors are for start-ups in different locations, specifi cally in the USA and Germany, 
and identifi es key areas that the start-ups and incubators/accelerators need to focus 
their resources on in order to be successful. However, it is important to remember 
that this study is subjective despite efforts to be as objective as possible. The study 
develops a set of hypotheses based on surveys and expert interviews.  

    Success Factors 

 Critical success factor is defi ned as those characteristics, conditions, or variables 
that, when properly sustained, maintained, or managed, can have a signifi cant 
impact on the success of a fi rm competing in a particular industry (Leidecker & 
Bruno,  1984 ). In order to determine what the critical success factors for start-ups 
are, we conducted an extensive literature review and developed a framework con-
taining 25 important factors. These were analyzed to determine the top three critical 
success factors within each of the three categories, which is explained further in the 
next section. 

    Categorization of the Success Factors 

 The 25 success factors were grouped into three categories as “internal factors,” 
“external factors,” and “support from incubator/accelerator.” Internal factors pertain 
to those variables that come from within the start-up and over which the founders 
have a great degree of control. External factors pertain to the external forces, which 
develop as a result of the environment in which the start-up is placed and over which 
the founders have little or no control (Feinleib,  2012 ). Finally, the last category 
refers to the factors, which are specifi c to the incubator/accelerator, if any, that the 
start-up is associated with. 
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 This categorization allows for a clear understanding of what set of critical  success 
factors play an important role in determining whether a start-up is successful or not. 
It also allows for easy comparison between start-ups across different geographical 
locations and identifi cations of areas of improvement. The list of the various success 
factors considered for our research can be found in Table  55.1 .

        Methodology 

 In order to determine what the success factors for a start-up were, this study was 
divided into two parts. The fi rst part involved the identifi cation and mapping of the 
various success factors into the three categories. The second part involved develop-
ing a scoring mechanism that would allow for easy comparison of the different 
 success factors across different start-ups globally. Using this scoring mechanism, 
start-ups in the USA and in Germany were asked to score the different success fac-
tors and also identify how favorable or how well each of the success factors was 
satisfi ed. The average scores of the success factors in the USA and in Germany were 
then compared to identify areas of improvement. The scores by the start-ups in the 
USA were used as a benchmark in order to determine how the start-ups in Germany 
were currently performing. 

    Scoring Mechanism 

 Each success factor in the three categories is scored on a scale of 1–10 with 1 being 
the least critical and 10 being the most critical. Further, each start-up was also asked 
to score on a scale of 1–10 how well each factor was satisfi ed or was favorable to 

   Table 55.1    Categorization of the success factors   

 Internal factors  (A)   External factors  (B)  
 Support from incubator/
accelerator  (C)  

 1. Employees/team  1. Government policies  1. Mentorship 
 2. Work culture  2. Political stability  2. Expanding network connections 
 3. Co-founders  3. Location  3. Financial funding 
 4. Organization structure  4. Access to talent  4. Tax, legal, business, etc. support 
 5. Exit strategy  5. New market access  5. Infrastructure 
 6. Marketing strategy  6. Access to existing 

market 
 6. Workshops/events 

 7. Customer network  7. Competitors 
 8. Product  8. Prior experience 
 9. Ability to scale 
 10. Company pitch 
 11. Balancing work 

and family life 
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the start-up, 1 being 0 % satisfi ed/very unfavorable and 10 being 100 % satisfi ed/
extremely favorable. 

 The scores for each success factor in each of the three categories are then aver-
aged individually for all the start-ups in the USA to obtain a composite score for 
each success factor. The same is repeated for the start-ups in Germany. The top three 
critical success factors in each category were then further analyzed and used for 
developing recommendations. 

 Further, the composite scores of the different success factors within a category 
are averaged to give an overall score for each category for the USA and for Germany.  

    Selection of American Start-Ups 

 For the purpose of this study, we identifi ed several successful start-ups from the 
USA, which were a part of top incubators/accelerators such as Techstars and 
Y-Combinator (Gruber,  2012 ). Data was collected from 17 successful start-ups 
located in the Silicon Valley, New York, Boston, Texas, and other upcoming start-up 
locations. Data was collected primarily through online surveys among others, which 
represented different geographical locations, industries, and size.  

    Selection of German Start-Ups 

 Similarly, successful start-ups in Germany were selected from the Cologne region 
due to its importance as an entrepreneurial hub alongside Berlin, London, 
Amsterdam, and other cities in Europe (Top 10 Most Vibrant Entrepreneurial 
Ecosystem Hubs in Europe,  2013 ) in view of its high GDP and rapidly developing 
start-up ecosystem for the fi rst phase of the study. Further, its close proximity to our 
location made it possible to collect fi rst-hand data through in-person interviews 
in addition to online surveys. As with the American start-ups, these start-ups in 
Cologne represented a diverse range of industries and size. Currently, more data 
from start-ups is being collected for the second phase of the study.   

    Results 

 The data from the survey showed that both the US and German start-ups place 
almost equal importance on each of the three categories, with German start-ups plac-
ing a much higher importance on the role incubator/accelerator play in their success. 
However, the German start-up ecosystem needs to further focus on improving how 
well they are able to achieve ideal levels of satisfaction of different factors within 
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each category, particularly when it comes to support from incubator/accelerator. 
See Figs.  55.1  and  55.2  for the scores. The numbers by themselves mean nothing; it 
is the relative comparison of the scores that is of prime importance.

       Internal Factors 

 From our research, it appears that the US start-ups place a high level of importance 
on the co-founders, work culture, and employees while the German start-ups place 
an inordinate amount of importance on their product, marketing strategy, and their 
ability to scale. The detailed scores of the different internal factors (A) are shown in 
Figs.  55.3  and  55.4 .

    Although these factors are just as important, we hypothesize that the US start-ups 
are very people oriented and fi rst focus on the team and build a strong core founda-
tion before developing their other capabilities. The German start-ups, on the other 
hand, focus more on the product/idea. 
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    Co-founders 

 Most founders in the USA feel strongly that it is important to have a co-founder 
with complementary skill sets with whom they have worked with in the past and 
who share a common vision for the company.  

    Employees 

 Finding the right people who share the company’s vision and passion and who bring 
the right set of talents plays an important role in ensuring the start-up’s success. 
Clearly Germany has yet to develop its talent pool to include a more internationally 
diverse population. Further, venture capitalists consider a good team to be one of the 
most important factors while making an investment (Harroch,  2013 ). Hence, to 
secure the required funding to market their product, the German start-ups fi rst need 
to focus on building a stronger team.  
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    Work Culture 

 The work culture sets the aims and aspirations for the current team and future hires. 
It has a direct impact on employee satisfaction, organization’s ability to recruit, 
company image, and the product.   

    External Factors 

 Among the external factors, access to new and existing markets and access to talent 
are considered the top three success factors by both German and US start-ups. 
However, all three factors fall short of their US counterparts when it comes to 
how favorable each of these factors are. The detailed scores are shown in Figs.  55.5  
and  55.6 .
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       Access to Talent 

 Most of the successful start-up hubs in the USA are located in the Silicon Valley, 
New York, and Boston which have close ties with top universities such as Stanford 
University, MIT, Harvard, University of California, Berkeley, among others which 
boast a strong and talented international community of students. This makes it eas-
ier for start-ups to gain access to the top talent from across the world. The poor 
access to top talent in Germany also has a negative impact on how satisfi ed the 
entrepreneurs are with their employees. This is indicated by the poor employee 
score in the previous section.  

    Access to Existing Market and New Market 

 Majority of the Americans are the fi rst among their peers to try out new gadgets and 
services (Soper,  2013 ). The USA has a higher concentration of early adopters mak-
ing it an ideal hub for innovation and creativity. On the other hand, Germans are 
quite risk averse (Hedderich,  1999 ) making them a diffi cult customer segment to 
market new ideas since they focus on early and late majority. These factors com-
bined together result in a higher favorability when it comes to location when 
 compared to Germany.   

    Support from Incubator/Accelerator 

 While developing network connections, fi nancial aid, and mentorship is considered 
to be critical by both start-ups in the USA and Germany, German incubators/ 
accelerators appear to be more successful in providing workshops, infrastructure, 
and tax and legal support. The detailed scores of the different factors related to 
 support from incubator/accelerator (C) are shown in Figs.  55.7  and  55.8 .
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    However, it is important to remember that German incubators tend to lean 
towards the model of a co-working space rather than the traditional American incu-
bator/accelerator model, which is profi t driven. That might explain the discrepancy 
in the scores. Therefore, considering that support from incubator/accelerator was 
rated the highest among the three categories, Germany needs to develop a system, 
which provides start-ups with better fi nancial funding if they are to succeed. 

    Network Connection 

 This provides founders with potential new collaborators and customers, better 
insight into the industry and competitors, and knowledge of new technologies.  

    Financial Assistance 

 Initial funding in order to launch the idea and long-term funding from investors play 
an important role in ensuring that start-ups are able to successfully transform their 
ideas from the drawing board into real-life solutions. While most start-ups in the 
USA have access to a plethora of investors, the same is limited in Germany. This 
makes it diffi cult to raise pre-seed, fi rst, and second round of capital and to scale the 
company quickly.  

    Mentorship 

 A good mentor will be able to help steer founders away from many mistakes that 
fi rst-time entrepreneurs will likely make. By drawing knowledge from a plethora of 
experiences and other companies, founders can learn faster and avoid the same 
 pitfalls while developing better strategies more effi ciently. 

 However, this is slowly improving in Germany and entrepreneurs are gaining 
new insights through various business plan competitions and easier access to expe-
rienced entrepreneurs in their fi eld.    

4.00

5.00

6.00

7.00

8.00

9.00

Workshops/Events Tax, Legal, 
Business etc.

support

Infrastructure Mentorship Financial Funding Expanding 
Network 

Connections
US Germany

  Fig. 55.8    Detailed score of favorability/satisfaction of support from incubator/accelerator       

 

55 Analysis of Start-Up Ecosystems in Germany and in the USA



648

    Areas of Improvement for German Start-Ups 

 Based on our fi rst phase of study, it is clear that the US start-up ecosystem has an 
intricate web of mentors, talent pool, easier access to markets and funding, strong 
founding teams, and more willing and curious customers to boost the start-up envi-
ronment. When it comes to internal factors, German start-ups should focus on 
developing their internal team, particularly building a stronger employee base and 
work culture while also improving their exit strategies. 

 Regarding external factors, Germany needs to attract a more internationally 
diverse population to its universities which will act as a talent pool from which start- 
ups can draw new recruits with diverse skill sets. One of the biggest obstacles in this 
process is the widespread use of German as the prime language for teaching. This 
deters foreign students from studying in Germany. Encouraging teaching in English 
will act as a stimulus in attracting more international students. 

 Finally, while most incubators in Germany tend to provide facilities more aligned 
to a co-working space, they should also focus on connecting founders to more expe-
rienced mentors in the industry and venturing capitalists to secure funding. However, 
it is imperative to note that these recommendations are made based on a limited data 
set and a explorative analysis. A more in-depth and objective analysis will be per-
formed in the second phase of the study when we have collected data from several 
more start-ups in other regions.  

    Future Work 

 The next step in this study is to collect data from emerging start-up hubs in Germany 
such as Berlin through a combination of online surveys and in-person interviews. 
This data will be used to revisit our scores for the different factors and refi ne our 
recommendations. We aim to further analyze how the success factors vary based on 
gender and industry sector and what can be done to encourage the growth of more 
female entrepreneurs. Further we aim to develop more objective results by back 
testing our hypothesis with the various levels of success of the different start-ups.  

    Conclusion 

 It can be concluded from this study that for the most part, the top success factors in 
the three different categories remain the same for both German and US start-ups 
despite the different locations. However, the main difference in start-up success 
arises primarily from how well founders are able to meet certain criteria and how 
favorable certain factors are to the start-up. While currently the USA has developed 
a very conducive environment for the start-up development, Germany needs to 
focus on developing better support systems to boost the start-up environment.     
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    Chapter 56   
 Zero-Debt Start-Up in Capital-Intensive Solar 
Industry: A Case Study on Rays Experts                     

     Nishtha     Gupta     ,     Monika     Singla     , and     Udit     Agrawal    

    Abstract     The objective of this chapter is to present the case of a young entrepreneur 
from India. Rahul Gupta is the founder of Rays Experts, a solar energy entrepre-
neurial venture. The solar energy sector, according to a study by AT Kearney (Unni 
et al. Solar power and India’s energy future (Publication). Retrieved December 31, 
2015, from ATKearney website:   http://www.atkearney.in/documents/10192/692844/
Solar Power in India—Preparing to Win.pdf/b6b34499-8285- 4813-9d66-ecdc
293a8537    , 2013), is slated to become worth billions of dollars over the next 8 years. 
It is a clean source of energy that provides not only a fi llip to employment and eco-
nomic growth but will also never run out. When only very few start-ups grow in the 
infrastructure sector in India, Rays Experts is giving large solar plant ventures a run 
for their money in just 2 years. Aspects related to the unique capital structure (it has 
no long-term debt on its balance sheet), fi nancial management (playing with fi xed 
costs), and unique business model are presented and analyzed in this case. Accoun-
ting ratio analysis has been used as a tool to understand company’s fi nancial 
strength. In a country like India that is still developing a successful entrepreneurial 
venture like Rays Experts, with no debt on its balance sheet, would provide 
very useful learning in terms of the methodology adopted for starting a successful 
venture with organic growth in the capital-intensive industry. It also sheds some 
light on the problems that a start-up can face in case of absence of external funding 
or debt.  

  Keywords     Zero-debt start-up   •   Entrepreneurship   •   Indian solar start-up   •   Renewable 
energy   •   Capital structure  

 When everything seems to be going against you, remember that the airplane takes off against the 
wind, not with it. 
 Henry Ford, founder of Ford Motor Company. 
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       Introduction and Case Methodology 

 Ever realized the importance of being at the right place, and at the right time? Then 
ask Rahul Gupta, founder and owner of Rays Experts, today India’s third largest 
solar power fi rm, who instead of taking up a job from campus placements at IIT 
Roorkee, started his own company Rays Experts. He came across the idea of getting 
into this renewable energy business during his engineering graduation through a 
newspaper article and was quick enough to act within a year. He started this com-
pany in 2010 with a capital of INR 0.01 crores which he had earned through 
his independent consultancy projects in college. As reported by India Today ( 2009 ), 
solar was just being introduced in the country then and the fi rst commercial solar 
power plant was just being set up in the state of Punjab (Chhabra, “India’s fi rst solar 
power plant opens in Punjab,”  2009 ). He and his sister, Nidhi Gupta, are the only 
shareholders of this private limited company. This is the story of very-down-to-earth 
small-town guy, Rahul Gupta, who was told at his placement that he needs to go 
through his entire curriculum of engineering again just to be anywhere. His power 
to struggle probably had other plans for him. 

 The portfolio of around 15 top Indian companies working in the solar sector was 
studied, and one of them, a conglomerate, big by name, popularity, and work, Tata 
Solar Power, was chosen for benchmarking. Relevant global comparison is also 
brought out. 

 Different fi nancial records of Ray Experts for the past 5 years were minutely 
studied and were compared with Tata Power Solar and the power generation and 
supply industry. The data for the latter two was obtained from  Capitaline database , 
last assessed on 21 April 2015. The power generation and supply industry consist of 
all sources of power, including thermal, hydro, and wind as well. Data of Rays 
Experts for the year 2015–2016, wherever present, is projected data. 

 Formal and informal meetings and telephonic conversations with the director 
and fi nancial head of the company were held and recorded for getting their quotes 
and experiences. The staff was contacted for collecting the relevant data. Some 
inferences and suggestions have been made based on these talks and the data avail-
able in the public domain.  

    Company Profi le 

 Solar sector in India has four segments: basic raw material manufacturers, module 
manufacturers, EPC, and IPPs. Basic raw materials come from mainly Taiwan and 
China. Module manufacturers in India include TATA, Moser Baer, Waaree, Vikram 
Solar, and other small players with small capacities. IPPs or developers, like 
SunEdison, Azure, and ACME, own the solar power plants and give out tenders to 
EPCs like Rays Experts, Sterling and Wilson Solar, TATA, Mahindra, and LnT to 
install the solar power plants. 
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 Rays Experts is an engineering, procurement, and construction (EPC) company 
in this sector, but still is a lot different from its competitors. Normal EPC companies 
in this sector simply take solar power plant installation projects, say for 5 MW, and 
buy the materials needed and install it at the site. On the other hand, Rays holds the 
ideology that everyone should have access to renewable energy irrespective of their 
fi nancial capacity. It creates a large infrastructure base at one place of capacity, say 
50 MW. The company then takes turnkey projects for setting up the solar power 
plants and provides end-to-end services. It takes care of all the issues like land 
acquisition, clearances, permits, local issues, inspection, generation guarantees, 
performance, and generation losses, and connects the electricity produced to the 
main grid. Hence, it is able to cater to ten projects demanding 5 MW capacity at 
much cheaper rates. It uses the principle of dividing the fi xed costs, as they increase 
slowly in comparison to the capacity increment (Table  56.1 ). It also takes the 
responsibility of the operation and maintenance of the power plant. Just investing 
the money and doing no other hard work, as Rays takes care of every step involved, 
and obtaining renewable energy at much cheaper rates is what makes Rays lucrative 
to clients. The company targets to win the EPC projects from independent power 
producer (IPP) giants.

   The majority of Rays’ revenue comes from EPC projects and some part of it from 
operations and maintenance and other after installation tasks. From this year 
onwards O&M will be earning a revenue of around Rs 7 crores as the company 
plans to do away with initial discounts and schemes. 

 Within a span of less than 5 years, the company has grown to boast of an experi-
ence of 232 MW of solar power production, out of which 182 MW projects are 
successfully commissioned and already performing. It presently has the market 
share of 3.4 % of the total installed capacity of India. As of FY-14, the company’s 
installed capacity was 137 MW against total installed capacity of India being 
4000 MW. 

 This feat may not appear as impressive without the fact that it is a 100 % debt- 
free company and had the annual turnover of INR 280 crores in the FY 2013–2014 
and turnover of INR 350 crores in FY 2014–2015. It today boasts of being in top 
three portfolio holders in India in MW-size project development companies and has 
had an excellent track record of commissioning all projects before deadline. 

 On being asked the USP, Rahul Gupta believes that the company’s use of super-
visory control and data acquisition (SCADA) is what differentiates Rays from its 
competitors. In simple terms, SCADA is a data acquisition system which helps in 

   Table 56.1    Relative costs for installing small- and large-scale power plants   

 Capacity 
(MW) 

 Overnight capital 
costs (US$/kWh) 

 Fixed operation and 
maintenance cost (US$/
kW-year) 

 Variable O&M cost 
(US$/MWh) 

 20  4183  27.75  0.00 
 150  3873  24.69  0.00 
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real-time data transfer and analysis, helping the company to monitor the solar  panels 
from anywhere in the world. The supervisors are able to monitor the plants even 
from their homes. No competitor in India is using this technology currently. Fun 
fact about this system is that this program was built by an undergraduate summer 
intern!  

    Solar Parks: Playing Around with the Fixed Costs 

 The solar power sector is a capital-intensive sector with large investments required 
in the fi xed capital or infrastructure. There are virtually negligible operating costs 
involved. Rahul Gupta changed the common players’ business model to optimize 
these fi xed costs so that the break-even point and payback period are reduced. 

 The large capital costs become a problem with the customers who want to have 
smaller capacity installed. The capital costs per unit of electricity produced shoot up 
by nearly 8 % when we scale down the plant from 150 to 20 MW. One has to keep 
in mind that this may be dependent on a number of factors like location, labor avail-
ability, regulations, and degree of scale down but about 8–10 % as shown above can 
be taken as an estimate for increase in the capital cost/(unit of electricity produced) 
for the scale-down of medium-scale power plant (about 150–200 MW) to small 
scale (about 10–20 MW). Thus, as we increase the capacity of solar parks to an 
optimal limit, the payback period is greatly reduced, since the fi xed cost, which 
makes up more than 90 % of the costs in this industry, remains constant for a range. 
This effect is much more visible if the scale-down is from 20 MW to say 1–2 MW. 
Now, for an investor with limited amounts of funds available, this scenario presents 
a major problem since he or she will not be able to invest in a project with an ability 
to generate adequate cash fl ows. 

 Rays Experts addresses this problem through the concept of  solar parks . This 
can be understood in the following way. Let us assume that some investors like to 
invest in the solar power because of the high rates of return in this industry (approxi-
mately 100 %). The company gives the investors the freedom to invest an amount as 
low as 1 crore. Now had these small-scale investors directly invested in an individ-
ual solar power plant, it would have been a 1–2 MW plant and would not have been 
able to generate enough returns. This would have made this sector less attractive to 
the investors. Now, with the present model, even if the investor is investing a com-
paratively smaller amount (INR 1 crore), his or her investment is getting connected 
to a park of say 50 MW capacity. This, because of the economies of scale, is able to 
provide higher returns and have a lower payback period and thus becomes an attrac-
tive investment option. Thus, the present model is attracting the investors from other 
sectors into the solar power generation sector by increasing the returns and having 
a lesser payback period. 

 But, again, how it manages the funds, and most importantly the land?  
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    Land 

 The company requires a huge amount of investment to acquire land on which it can 
install solar parks. Rahul devised a novel method for acquiring this land. 

 The market value of real estate in India is very high and always on a growth 
trend. For a company that is entirely surviving on internal cash fl ows and has no 
source of funding from outside, it becomes very hard to acquire land to install a 
solar park. Since this investment has to be made at the very inception of the project, 
there has to be a source of funding that is able to cater to this huge requirement of 
capital at the very start of the project. 

 Now, Rays looks out for some investors and asks them to just invest the money 
into the land which will be used for solar parks and assures them fi xed returns 
regardless of the success or failure of the project. The entire risk of the project is 
borne by the company. The company keeps giving them the assured returns for a 
predefi ned specifi ed period of time. After the project shifts into the later phase of the 
development, the IPP players, who had asked for the installment of power genera-
tion capacity, begin paying their dues. From this payment, the company buys back 
the land from the investors as predefi ned in the contract. 

 This methodology has its own risks. The company cannot take debt as it doesn’t 
have the leveraging capacity. There can be cash gaps if the project or the payment is 
delayed. How does the company manage these cash gaps? That is, without having 
any leveraging capacity, having zero debt-equity ratios, how does the company deal 
with the shortage of funds in fulfi lling the orders when the advance given is not 
enough to complete the project?  

    Cash Gap Management 

 It does so by cleverly and analytically rotating the advance received by the company 
from multiple simultaneous projects running. Say, a project worth Rs 7 crore has Rs 
6.5 crore manufacturing cost and Rs 50 lakh profi t, and the company receives an 
advance of only Rs 70 lakhs whereas Rs 3 crores are required for the next step of the 
project. The company faces a cash gap in this situation. Years-old and an established 
company with vintage can use working capital investment provided by banks. But 
Rays can’t do that because of not having a long history and collateral. Moreover, to 
be able to bid for a project a huge amount of money is required to be deposited in 
fi xed deposit as bank guarantee. In this situation, it uses the advances received from 
the other projects to fund the next step of the current project. After the completion 
of the current project, when the full amount by the IPP is received, it obtains fl owing 
cash to fund its other projects. This scheme works as long as they win projects 
continuously. 

 Now let us look at the amazing fi nancial numbers of the company, and just gaze 
bewildered, how with zero debt, the various ratio run amok.  
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    Revenue and Profi t Trends 

 The company grows organically. The above data shows the growth rate of  311 %  
from the FY 2012–2013 to FY 2013–2014. 

 Rays, just a 5-year-old start-up, has already beaten Tata Solar Power in terms of 
total business done. Rays’ profi tability is almost twice that of Tata’s. 

 In terms of profi t trends, the last year was a sad FY for all the companies opera-
ting in this sector, except Rays. Not just its revenues but also PATs have been 
 growing tremendously in an industry that has remained more or less stagnant, or 
fl oundered in losses. As it is “cheaper” than its competitors and better in service, it 
is able to win projects even in a weak FY for renewable energy. Rays Experts has 
grown exponentially since the inception of the company. The trends of the key 
fi nancial parameters have been analyzed in Table  56.2 .

       Comparison of Key Financial Ratios with Industry 
and Its Peers 

 The likes of EPC giants SunEdison, ACME, and Madhav sat in the same space as 
Rays to bid for the prestigious 7 MW DMRC ( Delhi Metro Rail Corporation ) solar 
rooftop project. As an aberration to the well-known names, the project was won by 
Rays. Rays Experts will pay for the capital investment involved with the project and 
DMRC will pay for the units generated by the plant. As Rays is producing power at 
a consistent and low tariff of Rs 6.248, it got an edge over its competitors (DMRC, 
“First Module of DMRC’s Roof Top Solar Power Plant Inaugurated at dwarka sec-
tor 21”) and (IANS, “Rays Power to make 7 MW solar rooftop project,”  2015 ). 

 Initiative to build up solar energy plants has faced a lot of fi nancing troubles. 
Bank debts and complex tax equity debts are expensive and cheaper forms of debt 
aren’t easily available due to the understanding of solar energy as less reliable and 
less predictable form of energy, added to the scarcity of past data and trends on the 
success of the same. 

 Yield co is a common fi nancial model adopted by some renewable energy compa-
nies operating in the IPP sector. Forbes ( 2014 ) explains it as a fi nancial model usu-
ally followed by a spin-off company which raises its IPOs independently. It follows 
dividend distribution policy (Trefi s Team, “Understanding Solar Yieldcos,”  2014 ). 

   Table 56.2    Rays Experts’ revenue and profi t trends   

 Financial year  Revenues (in INR crore)  Profi t (In INR crore) 

 2011–2012  1.57  0.13 
 2012–2013  38.89  1.355 
 2013–2014  227.3  8.9445 
 2014–2015  350.0  14.39 
 2015–2016  600.0 
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It bundles renewable energy-producing assets that ensure secure cash fl ow returns. 
Every quarter, a cash allocation is made for dividend distribution, and in this manner 
yield cos are able to fi nance their projects much cheaper. It is one of the cheapest 
equity funding sources. This can be due to multiple reasons. One that a large amount 
of cash fl ow is generated by selling renewable energy that is given out as quarterly 
dividends. Yield co-investments are relatively liquid. Moreover, tax advantage can 
be obtained. SunEdsion operates via this model in its IPP segment (Urdanick, “A 
Deeper Look into Yieldco Structuring,”  2014 ) and (“Solar company spinoffs lure 
investors with dividends,”  2014 ). 

 The competitor, ReNew Power of Sumant Sinha, obtained its equity from 
Goldman Sachs. Sumant Sinha (Wikipedia, “Renew Power,” ( n.d. )) leveraged his 
reputation of experience, intelligence, skill, and credibility to obtain such large 
amount of funds. According to the founder of the company and a report by Reuters 
( 2014 ), the investors are lured towards such companies and Rays Experts further 
faces a huge competition in acing the listed market. 

 The German Solar Park building company Juwi is fi rming its grips in India, and 
rather than being seen as a competitor, it is seen as a benchmark by Rays Experts. 

 The ratios for the industry as a whole and Tata calculated from the data taken 
from Capitaline database are given in Table  56.3  and comparison performed:

•     Rays’ current ratio is 1.2, lesser than its competitor and the industry average. 
Also, the lack of collateral rules out the possibility of overdraft. Rays’ current 
liabilities are just a little less than its current assets. It is because a large part of 
its fi nancing is done by current liabilities. The company direly feels the need of 
leverage. The company is still managing without debt by intelligent and well- 
planned use of advances, and longer creditors’ turnover period. The current ratio 
has been increasing over the years which indicates improvement in company’s 
fi nancial management, as proven by other ratios too.  

•   Its creditors turnover ratio hasn’t shown a trend and varies from very high to very 
low. Rays needs to streamline this, all the while maintaining good relations with 
its suppliers. Rays needs to focus more on increasing the predictability of its 
 supply chain.  

•   Contrary to expectations, the returns on shareholders’ equity of Rays is much 
more than its competitors following debt funding model. If it had more debt 
fi nancing, it could have had even higher returns on equity.  

•   The return on assets of Rays Experts is much more than the industry average 
fi gure. Rahul emphasized that you might even consider investing in this sector 
after going through Rays’ accounts! Solar industry like the thermal power indus-
try needs a large capital investment but on contrary to it doesn’t need regular coal 
input or high maintenance and operational costs. This is the reason why Ratul 
Puri, chairman of Hindustan Power Projects; Tarun Singh—an electrical engi-
neer working in the USA for 8 years, founder of Veddis Solar; Shubham Sandeep, 
an alumnus of IIT Delhi, founder of Aeon Solaris; Ajay Goyal, CEO of Tata 
Power Solar; Sumant Sinha, the owner of Renew Power, and most popularly 
Harish Hande of SELCO left their lucrative jobs and explored this no-brainer.  
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•   Interest Coverage ratio of Rays is 500 times more than competitors and has been 
increasing over the years. This means that the company is playing “too safe,” 
where it could have easily boosted its earnings by taking debt. It hasn’t been able 
to attract meaningful investors and debt providers due to lack of collateral and 
agreements.  

•   Even with negligible long-term debts, the company has signifi cant total debt to total 
assets ratio as the company fi nances its operations primarily by current liabilities. 
The company isn’t safe from this point of view but its situation has been improving 
over the years and in coherence with other ratios, it is expected to improve further.  

•   Rays’ working capital turnover ratio is much higher than its competitors and 
industry as a large portion of its fi nancing is by current debts, which is very close 
to value of current assets. This makes the need of working capital too less. 
A working capital turnover that is too high can be misleading. On the surface, it 
appears that you are operating at a very high effi ciency, but in reality, your work-
ing capital level might be dangerously low. Very low working capital can possi-
bly cause the company to run out of money to fund the business.  

•   As seen by the trends in fi xed assets turnover ratio, Rays has been more effective 
in using the investment in fi xed assets to generate revenues. This ratio is much 
better because Rays is a start-up and hence lesser fi xed assets, whereas a turnover 
of nearly as much as the years-old giants.  

•   The short-term debts/total assets ratio is found out to prove that Rays Experts’ 
majority fi nancing is by short-term debts whereas the traditional power industry 
only negligibly operates on short-term debts. The company is using short-term 
debt to not just pay its current liabilities, but also fi nance its long-term assets. 
This lends the company into a very risky position and the earlier this situation 
changes, the better it is.     

    The Way Ahead: Requirement of a Long-Term Debt 

 As the trend of revenue and profi t fi gures of Rays proves, the company has immense 
growth potential. Rahul Gupta says that his company’s standard projected growth 
with the present fi nancial model is 10–20 % only. To keep pace in the next 5 years 
and achieve greater growth rates, as high as 50 %, the company needs debt. In the 
present fi nancial model he reinvests a part of the earned money. His company relies 
highly on retained earnings. But to achieve such a high growth rate for the next 5 
years, all earned money can’t be reinvested. It always helps to have debt. But the 
company doesn’t have any vintage to create leverage. It is helpful in one sense as 
Rahul Gupta can sleep peacefully without any pressure of interest, or fear of the 
company getting killed by unpaid debts, but on the other hand, debt would help the 
company to increase its ROE. 

 The advantages of debt are well known. Debt has lower fi nancing cost and hence 
companies often reduce the overall cost of capital, by fi nancing from mixed sources. 
Debt is a cheaper form of fi nancing because it requires periodical interest payment, 
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and principal payment at maturity to debt holders. At the time of dissolution of 
company the debt holders have primary rights for getting paid. This puts debt hold-
ers at safer positions than investors. They bear lesser risk. Investors might not earn 
anything if the company fails, but the people who have invested in debt surely earn. 

 Debt also allows the company to remain a privately managed company if it 
doesn’t want interference in management decisions by a large number of sharehold-
ers. Moreover, the company can retain profi ts rather than giving out to equity hold-
ers. The more is the fi nancing from equity, the more dividends have to be rolled out. 
A company’s aim is to increase the wealth of the shareholders; hence holding debt 
also helps to have high return on equity. As interest is a tax-deductible expense, 
company pays lesser due to tax savings, whereas distributing dividends is from after 
tax income, and might incur additional taxes. 

 But alas! Having debt isn’t so easy. Neither is having investor. Once a renowned 
dealer offered to invest a good sum of money in Rays, and it took a lot of courage 
for the two shareholders to say NO to him, as the money was a huge amount for the 
investor but still an insignifi cant fund for Rays’ operations.  

    Global Solar Scenario and China’s Rise in the Solar Industry 

 The solar industry has grown rapidly in the last decades. From a German-centered 
industry, it has widened its horizon to many other countries in the world, developed 
and developing alike. By the end of 2011, the global solar capacity had already 
exceeded 65 GW. Along with government’s incentives, capacity addition by the new 
players in the fi eld has been a major reason for this kind of response. In the EPC busi-
ness, the big players have been mainly concentrated from the USA and China. Also, 
it is seen that the Chinese EPC companies have made faster progress in the recent 
years. These statistics are in the terms of installed capacities of solar power. First 
Solar from the USA is the largest EPC company worldwide and it installed projects 
with an output of more than 1.1 GW in 2013. Coming to the Chinese EPC players, 
three companies, Shanghai Solar Energy, Zhongli Talesun Solar, and Astronergy, 
made the EPC top ten chart for the fi rst time in 2013. TBEA Sun Oasis, again a 
Chinese EPC company, quadrupled its installation capacity to 1 GW in 1 year. 
European companies, on the other hand, have begun to lose considerable grounds. 

 The possible reasons for China’s rise to power in this industry and steps that 
Indian Government can take to further strengthen this industry in India can be attrib-
uted as follows. In China, majority of companies in solar EPC business have their 
in-house manufacturing and R&D department. Also, many of such companies are 
subsidiaries of huge corporates and thus have large amounts of capital available to 
them. Also, being a subsidiary of bigger companies, they have better leverage in 
securing large-scale and profi table projects, including global projects. Now, China’s 
rise in its manufacturing power in the recent years is playing in its advantage for 
these companies. Their cost of project materials reduces because of the in-house 
production. The cost of manufacturing in China is relatively low in comparison to 
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other countries and the domestic consumption of solar power in China is increasing 
constantly. Government provides subsidies for the renewable energy sector. Also, 
the corporate tax rate of China is 25 % against around 33 % in India. The cost of 
doing business in India is much higher than in China. 

 The cost of manufacturing in India too is low, so playing onto its advantage EPC 
players of India can be made global players. According to Mr. Gupta, his company 
would have been in much better position if easy debt was available to him back then. 
Thus, incentivized debt schemes for renewable energy sector can be put in place 
under presently ongoing “Make in India” campaign. There are many schemes run 
by the Government of India and other state governments for increasing the use 
of solar energy but about all of them are directed towards the consumer segment. 
No direct incentives are there for the companies in business.  

    Conclusion 

 The secret behind the company’s success is the founder’s entrepreneurial mindset 
and presence at the right place at the right time. His new ways of thinking, unique 
business model, intelligent use of limited resources, and a continuous urge to fi nd 
the best process in least funds allowed the company to start and take-off. It has been 
able to grow steeply even with zero debt-equity ratio by innovatively managing its 
current liabilities. The company is ahead of its competitors as it provides end-to-end 
services and at much cheaper rates. Its growth rate has been much more tremendous 
than the years-old giants and rich conglomerates of the industry. But to increase it 
even further, debt is becoming a necessity for Rays Experts at this stage. The com-
pany is able to fund its operations only till the projects keep coming, which lends it 
into a very risky position. The company should increase its efforts to raise debt if it 
wants greater returns on the two shareholders’ money. The government should 
devise methods like China to encourage the much-needed exploration of renewable 
energy in India. With the depletion of natural resources and increase in pollution, 
the importance of this sector is expected to grow exponentially in the coming years, 
and more opportunities will come the company’s way. 

 So, the take-away lesson is to be aware and decisive enough to act when required.     
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    Chapter 57   
 Personality Trait and Innovation Performance 
of Micro and Small Enterprises                     

     Shukurat     Moronke     Bello    

    Abstract     Micro and small enterprises have gained increasing attention in the 
 innovation literature. However, empirical studies on the factors that infl uence the 
innovative performance of these enterprises are still at infancy. Exceptional innova-
tive performance of MSEs may be determined by the personality trait of the busi-
ness owner/manager. This study is a pilot survey conducted on a few numbers 
( N  = 38) of micro and small manufacturing, service and retail enterprises in Kano, 
Nigeria. A questionnaire was distributed to explore the potential infl uence of 
 personality trait on micro and small enterprise innovation performance. Cronbach’s 
alpha test is employed to measure the internal consistency of the instrument. The 
fi ndings of this study encourage further testing and conclude that most measures 
have high reliability scores ranging from .63 to .89. This suggests the possibility of 
applying the instrument among MSEs in Kano, Nigeria.  

  Keywords     Innovation performance   •   Personality   •   Pilot survey  

      Introduction 

 In the current business environment characterised by competition and economic 
crisis, innovation plays an important role. Small and Medium Enterprise 
Development Agency of Nigeria (SMEDAN) in  2008  reported that most small- and 
medium-scale businesses in Nigeria die before their fi fth anniversary. However, 
researchers are continuing to explore the factors that cause entrepreneurial failure. 
Ashibogwu ( 2008 ) noted that one of the reasons for the high failure of micro, small 
and medium enterprises is the lack of market research to confi rm demand and assess 
suitability of the proposed offering. Thus, individual differences such as personality 
might infl uence owners’/managers’ ability to generate, promote and realise new 
ideas that are useful to organisational success. As noted by Lobacz and Glodek 
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( 2015 ), small, innovative enterprises are regarded as (fast) growing enterprises 
 managed by the owners (entrepreneurs). Those are enterprises which are  proactively 
seeking for new solutions in order to provide better market offers to its (potential) 
customers (Lobacz & Glodek,  2015 ). 

 Despite the increasing academics and business interest on personality trait as a 
key indicator of business success (Brandstätter,  2010 ; Leutner, Ahmetoglu, Akhtar, 
& Chamorro-Premuzic,  2014 ), little research has explored the relationship between 
personality traits and innovation performance. This study complements the existing 
knowledge in innovation of micro and small enterprises; it seeks to determine the 
reliability of the scales (‘Big Five Inventory Scale’ and ‘Measure of Entrepreneurial 
Tendencies and Abilities Scale’) to be used on a larger sample in relation to own-
ers’/managers’ personality trait in Nigerian organisations. 

 Pilot test is useful for the appropriateness or the suitability of the research sample. 
However, several studies, mostly in developed countries, have confi rmed the reli-
ability of the measurement scales. The fact that the instrument will be used on a new 
population and a new location (Kano, Nigeria) deems it necessary to conduct a pilot 
study. As Portney and Watkins ( 2009 ) opined a tested questionnaire on reliability 
does not guarantee the same degree of reliability in every situation. The validity of 
the measuring instrument is the extent to which the instrument is measuring what it 
is supposed to measure and not something else, whereas the reliability indicates the 
extent to which an instrument is error free, and, thus, consistent and stable across 
time and also across the various items in the scale (Sekaran & Bougie,  2010 ). 

 Hence, the objective of this study is to determine the reliability of the research 
instrument to the selected sample frame. In doing this, the remainder of this chapter 
is structured into four sections. Section “A Brief Literature Review” presents a brief 
of MSEs in Nigeria and reviews the concept of innovation performance and person-
ality trait, the methodology used for the research is detailed in the third section, the 
fourth section presents the result of the pilot study and the fi nal part concludes the 
chapter.  

    A Brief Literature Review 

  Micro and Small Enterprises in Nigeria : There is no generally accepted classifi ca-
tion of MSEs; the classifi cation/defi nition depends on the country, the agency or the 
institution and varies over time. Usually, the defi nition of MSEs is derived from 
countries based on the role of MSEs in the economy, policies and programmes 
designed by particular agencies or institutions. For instance, in Nigeria, the National 
Policy on Micro, Small and Medium Enterprises ( 2015 ) defi ned MSEs on a dual 
criteria: assets worth (excluding land and buildings) and number of employees. 
Micro enterprises are businesses whose total assets (excluding land and buildings) 
are less than ten million Naira with a workforce not exceeding ten employees. Small 
enterprises are those businesses whose total assets (excluding land and building) are 
above ten million Naira but not exceeding 100 million Naira with a total workforce 
of above 10, but not exceeding 49 employees. 
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 According to SMEDAN ( 2015 ), micro enterprises in Nigeria are mainly  operated 
by a sole proprietor/manager, aided by unpaid family workers and occasional paid 
employee and apprentice. These enterprises are characterised by low output level, 
low level of technology and low skill (SMEDAN,  2015 ). In 2013, the number of 
small enterprises in Nigeria was 68,168 with a large reservoir of educated man-
power and technical skills and has the potential of growth through nurturing, capac-
ity building and support (SMEDAN,  2015 ). 

  The Concept of Innovation Performance : Schumpeter ( 1934 ) referred to the term 
‘innovation’ as anything that was carried out through new combinations and mani-
festation of (1) the introduction of a new (or improved) good, (2) the introduction of 
new methods of production, (3) the opening of a new market, (4) the exploitation of 
a new source of supply and (5) the re-engineering/organisation of business manage-
ment processes. Therefore, innovativeness is described as the organisational wide 
acceptance of novel creation and new products, services, processes, administrative 
systems or any combinations of these that infl uence the overall fi rm performance 
(Bulut & Yilmaz,  2008 ). Innovation performance is defi ned as the propensity of a 
fi rm to actively support new ideas, novelty, experimentation and creative solution 
(Wang & Ahmed,  2004 ). Innovation performance includes the creation of new ideas 
for diffi cult issues, searching out new working methods, techniques, technologies or 
instruments; identifying performance gaps; mobilising support for innovative ideas 
and the transformation of innovative ideas into useful applications (De Jong & Den 
Hartog,  2007 ; Janssen,  2000 ; Kheng & Mahmood,  2013 ). 

 Ahmetoglu ( 2015 ) proposed the Measure of Entrepreneurial Tendencies and 
Abilities (META) to assess the extent to which individuals differ in their inclination 
to engage in innovative entrepreneurial behaviours (proactivity, creativity, oppor-
tunism and vision). These entrepreneurial innovation behaviours are based on the 
notion that entrepreneurship comprises a set of behaviours and the tendency to 
engage in such behaviour depends on the personality traits of individuals (Leutner 
et al.,  2014 ). 

  The Concept of Personality Trait : Personality is defi ned as the relatively enduring 
pattern of thoughts, emotions and behaviours that characterise a person, along with 
the psychological processes behind those characteristics (McShane & Von Glinow, 
 2010 ). The basic principle of personality is that people have inherent traits that can 
be identifi ed by the consistency or stability of their behaviour across time and situ-
ations. In a general sense, personality traits comprise abilities, motives, attitudes 
and characteristics of temperament as overarching style of a person’s experience 
and actions (Brandstätter,  2010 ). Several models (e.g. Eysenck’s three-factor model, 
the fi ve-factor model of personality traits (Big Five), the Myers-Briggs Type 
Indicator and HEXACO model) have been conceptualised by researchers on per-
sonality traits. McShane and Von Glinow ( 2010 ) opined that the most widely 
respected and supported model personality in research is the Big Five Model. 

 The concept of the Big Five Personality trait from personality literature is 
 openness to experience, conscientiousness, extraversion, agreeableness and neuro-
ticism. Brandstätter ( 2010 ) described openness to experience as the breadth, 
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depth, originality and complexity of an individual’s mental and experiential life. 
Conscientiousness is described as a socially prescribed impulse control that facili-
tates task- and goal-directed behaviour, such as thinking before acting, delaying 
gratifi cation, following norms and rules and planning, organising and prioritising 
tasks. According to Zhao, Seibert and Lumpkin ( 2010 ), conscientiousness as a global 
trait (without distinction of facets) has a positive correlation with both intention to 
become an entrepreneur and entrepreneurial performance. Extraversion implies an 
energetic approach toward the social and material world and includes traits such as 
sociability, activity, assertiveness and positive emotionality (Brandstätter,  2010 ). 
Neuroticism contrasts emotional stability and even- temperedness with negative emo-
tionality, such as feeling anxious, nervous, sad and tense. Hence, entrepreneurial 
behaviour is any act involving the recognition and exploitation of opportunities, or 
innovation, and results in the creation of economic and social value (Ahmetoglu,  2015 ).  

    Methods 

 In a cross-sectional survey, convenience sample of 40 MSE owners/managers in 
manufacturing, personal service and retail business operating in Kano participated 
in the pilot study. The majority of them had fi rst degree (71 %) and four were 
women. Table  57.1  shows the descriptive statistics on the demographic characteris-
tics of respondents.

   Table 57.1    Results of descriptive statistics   

 Variable  Item  Frequency  Percentage 

 Gender  Male  34  89.5 
 Female  4  10.5 

 Age of owner/manager  20 years or below  9  27.3 
 21–30 years  10  26.3 
 31–40 years  13  34.2 
 41–50 years  6  15.8 

 Educational qualifi cation  ND/NCE  11  28.9 
 B.Sc./B.A.  27  71.1 

 Marital status  Single  19  50 
 Married  19  50 

 Type of industry  Retail  8  21.1 
 Service  25  65.8 
 Manufacturing  5  13.2 

 Number of employees  1–9  35  92.1 
 10–99  3   7.9 

 Business age  Less than 1 year  6  15.8 
 1–5 years  28  73.7 
 6–10 years  4  10.5 
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   The questionnaire for this study is developed by using scales of prior studies. All 
constructs are measured using a fi ve-point Likert scale (from strongly disagree = 1 
to strongly agree = 5). For the personality trait, a 44-item scale by John and Srivastava 
( 1999 ), the Big Five Inventory (BFI), consists of fi ve personality trait dimensions: 
extraversion, openness to new experience, agreeableness, neuroticism and con-
scientiousness were adopted for this study. The innovation performance measure 
consists of Measure of Entrepreneurial Tendencies and Abilities (META), a 44-item 
four-dimension scale by Ahmetoglu ( 2015 ). The META dimensions are entrepre-
neurial proactivity, entrepreneurial creativity, entrepreneurial opportunism and 
entrepreneurial vision. 

  The Pilot Study : A total of 40 copies of the questionnaire were distributed and 38 
were returned. This high response rate of about 95 % was achieved probably due to 
personal distribution and retrieval of the questionnaire copies by the researcher. 
This process was completed within 2 weeks in the month of September 2015. 
A reliability test of the instrument was performed by adopting internal consistency 
method. According to Sekaran and Bougie ( 2010 ) the most popular test of inter- 
item consistency reliability is Cronbach’s alpha coeffi cient. Hence, the Cronbach’s 
alpha test is employed in this study to measure the internal consistency of the 
instrument. 

 Cronbach’s alpha reliability can be judged by some rule-of-thumb criteria: an 
alpha coeffi cient of 0.70 has been accepted as the minimum threshold for assessing 
reliability/internal consistency (Nunnally & Bernstein,  1994 ).  

    Discussion of Findings 

 The results from the pilot study show that most dimensions possess high reliability 
standard ranging from .63 to .89. The summary of results of the reliability test is 
shown in Table  57.2 .

   Table 57.2    Results of reliability test   

 Variable  Dimension 
 Alpha’s 
coeffi cient  No. of items 

 Personality trait  Extraversion  .76  8 
 Openness  .89  10 
 Agreeableness  .64  9 
 Neuroticism  .86  8 
 Conscientiousness  .74  9 

 Innovation performance  Entrepreneurial proactivity  .85  11 
 Entrepreneurial creativity  .70  11 
 Entrepreneurial opportunism  .69  11 
 Entrepreneurial vision  .63  11 
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   In the reliability analysis for the Big Five Inventory, only the agreeableness 
dimension possessed a value below minimum threshold ( α  = 0.64). The agreeable-
ness alpha coeffi cient is similar to the one obtained in the study of Zomorano, 
Carrillo, Silva, Sandoval and Pastrana ( 2014 ) and Rodríguez and Church ( 2003 ). 
Furthermore, prior research (Leutner et al.,  2014 ) on META revealed higher alpha 
reliability coeffi cient than the present study. The differences in the results may be 
attributed to the fact that this is a pilot survey, and such coeffi cient was obtained 
from a larger sample. 

 Another important fi nding of this pilot survey is the time used to complete the 
questionnaire. Contrary to the 15 min estimated for the completion of the question-
naire, it was found out that the majority of the respondents completed the questions 
within 25–30 min. Only 25 % of the respondents completed it within the estimated 
time of 15 min.  

    Conclusion 

 This study analysed the reliability/internal consistency of the instrument to be used 
on the main survey on personality trait and innovation performance of micro and 
small enterprises in Kano, Nigeria. The results of the Cronbach’s alpha show that 
the Big Five Inventory scale and the META scale have high reliability coeffi cient for 
most of the constructs. Therefore, instrument is suitable on the sample frame. 

  Limitations and Future Research : There are some limitations to this study. The pres-
ent study was conducted using non-probability sample technique. Specifi cally con-
venience sampling was used to select the respondents. In addition, this research is a 
pilot survey; more valid conclusion can be made about the reliability of the instru-
ment on a larger sample. 

 Therefore, future studies can use other probability sample techniques for selecting 
respondents. To further establish the reliability of the instrument, future research 
can examine the infl uence of personality trait on innovation performance of employ-
ees in corporate organisations.     
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    Chapter 58   
 Development Prospects for Franchising 
in Southeast Asia: A Review and Outlook                     

     Marko     Grünhagen      and     Andrew     Terry   

    Abstract     Academic studies on global franchising had focused initially, from the 
late 1970s to the 1990s, on developed economies, including North America, Western 
Europe, and Australia, while over the last decade the research focus has moved to 
include transitional and emerging markets, such as the Asian economies of China 
and India. Only recently has academic research on franchising shifted towards 
developing Southeast Asian markets (Dant and Grünhagen, J Market Channels 
21(3):124–132, 2014). The literature on scholarly research into franchise activities 
in the developing markets of Southeast Asia remains in its infancy (for notable 
exceptions see Binh and Terry, J Market Channels 18(2):147–163, 2011; Binh & 
Terry, 2014; Grünhagen, Le, & Ho, 2014).  

  Keywords     Franchising   •   Developing economies   •   Southeast Asia  

   Franchising has been shown to be a signifi cant contributor to the economic develop-
ment of entire economies (e.g., Grünhagen & Witte,  2005 ; Michael,  2014 ). In recent 
years a renewed focus of the franchise industry has shifted to the developing mar-
kets of Southeast Asia, such as Cambodia, Myanmar, and Vietnam, with their 
exceedingly young labor markets, rapidly growing middle classes, and low-wage 
structures. 

 The franchising industry has been charged with fostering homogeneity and 
reducing local cultural diversity around the globe, a claim that resonates particularly 
in Asia where McDonald’s and other fast-food chains have been blamed with the 
proliferation of American cultural imperialism (Luxenberg,  1985 ). At the same 
time, brands like McDonald’s are getting assimilated rapidly in traditional societies 
like China (Grünhagen, Dant, & Zhu,  2012 ; Watson,  1997 ). 
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 Academic studies on global franchising had focused initially, from the late 1970s 
to the 1990s, on developed economies, including North America, Western Europe, 
and Australia, while over the last decade the research focus has moved to include 
transitional and emerging markets, such as the Asian economies of China and India. 
Only recently has academic research on franchising shifted towards developing 
Southeast Asian markets (Dant & Grünhagen,  2014 ). The literature on scholarly 
research into franchise activities in the developing markets of Southeast Asia 
remains in its infancy (for notable exceptions see Binh & Terry,  2011 ,  2014 ; 
Grünhagen, Le, & Ho,  2015 ). 

 Western franchised brands have been present in many parts of East and Southeast 
Asia for several decades. For consumers younger than 30 years of age their presence 
is as commonplace as it is for consumers in the West. The widespread availability 
of such offerings has democratized the local marketplace, as access to Western 
products is not merely a privilege of the wealthy any longer. 

 In the developing markets of Southeast Asia specifi cally, Western franchise sys-
tems have been present since the 1990s; yet their expansion into these developing 
markets has been rather tentative, given the hitherto greater opportunities in Asia’s 
emerging and developed markets, such as China, India, Malaysia, and Singapore. 
However, spurred by the advent of Western franchisors, a very dynamic local fran-
chise industry has developed over the last two decades. Franchise systems indige-
nous to developing Southeast Asian markets have become quite sophisticated 
through expatriate executives, franchisees who have travelled to the West, and 
the like. The persistent notion of the past that local franchise systems may not be 
as savvy or refi ned as “global” players in the industry has markedly changed 
(Grünhagen, Le, & Ho,  2015 ). 

 Only in recent years (essentially since the mid-2000s) have Western systems paid 
renewed attention to the developing markets of Southeast Asia. This development has 
been largely driven by a slowdown of the Chinese economy, paired with rising 
incomes, growing populations, and steadily enhanced infrastructure developments in 
the region’s developing economies, such as Vietnam, Cambodia, Myanmar, and Laos. 

 A brief summary of the political, economic, regulatory, and institutional require-
ments for the success of franchise systems in the developing markets of Southeast 
Asia is provided. In essence, without government backing, a functioning private 
sector, a supportive regulatory framework, and a network of local and regional insti-
tutions that encourage the franchise business model, a strong domestic franchise 
sector is unlikely to fl ourish. 

 A major challenge common to most countries throughout Southeast Asia is, fi rst 
and foremost, a lack of a developed infrastructure. Further, signifi cant hopes are 
associated with the recently ratifi ed Trans-Pacifi c Partnership (TPP), a trade agree-
ment around the Pacifi c Rim signed by, among others, the USA, Australia, and New 
Zealand, as well as Vietnam, Malaysia, Brunei, and Singapore in Southeast Asia. 
Indonesia, Thailand, and the Philippines have declared their interest to join in the 
future. Positive prospects include the opening of markets and reduction of tariffs for 
Western imports, from which large Western franchisors expect to benefi t in their 
efforts to expand into the developing markets of Southeast Asia. 
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 Similarly, APEC (Asia Pacifi c Economic Cooperation) as well as the recently 
enhanced collaboration among the countries of ASEAN (Association of Southeast 
Asian Nations) towards the creation of a “common market” (ASEAN Economic 
Community—AEC) have garnered the hopes of the developing markets in the 
region. The single AEC market will provide opportunities as well as challenges for 
ASEAN franchise systems. It will facilitate the expansion of local franchise  systems, 
but will also expose domestic franchise sectors to increasing competitive pressures. 
Those franchisors who have built strong and viable systems will be much better 
positioned, but those lacking system consistency will be increasingly vulnerable.    
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    Chapter 59   
 Entrepreneurship Education in UKM: 
Essential Skills for First-Year Students                     

     Rosilah     Hassan     ,     Wan     Mimi     Diyana     Wan Zaki     ,     Hanim     Kamaruddin     , 
    Norasmah     Othman     ,     Sarmila     Md Sum     , and     Zulkifl i     Mohamad   

    Abstract     Most universities have developed entrepreneurial learning known as 
 academic entrepreneurship (AE) by introducing entrepreneur-related courses for 
cross- discipline students. In order to increase student’s opportunities in developing 
business skills, Institute of Higher Education (IPT) in Malaysia encourages entre-
preneurial program in higher academic institutions. The government supports the 
effort to reach the vision of Malaysia’s Economic Transformation Program (ETP) 
by 2020 in enhancing entrepreneurship abilities. Moreover, academic entrepreneur-
ship has rooted in many global universities whereby the entrepreneurship subjects 
are introduced across the board regardless of faculties in order to provide basic 
entrepreneurial knowledge using adaptable learning pattern. The faculty entrepre-
neurship concept is applied in the teaching and learning process at Universiti 
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Kebangsaan Malaysia (UKM) by providing entrepreneurial courses for fi rst-year 
students from all faculties. The course comprises Fundamentals of Entrepreneurship 
and Innovation and was initiated 5 years ago involving 12 faculties in UKM. These 
papers introduce basic elements of entrepreneurship and related skills to students in 
different disciplines. Its main objective is to promote and generate business interests 
and ideas among students by providing fundamental knowledge of entrepreneurship 
so that a career in entrepreneurship is deemed as a feasible career option. Changing 
mind sets of students to be a job creator rather than a job seeker is today’s challenge 
that can be overcome by dissemination of invaluable business tools and materials 
which is the core aspect of this course. Concepts and theories of entrepreneurship 
including team building, teaming and leadership, strategy and management apti-
tudes, marketing and market research, fi nancial and legal principles, manufacturing 
or production processes, and oral presentation skills will be taught. The link between 
various components of a business will be demonstrated and identifi ed through 
 business simulation games performed by students themselves. Series of periodic 
seminars and recorded videos displaying experiences of local successful entrepreneurs 
are presented to inspire students to embrace values and challenges of an entrepre-
neur. A business pitching and business concept poster competitions are held to 
assess students’ understanding and refl ection of the course content translated into 
these forms of “hands-on” activities.  

  Keywords     Entrepreneurial learning   •   Academic entrepreneur (AE)   •   Universiti 
Kebangsaan Malaysia (UKM)   •   Teaching and learning   •   Entrepreneur  

      Introduction 

 Entrepreneurship (Rahim & Chik,  2014 ; Zakaria, Yusoff, & Madun,  2011 ) is a 
 process to develop, organize, and manage a business venture and associated risks 
coupled with a responsibility to strive for success or coping with failure. The term 
“entrepreneur” (Uzunidis, Boutillier, Laperche  2014 ) can be applied to anyone who 
organizes a new project or opportunity and most often is used in a business context. 
Entrepreneurs need to be equipped with the right skills in running a business. An 
“innovation” (Bessant & Tidd,  2011 ; Brennan & McGowan,  2006 ; Brennan, Wall, 
& McGowan,  2005 ) is a specifi c mechanism by which entrepreneurs exploit changes 
and convert it to be an opportunity for different businesses or services. With that 
concept in mind, UKM has come up with a course that serves as an introduction 
course to entrepreneurship (Hassan et al.,  2015 ) which is known as LMCW1022 
(Basic Entrepreneurship and Innovation). This course is known as academic entre-
preneurship (AE) (Hassan, Mohd Tawil, Hanafi ah, & Wan Zaki,  2016 ), carried out 
throughout a university semester involving normal lectures, public lectures (visiting 
entrepreneur), business idea presentation day, and simulation online games assisted 
by lecturers and teaching assistants. A business concept presentation and poster 
competition will be held after lectures and seminars with an aim of assessing the 
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students’ comprehension and understanding of what was communicated to them 
during lectures and seminars. Online quizzes are also set at every 3-week interval to 
evaluate students’ progress and grasp of the course project. An online business sim-
ulation ( OBS ) (  www.obs.ukm.my    ) game is organized where a student will be able 
to engage in a mockup business model and this activity will fi nally engage students 
to form a company and participate in the same exercise as a team. In the process of 
implementing the course, we have used four different  versions and updated books.  

    Objectives 

 The objectives of these courses are primarily aimed at understanding basic concepts 
in entrepreneurship in its process to develop, organize, and manage a business 
enterprise. It is designed to equip the students with business knowledge and responsi-
bilities that are attached to building and creating a physical business. The demand 
for  entrepreneurial learning has been and is still steadily increasing (Brussels, 
 2012 ). The course further aims at describing relationship between the various com-
ponents needed in any entrepreneurship through the medium of OBS games. It is 
hoped that the students are able to apply the given knowledge or skills in a made-up 
online business resulting in positive (or negative) outcome according to the deci-
sions undertaken by them. Another purpose of these course is also aimed at honing 
or refi ning a business idea presentation through business pitch activity in which 
students will undertake a task to create, develop, and convey a business idea to an 
audience. In relation to this, a poster representing their business idea or product 
shall be displayed incorporating many elements of a business peculiar to their mer-
chandise or invention. More importantly, this course gives opportunity for students 
to innovate original creations that may fulfi ll the wants or needs of an individual or 
the community at large.  

    Course Overview 

 Firstly initiated by a teaching module from Steven Institute of Technology (SIT), 
New York, in 2012 and 2013. In 2014, the group of lecturers combined their ideas 
to publish the fi rst basic entrepreneurial book from UKM named as Fundamental 
of Entrepreneurship and Innovation. It was a result of written contributions by 
30  lecturers from different faculties. This book contains 12 chapters: Entrepreneurship 
Introductory, Generating Business Ideas, Recognizing Opportunity, Developing 
Entrepreneurship Team and Organization, Operational Management, Strategizing 
Marketing, Financing Aspects in a Small Business, Business Model Canvas, Legal 
Issues in Entrepreneurship, Business Ethics in Entrepreneurship, Entrepreneurship 
Presentation, and Integrating Gamifi cation into Business Development. All chapters 
are well organized to help the entrepreneurs in understanding the requirements in 
opening up a business. The book was revised in 2016 (Hassan et al.,  2016 ), 
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incorporating new materials, and it underwent an evaluation by experts from the 
business industries and the academia. Figure  59.1  shows the collection of the books 
which have been used until today.

       Approach 

 The approach of the courses centers on several compositions in which it is hoped 
that the students are able to follow the course clearly and effectively. These include 
the following:

•    A class of 100 students will have two lecturers to teach and assist in lectures and 
seminars.  

•   An introductory class is held at each faculty at the beginning of the course as a 
starter to “kick boost” entrepreneurial spirit among students.  

•   Business concept presentation will take place in each class and fi nally the best 
team of students will compete at the faculty or university level.  

•   Three big events that are held include Public Lecture 1 (Fig.  59.2 ), Public Lecture 
2 (Fig.  59.3 ), and the UKM Entrepreneur Day (Fig.  59.4 ).

•        All the logistics will be arranged by all lecturers and teaching assistants to 
accommodate more than 4000 people in attendance including students, academic 
staffs, and visitors.  

•   Entry survey and exit survey for students to receive feedback on the success of 
achieving objectives of the course (Fig.  59.5 ).

      During a Public Lecture, the organizer invites at least two successful young 
entrepreneurs as the motivational speakers. The session usually lasts for 2 h and 

  Fig. 59.1    The collection of the book       
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  Fig. 59.2    Public Lecture 1       

  Fig. 59.3    Public Lecture 2       

there is a question-and-answer session. Both speakers normally share their experi-
ences and give valuable tips to students on opening a start-up business. Figures  59.2  
and  59.3  show the event of the day. 

 During UKM Entrepreneur Day, awarding ceremony will be held for the winners 
throughout entrepreneurship activities accomplished in UKM. Among the awards 
presented were the best group poster, best individual pitching, and the overall 
awards for the best faculty in entrepreneurship which includes most involvement in 
entrepreneurial activities organized. Figure  59.4  shows the event of the day. 

 The online entry survey is conducted during the entrance of this course (fi rst 
week of the semester) to determine students’ needs in learning while the online exit 
survey is prepared at the end of the semester (week 14) after completing the course. 
The questions conveyed are intended to analyze students’ understanding throughout 
the learning. Figure  59.5  shows the preface of the entry and exit survey. 

 Before the semester begins, Pitching Day is organized for students who have 
been given an exemption on the basis of credit transfer. In each student’s presenta-
tion session, a panel of three assessors will judge the student’s pitching perfor-
mance. Figure  59.6  illustrates the activity during Pitching Day.

   The course will be concluded with an entrepreneurial day participated by stu-
dents from all faculties in UKM. Business concept presentation will be held during 
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that event and an award ceremony is held for overall winners for entrepreneurship 
activities implemented in UKM. Among the awards presented include best poster, 
best individual pitching, best group pitching, and the overall awards for the best 
faculty. Many notable people from the business industry are appointed judges for 
the competition.  

    Assessment Tool 

 Malaysia has become one of the countries which rapidly developed in terms of 
information and communication technology (ICT) for the past few years. Therefore, 
the user of communication tools such as social networking has become a medium of 

  Fig. 59.4    Activities during UKM Entrepreneur Day       
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information and communication in many ways such as the i-Folio. I-Folio is the 
acronym for Integrated Portfolio Management System by UKM consisting of course 
portfolio and learning portfolio to assist lecturers and students to update course 
information as well as uploading and downloading course materials and discussion 
using the preface shown in Fig.  59.7 . 50 % of all courses offered by higher education 
institutions have to be conducted using the blended learning mode due to the 
requirements outlined by MOE’s National e-Learning Policy. Blended learning 
includes at least 30 % of online contents and/or activities.

  Fig. 59.5    Entry and exit survey       

  Fig. 59.6    Pitching Day       
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   The four components of the assessment and marks have been set as below:

•    Online quiz module: 20–30 %  
•   Oral presentations: 20–30 %  
•   OBS: 30–40 %  
•   Attendance to public lecture: 5–10 %    

 The system for LMCW1022 course is leased from  Scriptopro  (  www.scriptopro.
com/    ) online quiz creation tool available through   www.scriptopro.com     as shown in 
Fig.  59.8a . All students are required to take the quizzes as part of the component 
for assessment in which random questions are set based on the 11 chapters of the 
current textbook.

   The OBS (Rosilah, Norngainy, & Norizan,  2014 ), as shown in Fig.  59.8b , is a 
simulation program used for business training and analysis. It offers individuals an 
opportunity to make necessary decisions in managing a company. In fact, OBS also 
enforces the individual to work in a team and stimulates the team members to think 
critically and strategically in obtaining business analysis in three major sections, 
namely, operation, marketing, and fi nancial other than enhancing leadership skills. 

  Fig. 59.8    Online tools: ( a ) Quiz online, and ( b ) OBS       

  Fig. 59.7    Communication tools through i-Folio and Facebook       
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Thus, it allows the team members to experience the concepts in business and entre-
preneurship. It also provides understanding of business concepts in a competitive 
but safe environment. Even though the online modules such as online quizzes and 
OBS have become a trend in teaching, a lecture delivery in a classroom remains to 
be the best platform for knowledge transfer from the lecturers to the students. The 
students from each faculty will be divided into smaller groups, i.e., 100 students in 
a class, and they are supervised by two lecturers from the respective faculties so that 
the knowledge can be effectively delivered to the students. In addition, the students 
who enrolled for this course are able to learn through engagement, real entrepre-
neurship lessons, and experiences from invited entrepreneurs via the Public Lecture 
1 and Public Lecture 2. These activities have created a good platform for the students 
to know and communicate with the local successful entrepreneurs. The students are 
also encouraged to socialize with community around the campus in order to gener-
ate and propose innovative business ideas for their business concept presentation 
and poster competition. They are encouraged to communicate with the community 
members and conduct brief surveys about their ideas. These activities may help the 
institution to produce better graduates with resilience.  

    Findings 

 From a statistical data collected in 2015 (entry survey and exit survey), it is shown 
that this project makes a difference in relation to students’ awareness and intentions 
towards entrepreneurship. Through the two series of public lectures, business con-
cept presentation and entrepreneurial activities conducted in classes, and during 
UKM Entrepreneur Day, all fi rst-year students who are from different fi elds of study 
such as medical, pharmacy, dentistry, and engineering have opportunities to partici-
pate in business plan preparation and presentation. In addition, the students who go 
through this course will have basic experience in managing and developing 
 entrepreneurship processes including fi nance and marketing using the OBS games. 
Thus, they have learnt to analyze all operations by strategic thinking, solving prob-
lem, and decision-making exercise. As a result, the students have portrayed more 
positive entrepreneurial attitudes and intentions as well as innovative characteris-
tics. Furthermore, the project has taught the students to be effective leaders, manag-
ers, and team players which later may help them to be graduates and improve their 
employability.  

    Conclusion 

 By looking at the increasing number of students for the Fundamental of 
Entrepreneurship and Innovation course since early 2010, it is vital that improve-
ments in the delivery and content of the course to be made and endorsed by relevant 
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agencies. As a way forward, research as to the achievements of the learning 
 outcomes among students must be addressed. This exercise will reveal if the accul-
turation of entrepreneurship has actually taken place among both students and aca-
demics. As the teaching of entrepreneurship in the institutions is new, it is also 
important to see the extent of acceptance of the course and its aims in the academic 
fraternity. The biggest challenge in conducting academic entrepreneurship is imple-
menting these courses for lecturers and students from various academic back-
grounds. Therefore, every faculty in UKM has a coordinator of entrepreneurship 
and innovation, which will oversee the course and the entrepreneurial activities con-
ducted in their respective faculties. Lecturers will be given training in entrepreneur-
ship course through workshops named “Training of Trainers” (ToT) to equip them 
in conducting the course to the students. More number of lecturers will be involved 
based on the number of students at their faculty. Certainly there is a big difference 
between “teachers” who teach with great interest, passion, and commitment and 
those who teach only for the sake of fulfi lling their academic duties. Furthermore, 
consideration needs to be given when dealing with generation Y students (those 
born in the late 1980s or afterwards); these groups are called as Internet generation. 
Therefore, the practices of social networking tools as a communication medium 
such as Facebook and Instagram are necessary requirements for the lecturers as well.     
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    Chapter 60   
 The Relationship Between Confl ict 
Management and Job Performance                     

     Mohd     Yunus     Majid      and     Fariedah     Maarof    

    Abstract     The aim of this study is to examine the relationship between confl ict 
 management (CM) and job performance (JP). There are fi ve styles of confl ict mana-
gement which are integrating, dominating, obliging, avoiding, and compromising. 
However, in this research the author only focuses on integrating, obliging, and 
 compromising styles which are considered as our independent variables and job per-
formance as our dependent variable. Accordingly, dominating (high concern for self 
and low concern for others) and avoiding (low concern for self and others) styles do not 
fi t Malaysian culture. Data consists of respondents in the banking sector. Correlation 
analysis was used to support the fi ndings. It was found out that obliging and compro-
mising have a signifi cant relationship with job performance while no relationship 
exists between integrating and job performance. It appears that the reserved and soft-
spoken Malaysian would opt to sacrifi ce their goals (obliging) and can easily agree 
with the outcomes of the confl ict management (compromise), as supported by research 
fi ndings by Wang et al. (Manag Int Rev 45:3–21, 2005). The individualistic-collectivist 
culture characteristics indicate different approaches between Western and Asian man-
agers in handling confl ict management, Wang et al. (Manag Int Rev 45:3–21, 2005).  

  Keywords     Confl ict management   •   Job satisfaction   •   Integrating   •   Obliging   
•   Compromising  

      Introduction 

 Confl ict is unavoidable and professionals spend great amount of their time dealing 
with it. Studies have shown that confl ict embraces all levels and aspects of organi-
zations and hence confl ict management is crucial because, when managed 
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properly, it will resolve a lot of misunderstanding, eliminate miscommunication, 
clear up unsolved issues, and improve leadership effectiveness, Tjosvold ( 2008 ), 
Korbanik, Baril, and Watson ( 1993 ), Darling and Fogliasso ( 1990 ). Customarily 
organizations often view confl ict as undesirable and unproductive, rather than as a 
way to sort out things, Boonsathorn ( 2007 ). Conversely, in an organizational con-
text, confl icts are common, yet most of the time meaningful, and eventually pro-
mote better working environment. Avoiding confl ict has been proved ineffectual 
while wishing for a confl ict-free work environment is unrealistic, Tjosvold ( 2002 ). 
As professionals interact in organizations, diverse cultural backgrounds, beliefs, 
gender, education experience, values, and situations may spawn tension and con-
fl ict. When confl ict is recognized, acknowledged, and managed in a proper manner, 
personal and organizational benefi ts will result that will encourage creativity and 
growth (Silverthorne,  2005 ). Accordingly, productively managed confl ict can 
strengthen trust between team members and thereby improved team performance 
(Kozlowski & Klein,  2000 ). It turns out that, today, to be an effective manager, they 
seek not to avoid but to manage confl ict within the organization (Rahim, Antonioni, 
& Psenicka,  2001 ).  

    Purpose of Study 

 The purpose of this study is to examine the relationship between confl ict manage-
ment and job performance of executives in Malaysian banking sectors. Besides this, 
only three out of fi ve confl ict management styles were zoomed in, i.e., integrating, 
obliging, and compromising.  

    Literature Review 

 Confl icts exist when the goals of at least two competing parties are not compatible 
to each other due to competing scarce resources and confl ict management refers to 
responses or behavior that people use in the confl ict (Wilmot & Hocker,  2001 ). Job 
performance is about adhering to established standards when doing one’s job. 
It involves actions and activities that can be monitored and measured, Mrayyan and 
Al-Fouri ( 2008 ). Over the last four decades, as job performance phenomenon 
increasingly becomes more complex, management and researches have shifted their 
perspectives on how they look at job performance; Arvey and Murphy ( 1998 ); 
Barbuto, Phipps, and Xu ( 2009 ); Blickle et al. ( 2010 ); Griffi n et al. ( 2007 ); Griffi n, 
Neal, and Parker ( 2007 ); and Mrayyan and Al-Fouri ( 2008 ) argued that the shift was 
from narrow focus of fi xed tasks to wider span of work roles. 
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    Confl ict Management and Job Performance 

 The approach towards confl ict management has been continuously studied and 
researchers have categorized them through a variety of classifi cations. Follett ( 1940 ) 
fi rst conceptualized the fi rst fi ve-style classifi cation of behavioral confl ict han-
dling—domination, compromise, integration, avoidance, and suppression. Deutsch 
( 1949 ) explores another conceptuality involving either cooperation or competition. 
It is argued that confl ict management styles were related to attaining goals based on 
high/low concern for production and high/low concern for people. Five styles, i.e., 
withdrawing, smoothing, forcing, problem solving, and compromising, were pro-
posed. Later, other researchers like Rahim and Bonoma ( 1979 ) extended this model 
by focusing on the desire to satisfy your own concerns and the desire to satisfy the 
other’s concerns and this has ensued the fi ve different styles of confl ict manage-
ment—integrating, obliging, dominating, avoiding, and compromising. 

 Rahim ( 2002 ) posited that organizational learning and effectiveness can be 
enhanced through a correct diagnosis of organizational confl ict and involvement of 
structural interventions in the confl ict. However, further inspection in related litera-
ture exposed that there have been mixed preferences regarding the practice of con-
fl ict management. Boonsathorn ( 2007 ) indicated that Thai executives were more 
inclined towards avoiding and obliging styles of confl ict management than the 
American executives. However, from the study, staying longer in other cultures 
would change their approach, the more they seem to using a dominating style, and 
the less relying on avoiding and obliging styles (Boonsathorn,  2007 ). Elsayed‐
Ekhouly and Buda ( 1996 ) learned that Middle East executives revealed more 
 integrating and avoiding styles, while American executives unveiled more obliging, 
dominating, and compromising styles. 

 Kozan ( 1989 ) claimed that the Turkish approach of confl ict management was 
very much infl uenced by hierarchy levels. The respect for higher authority compels 
subordinates to resort to a more accommodative approach, while suppressing/and or 
avoiding competition between peers (focus on collectivism and group harmony), 
and imposing solutions on subordinates (analogous to a parent–child relationship). 
In situation where group consists of different cultures, commonly, a third party 
would be used in resolving confl icts to maintain harmony in organizations. Ergin 
and Kozan ( 1999 ) and Kozan, Ergin, and Varoğlu ( 2007 ) confi rmed that more than 
65 % of confl icts in Turkish organizations resort to third parties.  

    Integrating and Job Performance 

 Integrating style has been characterized as someone who has high concern for them-
selves and for others, Gross and Guerrero ( 2000 ), Kim, Wang, Kondo, and Kim ( 2006 ), 
Ozkalp, Sungur, and Ozdemir ( 2008 ), Rahim ( 1992 ), and Shih and Susanto ( 2008 ), 
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and the goal of this style is to reduce organizational confl ict, Barbuto et al. ( 2009 ). This 
approach is considered as one of the most effective confl ict management strategies, 
Gross and Guerrero ( 2000 ), and MacIntosh and Steven ( 2008 ), as it reduces not only 
confl ict, but also stress, Barbuto et al. ( 2009 ). Common approach to this style includes 
openness, information sharing, cooperation, and fi nding alternative solutions to maxi-
mize outcome, Daly, Lee, Soutar, and Rasmi ( 2009 ); and Rahim ( 2002 ). Furthermore, 
it is reiterated that this style is also suitable when fusion of ideas is desirable to solving 
a complex problem where different set of skills and resources must be integrated. It 
was also found that this style improves job performance, De Dreu and Beersma ( 2005 ).  

    Obliging and Job Performance 

 This lose-win approach is about sacrifi cing oneself for the sake of others. The con-
cern to preserve relationship is more important than achieving their own goals or 
outcomes, Rahim ( 2000 ). However, it is posited that this style was generally neutral 
and at times can be neither effective nor highly appropriate, Gross and Guerrero 
( 2000 ). This style may be appropriate when a group or team is not familiar with the 
subject matter involved in a confl ict or the goals of the other group much more 
important than their goals. This style may be appropriate when a party is dealing 
from a position of weakness or believes that preserving relationship is important, 
Rahim ( 2002 ).  

    Compromising and Job Performance 

 This give-and-take approach focuses on mutually acceptable outcomes or goals by 
both parties, Kim et al. ( 2006 ), and minimizing loss on both sides, Shih and Susanto 
( 2008 ). This style is useful when the goals of the confl icting parties are mutually 
exclusive or when both parties are equally compelling, and because of that they fail 
to reach a consensus, Rahim ( 2002 ). Conversely, this style is also not appropriate 
when one party is more powerful than the other while believing that its position is 
right. Apparently, according to Daly et al. ( 2009 ), Shih and Susanto ( 2008 ), and 
Trubisky, Ting-Toomey, and Lin ( 1991 ), this style along with the integrating style is 
the most preferred style by some professionals when faced with organizational 
confl ict.   
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    Research Methodology 

    Hypothesis 

 Since our goal is to fi nd the relationship between confl ict management and job per-
formance, we develop four hypotheses, one relating to the overall relationship while 
three others relating to the confl ict approach. Our hypotheses are as follows:

   H1: There is a signifi cant relationship between confl ict management and job 
performance.  

  H2: There is a signifi cant relationship between integrating approach and job 
performance.  

  H3: There is a signifi cant relationship between obliging approach and 
job performance.  

  H4: There is a signifi cant relationship between compromising approach and job 
performance.     

    Research Framework 

 Figure  60.1  shows the relationship between the independent variables, i.e., confl ict 
management, and dependent variable, i.e., job performance. Constructs for the inde-
pendent variables are integrating, obliging, and compromising approach.

       Data Collection 

 Due to time and fi nancial constraints, sample data consisting of 250 questionnaires 
were sent to executives in the banking sector. However, only 164 (65.6 %) were 
returned and used for the analysis. Questionnaires were sent at random.   

Conflict Management

Independent Variable Dependent Variable

Integrating 

Obliging

Compromising
Job Performance

  Fig. 60.1    Variables showing the relationship between confl ict management and job performance       
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    Finding and Analysis 

 Data were analyzed using SPSS V21. 

    Validity and Reliability Analysis 

 Table  60.1  summarizes the reliability analysis for all the independent variables, 
including the three constructs and the dependent variable.

   It can be concluded that all the variables and constructs are reliable as the 
Cronbach’s alpha coeffi cient shows a relatively high consistency.  

    Testing of Hypothesis 

 H1: There is a signifi cant relationship between confl ict management and job 
performance. 

 Based on the correlation result given in Table  60.2 , there is a signifi cant relation-
ship between confl ict management and job performance, with  r  = 0.237,  N  = 164, 
and  p  < 0.01. Managing confl ict is important to improve job performance. Proper 
management of confl ict would improve job performance. The result shows consis-
tency with that of Rahim ( 2002 ). He continued emphasizing that certain type of 
confl icts relating to tasks, policies, and other organizational issues have been proved 
to promote positive effect on individual and group performance.  

 H2: There is a signifi cant relationship between integrating approach and job 
performance. 

 Hypothesis 2 is rejected as the result shows that  r  = 0.142,  N  = 164, and  p  > 0.05, 
confi rming that the relationship is not signifi cant. Interestingly, although this 
approach is considered as one of the most effective confl ict management strategies, 
as mentioned by Gross and Guerrero ( 2000 ), and MacIntosh and Steven ( 2008 ), 
where openness, information sharing, and cooperation are required towards prob-
lem solving and minimizing of organizational confl ict; it seemed that, in our case, 

   Table 60.1    Reliability statistics   

 Cronbach’s alpha  No. of items  Variables/constructs 

 0.713  9  Confl ict management (independent) 
 0.873  5  Integrating approach 
 0.893  4  Obliging approach 
 0.820  6  Compromising approach 
 0.814  12  Job performance (dependent) 
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the Malaysian executives are not ready for that. This shows that executives do not 
give high concern for themselves and the other parties in order to cooperate or man-
age the confl ict among them. They may also do not give positive reaction, opinion, 
and judgment regarding the confl ict. Malaysian culture slightly differs from the 
Western culture in such a way that the Malaysians are more reserved and tolerant 
and easy to concede to other opinions or ideas even though their opinions or ideas 
are more superior. 

 H3: There is a signifi cant relationship between obliging approach and job 
performance. 

 With  r  = 0.421,  N  = 164, and  p  < 0.01, it can be summarized that there is a signifi -
cant relationship between obliging approach and job performance. Obliging 
approach is also a common approach used by executive to manage confl ict and 
improve job performance. This lose-win approach is very common for Malaysian 
executives. Probable reason would be because Malaysians don’t like to argue, are 
more reserved, and prefer to preserve relationship among peers rather than going for 
open confrontation. 

 H4: There is a signifi cant relationship between compromising approach and job 
performance. 

   Table 60.2    Correlation value for all the variables   

 CM  IA  OA  CA  JP 

 CM Pearson  1  .645**  .567**  .533**  .237** 
 Correlation  164  .000  .000  .000  .002 
 Sig. (2-tailed)  164  164  164  164 
  N  
 IA Pearson  1  .279**  .258**  .142 
 Correlation  164  .000  .001  .000 
 Sig. (2-tailed)  164  164  164 
  N  
 OA Pearson  1  .236**  .421** 
 Correlation  164  .002  .000 
 Sig. (2-tailed)  164  164 
  N  
 CA Pearson  1  .188* 
 Correlation  164  .016 
 Sig. (2-tailed)  164 
  N  
 JP Pearson  1 
 Correlation  164 
 Sig. (2-tailed) 
  N  

  **Correlation is signifi cant at the 0.01 level (2-tailed) 
 *Correlation is signifi cant at the 0.05 level (2-tailed)  
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 Hypothesis 4 is also accepted based on the statistics  r  = 0.188,  N  = 164, and 
 p  < 0.05. This tells us that executives use compromising style to overcome confl ict 
in order to improve job performance. This give-and-take approach is also quite 
common for the Malaysian executives. This fi nding is also supported by Wang, Lin, 
Chan, and Shi ( 2005 ).   

    Conclusion 

 We mentioned earlier that previous results regarding confl ict management are 
mixed. Cultural differences and hierarchical levels have contributed towards the 
mixed results, Boonsathorn ( 2007 ), Elsayed‐Ekhouly and Buda ( 1996 ), and Kozan 
( 1989 , 2002). For a more complex situation, the involvement of third party would 
be a better approach, Kozan et al. ( 2007 ). Further researches could reveal other fac-
tors that may possibly have signifi cant infl uence over confl ict management. Our 
results also concur with the previous fi ndings, showing that preferences for confl ict 
management in the banking sector are also mixed.     
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Chapter 61
Volatility Persistence and Shock Absorption 
Capacity of the Malaysian Stock Market

Elgilani Eltahir Elshareif and Muhammed Kabir

Abstract Estimation of the extent of volatility in stock markets induced by external 
shocks and the persistence of it is very important and has policy significance for the 
macroeconomic policy makers, central bankers, and the financial market partici-
pants. In the current study, we examine the overestimation bias of volatility and its 
persistence using EGARCH-M models for the Malaysian stock market composite 
index (KLCI), as well as three sub-sectoral indices. The empirical evidence shows 
that there are asymmetric responses by the stock indices whereby volatility originat-
ing from ascending versus descending stock market has different impacts. In addi-
tion, we have found that the volatility is highly persistent and the shock absorption 
capacity of the stock market has been underestimated. However, this finding sug-
gests that there might have been some estimation bias due to misspecification of the 
model. This implies that the policy makers and market participants must exercise 
caution in drawing conclusions from this class of models.

Keywords Volatility persistence • Malaysian stock market • Shock absorption 
capacity • EGARCH-M

 Introduction

The impact of external stocks to the domestic stock markets in the Asian region has 
led to volatility shifts during the last three decades. All the stock markets in the 
region have experienced significant shifts in the financial volatility, and Malaysian 
market is no exception. During periods of external shocks, the volatility of the  
Kuala Lumpur Stock Exchange (KLSE) increased quite a bit which affected the 
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confidence level of investors. This impact of the heightened volatility was reflected 
in a substantial decline in the key benchmark Kuala Lumpur Composite Index 
(KLCI). The high volatility shift in the Malaysian stock market received a great deal 
of attention from researchers, policy makers, and market participants, including 
investors, brokers, dealers, and regulators. As it is expected, a high level of uncer-
tainty reduced investors’ confidence and who then postponed their decision to 
investment which then impacted economic growth.

It is important to both policy makers and market practitioners to understand the 
behavior of stock market volatility. Policy makers are, by and large, interested in the 
main determinants of volatility, its impact on real economic activity, and evaluating 
regulatory framework to optimally manage international capital flows. On the other 
hand, market participants are primarily concerned in the direct effects the time- 
varying volatility wields on the pricing of financial assets and the concomitant 
hedging strategies to manage risks.

It is now widely accepted that the assumption of constant variances over time is no 
longer valid, and hence it cannot be measured using the conventional measures of 
variances and covariance. Instead, one has to use the generalized autoregressive con-
ditional heteroskedasticity (GARCH) model which can capture the time-varying 
properties of the stochastic shocks in the system. This class of models have been 
developed by a number of authors and now are being used in financial econometric 
research (see Bollerslev, 1986; Bollerslev, Chou, & Kroner, 1992; Engle & Ng, 1993).

Volatility is considered highly persistent if a shock to a given system is perma-
nent, and the past volatility can be used in constructing forecasts of future volatility. 
However, quiet periods where prices are somewhat stable could be followed by 
comparatively high-volatility periods. A survey of the literature reveals that although 
numerous studies were carried out to study the impact of the 1997 Asian financial 
crisis and 2007 global financial crisis on the regional stock markets, studies dealing 
with the effects of sudden changes in volatility on stock markets using a decomposi-
tion approach during these two periods were few and far between.

In the current study, the overestimation bias of volatility and its persistence in the 
Malaysian stock market have been examined, and unlike the previous studies, in this 
study the market has been disaggregated which has enabled us to make a compara-
tive study of the differential impact of volatility on the composite market and also 
the subsectors of the market during the period 1990–2011. Therefore, the research 
question to be addressed is the following:

Is there an overestimation bias of volatility and its persistence in the Malaysian 
stock market?

This question is important for policy makers, portfolio managers, and investors 
who are managing funds to optimize risk-adjusted returns.

The remainder of this chapter is organized as follows. Section “Methodology” 
presents the methodology. Section “Data and Descriptive Statistics” describes the 
data and descriptive statistics. Section “Empirical Results” reports the empirical 
results and final section presents the concluding remarks.
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 Methodology

It is well recognized that the GARCH models are widely used for stock market 
 volatility analyses. Since the introduction of the autoregressive conditional hetero-
skedasticity (ARCH) model by Engle (1982) to explain the volatility of inflation 
rates, many researchers have employed ARCH with some modifications to different 
types of financial time series. One of the model modifications is the GARCH model 
developed by Bollerslev (1986). However, the GARCH model cannot capture the 
leverage or asymmetric effect found by, among others, Black (1976), and confirmed 
by the findings of Campbell and Hentschel (1992), French, Schwert, and Stambaugh 
(1987), Ghassan and AlHajhoj (2016), Glosten, Jagannathan, and Runkle (1993), 
Nelson (1991) and Schwert (1990). It has been found that the degree of volatility 
has been asymmetric in response to negative versus positive shocks. One method 
that captures such asymmetric responses is Nelson’s (1991) exponential GARCH or 
EGARCH model. In addition, EGARCH model can be enhanced further to incor-
porate the interdependence between risk and returns. These enhanced models are 
called EGARCH-M. The EGARCH-M model for the weekly stock market returns 
can be represented by the following system of equations:
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where rt represents respective weekly stock return; εt is the market innovation or 
residuals; ht is the respective conditional variance of the returns process based on 
the information set ft-( )1  of relevant and available past data; and ω, β, γ, and α are 
parameters to be estimated. The conditional variance is asymmetrical, if the esti-
mated leverage-effect term, γ, is significantly different from zero (γ ≠ 0). Parameters 
in the variance equation (Eq. 61.3) are obtained through the maximum likelihood 
estimation, namely the Marquardt method with robust standard errors.

The robustness of the EGARCH-M models was examined by using three stan-
dard diagnostic tests, namely the Ljung Box Q-statistic for autocorrelation, Jarque- 
Bera statistic for non-normality of the standardized residuals, and the ARCH LM 
test for conditional heteroskedasticity (ARCH) effect.

 Data and Descriptive Statistics

The data used in this study consist of the weekly closing stock price index of Kuala 
Lumpur Composite Index (KLCI), and three of its sub-indices which are plantation 
(PLT), industrial (IND), and finance (FIN). Weekly rather than daily data were 
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chosen to avoid the potential biases associated with microstructural issues, 
 non-trading, the bid-ask spread effect in daily data, and problems of thin trading 
which were often associated with most emerging markets. All stock price series 
were collected from DataStream and spanned from June 1990 to June 2011. The 
stock market returns were calculated according to the following expression:

 
r S St t t= -( )´-log log 1 100

 
(61.4)

where log St was the natural logarithm of the index at week t. Dividends were 
assumed away (see Campbell, Lo, & Mackinlay, 1997).

Table 61.1 reports the descriptive statistics for the four indices and a number of 
observations can be made from these data. First, during our sample period from 
June 1990 to June 2011, all the Malaysian stock prices has a positive mean return, 
with the finance and plantation indices demonstrating a higher return than others. 
Secondly, the standard deviation, which measures stock return volatility, indicated 
that the finance and plantation indices have the highest standard deviation. Thirdly, 
returns from KLCI and all the other sub-indices displayed positive skewness and 
these are not normally distributed. Fourthly, the kurtosis values for all the four indi-
ces exceeded 3, indicating a leptokurtic distribution. Finally, the Jarque-Bera (JB) 
statistic reported in the fifth column of Table 61.1 confirmed the significant depar-
ture of these stock returns from normal distribution, which was similar to the find-
ings of Kang, Cho, and Yoon (2009) and Wang and Moore (2009), even though 
these previous analyses were done on other markets.

 Empirical Results

We estimated the extent of volatility and its persistence in the Malaysian stock mar-
ket induced by external shocks. The results from the EGARCH-M models in 
Table 61.2 show that all the parameters are highly significant. The persistence of 

Table 61.1 Descriptive statistics for the Malaysian stock market indices

KLCI Industrial Finance Plantation

Mean 0.0012 0.0013 0.0016 0.0016
Std. Dev. 0.0129 0.0126 0.0147 0.0138
Skewness 2.1998 3.4857 2.3142 1.1366
Kurtosis 30.4179 45.8603 30.1676 24.4249
Jarque-Bera 34346.01 83988.27 33829.48 20676.11
(P-value) 0.0000 0.0000 0.0000 0.0000
Observations 1069 1069 1069 1069

Notes: Skewness measures the asymmetry of the distribution of the series around its mean. The 
skewness of a normal distribution is zero. Kurtosis measures the peakness or flatness of the distri-
bution of the series. The kurtosis of the normal distribution is 3. If the kurtosis exceeds 3, the dis-
tribution is leptokurtic, and if less than 3 platykurtic relative to the normal distribution
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shocks as measured by the sum a b+( )  appears to be very high indicating that 
shocks may have a permanent effect on the variance of returns and the shock absorp-
tion capacity of the stock market may have been underestimated. This result makes 
it pertinent to reexamine the model specification to ascertain that the high-volatility 
persistence is not spurious.

The estimated γ coefficient reveals that the response of the stock indices has been 
asymmetric. All the γ coefficients are statistically significant indicating that asym-
metries are present in the Malaysian stock market and negative shocks lead to higher 
volatility in stock return compared with positive shocks. Our overall results are 
consistent with Law (2006).

The estimated model was subjected to a battery of statistical tests to evaluate the 
robustness of the model. The Ljung-Box Q statistics were calculated to test for 
serial correlation in standardized residuals and all the series were found to be free 
of serial correlation. The ARCH-LM test suggested the absence of heteroskedastic-
ity in the residuals. In addition, the estimated residuals from models with sudden 
shifts in volatility show higher log-likelihood values and smaller values of skewness 
and kurtosis in comparison to the estimated residuals from the original models.

 Conclusions

In the current study, we have examined the overestimation bias of volatility and its 
persistence using EGARCH-M models for the Malaysian stock market composite 
index (KLCI), as well as three sub-sectoral indices, namely industrial (IND), finance 
(FIN), and plantation (PLT). The empirical evidence shows that there are asymmet-
ric responses by the stock indices whereby volatility originating from ascending 
versus descending stock market has different impacts. In addition, we have found 
that the volatility is highly persistent and the shock absorption capacity of the stock 

Table 61.2 EGARCH-M parameters

EGARCH-M

Indices α β a b+ γ Log- likelihood
LM ARCH 
(20) Q (20)

KLCI 0.245 
(0.000)

0.968 
(0.000)

1.213 −0.05807 
(0.070)

2489.89 0.1467 
(0.99)

17.32 
(0.501)

Industrial 0.288 
(0.000)

0.950 
(0.000)

1.238 −0.10647 
(0.005)

2341.08 0.5019 
(0.88)

16.49 
(0.734)

Finance 0.341 
(0.000)

0.892 
(0.000)

1.233 −0.08016 
(0.024)

2508.83 0.2291 
(0.99)

14.92 
(0.667)

Plantation 0.608 
(0.000)

0.624 
(0.000)

1.232 −0.16508 
(0.035)

2843.43 1.11 (0.32) 28.28 
(0.029)

Notes: p-Values were reported in the parenthesis. Q (20) were the Ljung-Box Q statistics for 20th 
order in standardized residuals. An ARCH LM (20) test statistic checks for autoregressive conditional 
heteroskedasticity up to order 20 (the optimal structure of ARCH LM test was detected at lag 20)
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market has been underestimated. However, this finding suggests that there might 
have been some estimation bias due to misspecification of the model.

The results have significance for policy makers, portfolio managers, and inves-
tors who are managing funds to optimize risk-adjusted returns. However, in view of 
the overestimation of the volatility persistence, the policy makers and market par-
ticipants must exercise caution before drawing conclusions one way or another.

It must be mentioned here that the EGARCH-M models can play an important 
role in identifying the relationship between volatility and returns using γ parameter. 
It is not always appreciated by researchers why the downward volatility is normally 
more pronounced compared with upward volatility. Downward movement in stock 
prices besides being a negative factor for portfolio managers also triggers margin 
calls that only accentuate the extent of volatility. The estimated γ helps draw atten-
tion to these facts.
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    Chapter 62   
 Augmented Reality: Uses and Future 
Considerations in Marketing                     

     Saifeddin     Alimamy     ,     Kenneth     R.     Deans     , and     Juergen     Gnoth    

    Abstract     Technology has changed the way marketers interact and engage with 
customers and data. New and exciting technologies are emerging but there is little 
consensus about their relative importance beyond the initial hype. Augmented real-
ity (AR) is one such technology that has the potential to facilitate dialogue and 
interaction between physical and digital worlds potentially leading to the creation of 
value for both customers and organizations. In this chapter we propose that AR can 
also aid the research process and generate deeper and more meaningful customer 
insights which will aid the reduction of customer-perceived risks. This chapter 
emphasizes the importance of AR in marketing and seeks to encourage discussion 
of the potential uses for AR in overcoming traditional limitations in marketing and 
customer research.  

  Keywords     Augmented reality   •   Marketing   •   Technology   •   Experiential marketing   
•   Mixed methods   •   Research methods   •   Simulation   •   Perceived risk   •   Innovation  

      Background 

 The most widely used defi nition of marketing involves the “creation” and “capturing” 
of value (Kotler & Armstrong,  2010 ). The concept of value has been discussed 
numerous times and more recently there has been a growing emphasis on customer 
and organizational interactions which pave the way for a mutual value-creation rela-
tionship to be created (Grönroos,  2006 ,  2008 ; Vargo & Lusch,  2004 ). Thus, adding 
elements of interactivity allows for deeper customer engagement and higher cus-
tomer satisfaction (Ballantyne and Varey,  2006 ; Ballantine,  2005 ; Dholakia & Zhao, 
 2009 ). One particular type of interactivity that has been growing in popularity is 
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AR. AR is the incorporation of digital elements into the physical world through 
technology. It enhances the physical world by adding elements such as textual con-
tent, URL links, video, and audio into previously static objects (Vaughan-Nichols, 
 2009 ). Users of AR point a device with a camera, e.g., smartphone or tablet, at a 
particular graphic, barcode, product, or other physical “trigger” to augment that 3D 
space and add additional elements or information that are overlaid in a video stream 
on top of the physical product Clawson ( 2009 ). Figure  62.1  shows how information 
can be overlaid on a device:

   Thus it can be seen that AR adds elements that the user can interact with while 
they view something of interest. The difference between AR and virtual reality 
(VR) is that VR fully replaces the physical world with another world whereas AR 
retains the existing world but with additional information (Figs.  62.2  and  62.3 ).

    Historically, AR was only used in specifi c industries and applications such as a 
pilots’ heads up display (HUD) units and fl ight/military simulations. In other words, 
it was used in situations with a high risk when something went wrong and so it was 
essential to test products and services so that they were ready when the situation 
demanded.  

  Fig. 62.1    Tourist location 
enhanced by AR       

  Fig. 62.2    Virtuality continuum (Milgram and Kishino  1994 )       
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    AR and Perceived Risk 

 One of the main goals for marketers is to increase customers’ likelihood of purchas-
ing products. Two major theories underpinning customers’ willing to purchase have 
been developed (Agarwal & Teas,  2001 ). One stream of research states that custom-
ers will choose products that offer them the greatest perceived value (Zeithaml, 
 1988 ). The second stream of research states that customers will choose the products 
that have the least perceived risk (Bauer,  1960 ). Bauer proposed that risk is inte-
grated in consumer behavior because purchasing “produce consequences which he 
[the customer] cannot anticipate with anything approximating certainty, and some of 
which at least are likely to be unpleasant” (Bauer,  1960 , p. 24). Since the entry of risk 
in the consumer behavior fi eld, research has tested and proved the premise (Cox, 
 1967 ; Cox & Rich,  1964 ; Dowling & Staelin,  1994 ; Verhage, Yavas, & Green,  1990 ). 

 Perceived risk is the uncertainty that customers face as well as the potential 
 negative consequences that will result from the purchase of a product (Dowling & 
Staelin,  1994 ; Taylor,  1974 ). Thus, the more risk that customers perceive, the less 
likely they will make a purchase. In order to reduce the risks, organizations and 
customers have adopted “risk relievers” (Ross,  1975 ; Zuckerman & Kuhlman,  1978 ) 
that aid in the reduction of risk. A risk reliever is any type of action, e.g., information 
acquisition that a buyer or seller uses as a strategy to reduce risk (Roselius,  1971 ). 
We propose that AR will reduce perceived risk dimensions asso ciated with a pur-
chase. The following model sums up the scope of the proposed research:  

    Social Risk 

 One of the dimensions of risk is social risk (Kaplan et al.,  1974 ) which is defi ned as 
“to what extent does the person [customer] think that other people judge him by his 
brand decision” (Brody & Cunningham,  1968 , p. 51); a customer usually seeks 
social reassurances and “social approval” (Newton & Cox,  1967 ) from other people 
who they value, such as friends and family. 

AR-aided v. traditional shopping

H6

H5

H4

H3
H2

H1

Social Risk

Financial Risk

Psychological Risk

Performance Risk

Physical Risk

Time Risk

  Fig. 62.3    Proposed conceptual model       
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 Social risk is also attributed to the “tendency to engage in word of mouth” (Perry 
& Hamm,  1969 ; Roselius,  1971 ). When a customer perceives the social risk to be 
high, they will usually turn towards communication with their friends and family to 
seek approval (Newton & Cox,  1967 ). 

 Previous research found that performance risk is generally rated higher than 
social risk (Lutz & Reilly,  1973 ) when assessing a variety of different consumer 
products. Other researches have also stated that social risk, although a signifi cant 
dimension, does not generally rank the highest compared to other dimensions 
(Kaplan et al.,  1974 ). This is true for most types of products, as can be determined 
through previous research (Kaplan et al.,  1974 ). 

 It is assumed that AR-aided shopping allows for customers to connect with oth-
ers (Bodhani,  2012 ; Bulearca and Tamarjan,  2010 ; Chevalier and Mayzlin,  2006 ) 
such as family and friends, to ask for their opinion and show the products before 
they purchase them. This reduces the social risk, regardless if the product is of high 
or low involvement. Therefore, it is hypothesized that: 

  H1     Shopping with AR has a lower perceived social risk than shopping without AR.   

    Financial Risk 

 Financial risk (FIR) is the risk of loss of monetary resources, i.e., money for the 
customer (Derbaix,  1983 ; Horton,  1976 ; Sweeney et al.,  1999 ). The more a con-
sumer pays for a product, i.e., the price, the higher the potential of loss. 

 Although the risk dimension rankings are not universal, research identifi es 
 fi nancial risk as one of the most signifi cant components of total overall risk (see, 
e.g., Kaplan et al.,  1974 ; Stone & Grønhaug,  1993 ). This research attempts to test 
similarly to previous research, except with the addition of AR-aided technology. 

 Within the context of AR, it is expected that allowing customers access to more 
information of prices and giving them warantee information and the ability to inter-
act with other customers reduce the perceived fi nancial risk of purchasing a product 
Shimp and Bearden ( 1982 ). Therefore, it is hypothesized that: 

  H2     Shopping with AR has a lower perceived fi nancial risk than shopping without AR.   

    Psychological Risk 

 Psychological risk (PSR) is conceptualized as the risk of discomfort that may arise 
due to anticipated post-purchase regret or worry (Perugini & Bagozzi,  2001 ) from 
the purchase and consumption of the product (Dholakia,  2001 ). Furthermore, psy-
chological risk is also defi ned as “the loss incurred when the product chosen does 
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not fulfi ll the consumer’s self-image or perceptions of self” (Chu & Li,  2008 ). This 
is in line with cognitive dissonance theory which states that there is a “dissonance,” 
or gap between two types of knowledge. In this case, the dissonance is between how 
the customer expects the product to be and the reality of the product and how it 
 actually makes the customer feel. The risk of cognitive dissonance can therefore be 
considered as psychological risk. 

 It is assumed that AR-aided shopping will reduce the PSR through a combination 
of risk-reducing strategies that are activated through the AR application. Some of 
the proposed risk-reducing functions of the AR application include price compari-
sons, warrantee information, and ability to discuss products with a salesperson to 
ensure that they are getting a product that fi ts within their self-identity. Additional 
features include customer reviews that affi rm the product design and performance 
matches their psychological self (Duan et al.  2008 ; Godes and Mayzlin  2004 ). 

 By using AR to purchase products, customers may feel that the psychological 
risk of purchase is lower than without. Therefore, it is proposed that: 

  H3     Shopping with AR has a lower perceived psychological risk than shopping 
without AR.   

    Performance Risk 

 Performance risk (PER), also called product or functional risk (Sääksjärvi & 
Lampinen,  2005 ), is one of the introductory risk factors that was discussed origi-
nally in Bauer’s research (Bauer,  1960 ). Furthermore, it was also researched that 
performance risk correlated the highest than any other risk factors for 8 out of the 
12 products that were tested in the original Jacoby and Kaplan research (Jacoby & 
Kaplan,  1972 ). 

 Perceived performance risk is the perceived loss experienced if a product does 
not perform according to expectations (Horton,  1976 ). In previous research, when 
the perceived performance risk was low to medium, customers bought the product 
without researching much and would essentially “trial” the product (Lutz & Reilly, 
 1973 ) but if they perceived the product to have high performance risk, they pre-
ferred to observe and experience the product before purchase (Lutz & Reilly,  1973 ). 
Analyzing the results, it is observed in this experiment that if performance risk is 
reduced, overall perceived risk will decrease and purchase intent will therefore 
increase. Since AR-aided technology adds elements of experiences, dialogue, and 
additional information about products, it is hypothesized that: 

  H4     Shopping with AR has a lower perceived performance risk than shopping with-
out AR.   

62 Augmented Reality: Uses and Future Considerations in Marketing



710

    Physical Risk 

 Perceived physical risk (PYR) is the lowest risk dimension that is correlated with 
OPR (Jacoby & Kaplan,  1972 ). PYR is defi ned as the chance of a purchase to cause 
physical harm. Relative to the product category, it is assumed that PYR will be more 
important for potentially harmful products and less relevant for normal day-to-day 
products. Further, it is proposed that PYR might be more relevant for food-based 
products due to the consumption nature of the product. Having additional informa-
tion, e.g., nutritional information and dialogue, is assumed to reduce the physical 
risk. It is therefore assumed that: 

  H5     Shopping with AR has a lower perceived physical risk than shopping without AR.   

    Time Risk 

 Perceived time risk (PTR) is another dimension that researchers have considered as 
signifi cant (Brooker,  1984 ; Roselius,  1971 ). Time risk is defi ned as the potential loss 
incurred from the time and energy used to purchase the wrong product (Roselius,  1971 ). 

 Roselius ( 1971 ) examined the ten risk reduction strategies in respect to the 
dimensions of risk and concluded that there is no consensus as to which reliever is 
better than others but that sellers should “fi rst determine the kind of risk perceived 
by his customers and then create a mix of risk relievers suited for his combinations 
of buyer types and loss type” (Roselius,  1971 , p. 61). Additional experiments 
revealed that time risk was ranked relatively low compared to other dimensions of 
risk when it comes to selection of automobiles (Peter & Tarpey,  1975 ). 

 In this chapter thesis, time risk will be considered as one of the dimensions to be 
tested. It is assumed that the additional information from AR application will serve 
as a risk-reduction strategy. It is therefore proposed that: 

  H6     Shopping with AR has a lower perceived time risk than shopping without AR.   

    Conclusion and Implications 

 AR technology is becoming widespread in the fi elds of marketing and research. 
With that diffusion, it is important for academics and marketers to look at the ben-
efi ts of this technology. In this chapter, we propose that one of the main advantages 
of AR is to reduce the perceived risks associated with making a purchase decision 
and future work aims to support these theoretical claims with empirical evidence. 
Furthermore, we outline the importance of interactions in marketing and how using 
technology like AR can aid in the creation of experiences.    
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Chapter 63
Business Cycle Forecasts and Futures 
Volatility

Hanene Belhaj and Dorra Larbi

Abstract This chapter assesses the extent to which the US business cycle is affected 
by fluctuations in futures price while controlling for other macroeconomic and 
financial variables. We examine the usefulness of futures volatility to predict 
whether or not the US economy will be in a recession.

Our study builds on two research veins. The first is comprised of many studies 
that attempt to predict business cycles by using a range of economic variables. 
Many of these studies emphasize the role of financial variables in macroeconomic 
forecasts (Estrella and Mishkin, Review of Economics and Statistics, 80(1):45–61, 
1998). This role has been certainly exacerbated during the recent financial crisis of 
2007–2009.

The second vein originates within the literature which widely recognizes the role 
of financial variables such as prices of financial instruments as leading indicators 
(Estrella and Mishkin, Review of Economics and Statistics, 80(1):45–61, 1998).  
In US data for example, equity returns and the short-term interest lead GDP growth 
by one or two quarters (Backus et al., Asset prices in business cycle analysis (manu-
script), 2007). Commodities, combined with stocks, are one of these financial 
instruments that were involved in the macroeconomic forecasts.

Our study examines futures volatility as predictors of US recessions. The volatil-
ity of this instrument could be an indicator of the economic situation. This study 
aims at either confirming or invalidating that periods of economic downturns are 
characterized by a high volatility in the index futures market.
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 Introduction

The global financial crisis (GFC) in the world economies has contributed to the 
consideration of the connection between financial variables and the business cycle, 
particularly the US economy.

This chapter primarily focuses on determining the factors that can influence the 
business cycle in the US economy. It discusses the changes in the futures prices and 
the effects that they have on the business cycle of the US economy under controlled 
financial and macroeconomic financial variables (Bregendahl, Michael, John 
Madsen, & Mortensen, 2010). It also establishes the importance of different futures 
volatility to forecast whether the US economy will face a recession in the coming 
years.

It lies on two research approaches. The first looks into the various studies that 
predict the business cycles based on different economic variables. It emphasizes the 
functions of financial variables in macroeconomic forecasts. The second approach 
focuses on the asset prices as the lead indicators of the business cycle. According to 
a study conducted by Bansal and Aaron (2004), the returns on equity and short-term 
interest contribute to the growth in GDP by one or two quarters. This second 
approach recognizes the role played by financial variables including prices of finan-
cial instruments as leading indicators.

The chapter assesses the extent to which the US business cycle is affected by 
fluctuations in futures price while controlling other macroeconomic and financial 
variables. It examines how far futures volatility helps to predict whether or not the 
US economy will be in a recession.

 Business Cycle and Financial Variables

Many studies have underlined the role of the financial variables in the macroeco-
nomic forecasts of the business cycle concept.

Literature on business cycle is abundant. According to Mitchel (1927) business 
cycle is characterized by a “sequence of expansions and contractions particularly 
emphasizing turning points and phases of the cycle.” Lucas (1977) as contained in 
Kydland and Prescott (1990:2) defined business cycle as the statistical properties of 
the co-movements of deviations from the trend of various economic aggregates with 
those of real output. Kydland and Prescott (1982) described business cycles as 
recurrent nature of events. Another definition is due to Lucas (1980) in which busi-
ness cycle is viewed as “the recurrent fluctuations of output about trend and the 
co-movements among other aggregate time series.”

In more recent literature, the business cycle is majorly tracked and determined in 
terms of unemployment and GDP. It is the skyward and plunging movements of the 
GDP coupled with different occasions of growth and reduction in the patterns of the 
long-term growth. The typical cycles are accompanied by shifts, between periods of 
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relative economic growth and decline. The business cycle,  therefore, is seen as a 
series in a pattern of four periods. The periods are trough, expansion, contraction, 
and peak. The expansion period represents the prosperity phase where there are 
boom and upward movement in the economy.

The theoretical and empirical frameworks in the literature concentrated in exam-
ining the relationship between the macroeconomic and the financial variables. Other 
papers focus on the stock market forecasting power for future real growth in the 
economy (Fama & French, 1996; Vassalou, 2000). From an international point of 
view, Nasseh and Strauss (2000) demonstrated the existence of a significant long- 
run relationship between stock prices and domestic and international economic 
activity in European countries.

Andreou, Osborn, and Sensier (2000) examined a set of financial variables (inter-
est rates, stock market price indices, dividend yield, and monetary aggregates) and 
heir influence on economic activity and business cycle. The most reliable leading 
indicator would seem to have been the interest rate term structure. In addition, the 
chapter assesses that the volatility of financial variables may also contain predictive 
information for growth and production volatility.

A recent paper on our subject is written by Stock and Watson (2002) who thor-
oughly demonstrated the predictive power of asset prices on inflation and real out-
put. According to their findings “some asset prices predict either inflation or output 
growth sin some countries in some periods, but which predicts what, when and 
where is itself difficult to predict.” However, they pointed out that forecast produced 
by combining these individual forecasts seems to improve when compared to fore-
cast from benchmark univariate models.

As another paper connected to the framework in our study, Estrella and Mishkin 
(1998) examine various financial variables as predictors of US recessions. Results 
show that stock prices are useful with one to three quarter horizons. The results 
obtained using the yield curve suggest that these measures can play a useful role in 
macroeconomic models.

In conclusion, many papers studied and demonstrated that some financial and 
macroeconomic series have significant predictive power for future economic activ-
ity across a number of countries (Estrella & Hardouvelis, 1991). The early literature 
is summarized in the comprehensive literature review of Stock and Watson (2003) 
and the more recent literature focusing on the yield curve is summarized by 
Wheelock and Wohar (2009).

 Business Cycle and Forecasting Models

Different business cycle forecasting methods exist. In the 1970s, many large macro 
models had poor forecasting performance and led first to the use of vector 
 auto regressions (VAR) and then to estimated DSGE models. Other structural mod-
els based on microeconomic foundations appeared as a response to this poor perfor-
mance. Kydland and Prescott (1982) propose the real business cycle (RBC) model 
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based on principles of neoclassical growth models, in which real shocks are sources 
of economic fluctuations under flexible prices.

Rotemberg and Woodford (1998) propose the New Keynesian DSGE model 
using a similar framework. The findings from this literature are that DSGE forecasts 
are slightly comparable to those from VARs and BVAR (Chauvet & Potter, 2012). 
Wieland and Wolters (2010) find that structural models fail to forecast turning 
points, large recession, and booms but have a similar accuracy to BVAR forecasts.

In brief, the findings in the literature support the evidence of Nelson (1972) that 
forecast from simple autoregressive models has a better performance than large- 
scale macroeconomic models. The best models for tracking future GDP growth 
during expansions are the AR(2) and the univariate Markov switching model, and 
the VAR model that includes the term spread. The latter and the BVAR do better 
than the DSGE model during expansions, but the gains are offset by their poor per-
formance during recessions (Chauvet & Potter, 2012).

 Data Description

In this chapter, we adopt the use of the leading indicators developed by the 
Conference Board. The leading economic indicators (LEI) represent one way of 
forecasting the shifts in the business cycle patterns. The economic variables inte-
grated within the structure of the leading economic variables are chosen based on 
their proven economic consistency, significance, timeliness, and uniformity to the 
ancient business cycles Liew and Vassalou (2000).

The leading indicators used are the following (monthly data from 1998 to 2014):

 1. Value of manufacturers’ new orders for consumer goods
 2. Value of manufacturers’ new orders for construction materials and supplies 

industries
 3. Value of manufacturers’ new orders for capital goods: nondefense capital goods 

industries
 4. Average weekly hours of production and nonsupervisory employees
 5. Manufacturers’ new orders: durable goods
 6. M2 money stock
 7. New private housing units authorized by building permits
 8. Consumer sentiment

Regarding futures, we used S&P500 Index Futures, monthly data, from January 
1999 till December 2014.

For the volatility measures, we adopt implied volatility measured by the VIX and 
Economic Policy Uncertainty Index (constructed using three underlying compo-
nents: newspapers, tax-code expiration date, professional forecasters’ survey).
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 Methodology

Based on the literature, we use a linear model combined with GARCH to consider 
the dynamic aspect of that volatility (Bollerslev, 1986). Futures volatility and eco-
nomic uncertainty proxies are examined as predictors of US economic activity. The 
aim is either confirming or invalidating that periods of economic downturns are 
preceded by a high volatility and uncertainty.

Our study consists of the following steps:
Step 1: We estimate the conditional volatility using GARCH model of the index 

futures returns.
Step 2: Estimate each of the leading indicators as a function of lagged historical 

volatility, conditional volatility, and implied volatility.Where i changes with the 
leading indicator (we made 8 regressions per volatility measure), we applied an 
autoregressive model:
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Step 3: For each of the volatility proxy we do the following regressions using the 

leading index as dependent variable:
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 Empirical Results

Table 63.1 reports summary statistics for Leading indicators and futures return.
In steps 1 and 2, we generate historical and conditional volatility.
Futures conditional volatility will be used as an explanatory variable in the com-

ing steps.
Step 3: For each of the leading indicators we do the linear AR(1) model using the 

three volatility proxies as explanatory variables.

Table 63.1 Descriptive statistics

Mean Std. deviation Minimum Maximum

Leading index 60.1669 66.1818 −202.8 145.8

Futures return 0.11 % 0.0461 −18.88 13.98
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The empirical results from the AR(1) regressions cited in step 3 show that for all 
the 24 regressions estimated, lagged volatility measure is positively correlated to  
all leading indicators with significant coefficient (Table 63.2).

These findings confirm the idea that the index futures historical volatility, condi-
tional volatility, and implied volatility have a predictive component for the business 
cycle. The co-movement among the leading indicators of the business cycle and the 
lagged volatility proxies seems confirming the assumption of this chapter. Thus, 
volatility measures precede by 1 month the leading indicators in predicting the busi-
ness cycle.

Step 4: When we are using lagged volatility measures and economic uncertainty 
as explanatory variables of the leading index, results confirm the findings of the 
previous step.

All lagged volatility measures are positively correlated to the index. This empiri-
cal outcome strengthens the conclusion declaring that volatility proxies have a pre-
dictive power in leading the business cycle.

Table 63.2 Empirical results

Volatility measure Coefficient t-Statistic

ACDGNA 1.201 14.399***

4.146 13.609***

VIXt−1 1.286 29.830***

ACMSNO 1.483 14.702***

5.166 14.014***

VIXt−1 1.587 31.155***

ANDENO 2.479 14.422***

8.425 13.195***

VIXt−1 2.628 28.273***

AWHMAN 1.566 15.680***

5.579 15.843***

VIXt−1 1.664 36.455***

DGORDER 7.378 14.528***

2.543 13.560***

VIXt−1 7.872 29.836***

M2SL 2.685 13.677***

9.597 13.627***

VIXt−1 2.864 25.725***

PERMIT 4.890 12.138***

1.655 11.230***

VIXt−1 5.256 21.345***

UMCSENT 3.214 14.918***

1.124 14.692***

VIXt−1 3.402 30.629***

*** t < 0.001
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The results are identical for the economic uncertainty, demonstrating that this 
measure is positively correlated to the leading index (with a significant coefficient) 
confirming the idea that the economic uncertainty is predicting the business cycle.

Stock market historical returns are also positively correlated to the leading index. 
As widely studied in previous literature, this financial measure is a good predictor 
of the economic situation.

 Conclusion

Forecasting of the business cycles implies predicting the occurrence of a given state 
of the economy. Several variable indicators exist that explain the influence behind 
different business cycles.

This chapter assesses how index futures historical volatility, conditional volatil-
ity, and implied volatility have a predictive component of the business cycle. The 
movement among the leading indicators of the business cycle and the lagged vola-
tility proxies seems confirming the assumption of this chapter. All lagged volatility 
measures have positive impact on the leading index. This empirical outcome 
strengthens the conclusion declaring that volatility proxies have a predictive power 
in leading the business cycle. The results state also that economic uncertainty helps 
forecasting the business cycle.

Further research on time lags, using other methodologies (regime switching 
models for example), could enhance our empirical findings.
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    Chapter 64   
 Relationship Between Working Capital 
Management and Profi tability: A Case 
of Tabreed (National Central Cooling 
Company PJSC)                     

     R.     Venkatachalam    

    Abstract     Working capital management is a function of management to decide the 
optimum level of the various items of working capital. Though the current assets do 
not help increasing productivity, they are very much important in carrying a suc-
cessful business. Too much of working capital may lead to idle current assets and 
increase carrying cost of current assets and it reduces the profi t. On the other hand, 
if too low working capital is maintained the business faces liquidity risk and may 
lead to bankruptcy. This study aims to investigate the relationship between profi t-
ability and the various components of current assets of Tabreed. Pearson simple 
correlation technique and multiple regression analysis were employed. The study 
showed that working capital turnover ratio, cash turnover ratio and debtors turnover 
ratio have positive association with return on investment and other ratios such as 
current ratio, quick ratio, current assets-to-total assets ratio, current assets-to-sales 
ratio, and inventory turnover ratio have negative association with profi tability.  

  Keywords     Capital working management   •   Profi tability   •   Multiple regression 
Analysis   •   Liquidity risk  

      Introduction 

 Working capital management is an important aspect in fi nancial management. 
Investment in current assets represents a major portion of total assets. While sales 
are increasing in business, to support the sales current assets such as inventories and 
receivables would be increasing simultaneously. Along with current assets, current 
liabilities would also increase. It should be understood whether the current assets 
and the current liabilities are to be managed at optimum level in order to enhance 
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profi tability. Permanent assets such as plant, property, and equipment would 
increase productivity in a business. Growth in current assets should be parallel to 
growth in sales. If current assets increase more than the sales growth, the situation 
may lead to idle current assets. Though the current assets help improving sales and 
thus profi tability, it should be remembered that there is cost involved in carrying 
such current assets. The working capital policy of a business plays an important role 
in determining the optimum level of current assets and thus optimum working 
capital. 

 Adequate current assets would support the sales of a business. Inadequate inven-
tory, an important component of current assets, would lead to stockout problems 
which would decrease the sales. If payment terms of sales are not in line with com-
petition in the market, the business entity may lose its market share and it may lead 
to low profi tability. On the other hand, more than required inventory or very slow 
collection of receivables would block capital of business entity which has carrying 
cost and this would lead to low profi tability. 

 The short life span of working capital components and their swift transformation 
from one form to another form require the business to take decisions frequently. 
Various factors such as nature of business, seasonality of operations, production 
policy, market conditions and terms, and conditions of suppliers affect the working 
capital requirements. 

 Ineffective management of working capital directly affects liquidity and profi t-
ability of the business. During recession, the business gives more attention for 
working capital management since liquidity in the market is very tight. 

 An appropriate working capital management policy sets minimum and  maximum 
level of inventory, cash. It dictates the terms of credit sale. An effi cient working 
capital management sets limits for various working capital components, continu-
ously monitors the variances, and takes corrective actions for reaching their goals. 

 It is necessary for an organization to fi nd out the optimum level of working capi-
tal in order to survive during recessionary periods. Optimum level of working 
 capital helps to achieve optimum profi t and thus to enhance the wealth of sharehold-
ers. This study aims to probe into the drivers of working capital and their impact on 
profi tability of Annual report of Tabreed (Tabreed,  2015 ). 

    Profi le of Tabreed 

 Tabreed is a district cooling company incorporated in Dubai, UAE. Though the 
company is popularly known as Tabreed in the market the company is legally incor-
porated in the name of National Central Cooling Company PJSC. District cooling is 
a superior alternative to conventional air conditioning since it helps reducing energy 
consumption and also protecting the environment. The company has been providing 
innovative cooling techniques to government, commercial, and private organization 
in Gulf countries since 1998. The principal activities of the company include supply 
of chilled water, and operation and maintenance of cooling plants. 
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 For the year ended 31 December 2015, the company earned revenue of AED 1.17 
billion and net profi t of AED 348 million. As of 31 December 2015, they employed 
total assets of AED 8.2 billion.  

    Need for the Study 

 There have been numerous studies on working capital management in companies 
engaged in manufacturing and trading sector situated in various countries. Very few 
research studies are available on companies operating in Middle East region. As far 
as UAE is concerned, no research has been done in this area in respect of service- 
providing companies. Inventory, the major component of current assets, is negli-
gible in service-providing industry. This chapter is the fi rst attempt to study the 
relationship between working capital management and fi rm’s profi tability in a 
 service industry.  

    Objectives of the Study 

 The study has the following four objectives:

•    To study the relationship between working capital management and 
profi tability  

•   To establish the nexus between the liquidity and profi tability of Tabreed  
•   To identify the effects of various components of working capital on profi tability 

of the company  
•   To draw conclusion on the impact of working capital management over profi t-

ability of Tabreed      

    Literature Review 

 Soenen (Soenen,  1993 ) analyzed the relationship between the working capital cycle 
and profi tability in the US fi rms. The research exposed a negative relationship 
between the working capital cycle’s length and fi rm’s profi tability. Moreover, it was 
established that the inverse relationship is different among various industries. 

 Khatic and Varghese ( 2015 ) observed that even though the profi tability position 
was strong, the liquidity position of fi rm was not at acceptable level. 

 Nazir and Afza ( 2009 ) investigated the relationship between the aggressive/ 
conservative working capital asset management and fi nancing policies. The study 
revealed a negative relationship between the profi tability of fi rms and degree of 
aggressiveness of the working capital policy. 

64 Relationship Between Working Capital Management and Profi tability…
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 The studies of Charitou, Lois, and Santoso ( 2012 ) stressed that the effi cient uti-
lization of fi rm’s resources would lead to increase in shareholders’ wealth. 

 Bagchi, Chakrabarti, and Roy ( 2012 ) studied the infl uence of working capital 
management on profi tability and found a negative association between working 
capital management and fi rm’s profi tability. 

 Hsieh and Wu ( 2013 ) examined the working capital management and profi tability. 
They found a signifi cant negative relationship between the gross operating income 
and the accounts receivable collection period, inventory turnover period, accounts 
payable period, and working capital cycle among publicly traded Chinese 
companies. 

 Sharma and Kumar ( 2011 ) did research regarding the effect of working capital 
on profi tability of Indian companies. They took a sample of 263 nonfi nancial 
Bombay Stock Exchange fi rms from 2000 to 2008 and employed OLS multiple 
regression. Data revealed that working capital management and profi tability are 
positively correlated in Indian communities. There was a negative correlation 
between inventory days and receivable days with company’s profi tability, whereas 
account receivable days and working capital cycle had a positive correlation with 
profi tability. 

 Shin and Soenen ( 2000 ) examined the relationship between net trade cycle and 
profi tability. They concluded that there was a strong negative association between 
the fi rm’s NTC and its profi tability. 

    Hypotheses of the Study 

 The following hypotheses are set for the purpose of the study. 

  H0     There is no signifi cant difference between liquidity and profi tability of Tabreed 
during the period of study.  

  H1     There is signifi cant difference between liquidity and profi tability of Tabreed 
during the period of study.   

    Data and Methodology 

 The annual reports of Tabreed for the accounting years from 2011 to 2015 were the 
source of data. The data for the study were taken from audited balance sheet and 
income statement. The annual reports were downloaded from the offi cial website of 
Tabreed. Various relevant ratios regarding working capital management have been 
selected for processing data. The ratios which are affecting working capital and 
profi tability have been selected. 
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 In order to measure the effi ciency of working capital management, the following 
ratios have been calculated on the data available related to the company: return on 
investment (ROI), current ratio (CR), quick ratio (QR), current assets-to-total assets 
ratio (CATAR), current assets-to-sales ratio (CASR), working capital turnover ratio 
(WCTR), inventory turnover ratio (ITR), cash turnover ratio (CTR), and debtors 
turnover ratio (DTR). 

 ROI is the good measure of profi tability and therefore it is selected as the 
 dependent variable. ROI is depending upon the size of current assets and turnover. 
Hence eight working capital ratios have been identifi ed as independent variables. 

 Pearson’s simple correlation coeffi cient technique has been employed to estab-
lish the degree of association between the working capital management and profi t-
ability. For analyzing the behavior of these ratios student-t test has been used. 

 In order to derive an equation which provides estimates of the dependent variable 
(i.e., ROI) from values of two independent variables, multiple regression analysis 
has been employed.   

    Results and Discussions 

 The relationship between working capital components and profi tability is estab-
lished by calculating Karl Pearson’s correlation coeffi cient between ROI of Tabreed 
and the various ratios regarding working management (Table  64.1 ).

   The study shows the following:

•    There is positive association between ROI and working capital turnover ratio, 
CTR, and DTR. Other ratios such as current ratio, quick ratio, current assets-
to- total assets ratio, current assets-to-sales ratios, and inventory ratios do have 
negative relationship with ROI.  

   Table 64.1    Simple correlation analysis between selected ratios relating to working capital 
management and return on investment of Tabreed   

 Particulars  2011  2012  2013   2014    2015  
  Correlation 
coeffi cient  

 Current ratio (CR)  1.338  1.380  1.473  1.381  1.089  −0.390 
 Quick ratio (QR)  1.309  1.344  1.433  1.333  1.045  −0.431 
 Working capital turnover ratio 
(WCTR) 

 2.767  3.093  2.540  3.448  15.221  0.591 

 Current assets-to- total assets 
ratio (CATAR) 

 0.183  0.156  0.160  0.143  0.114  −0.928 

 Current assets-to- sales ratio 
(CASR) 

 1.431  1.174  1.225  1.050  0.804  −0.934 

 Cash turnover ratio (CTR)  2.178  2.016  1.639  2.706  6.621  0.589 
 Inventory turnover ratio (ITR)  32.794  33.206  29.730  26.929  30.842  −0.544 
 Debtors turnover ratio (DTR)  2.667  2.740  4.783  4.470  4.924  0.753 
 Return on investment (ROI) %  3.4  4.2  4.2  4.5  4.7 
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•   The coeffi cient correlation between ROI and CATAR is −0.928 and the correla-
tion between ROI and CASR is −0.934. This implies that increase in share of 
current assets either on total assets or sales will have strong negative impact on 
ROI. Further, it is evidenced that CATAR and CASR do have perfect positive 
relationship (0.999). It is logical that the ratio of current asset share increases the 
cost of carrying such current assets and reduces the profi t.  

•   The correlation coeffi cient between ROI and WCTR is 0.591. It shows that there 
is a positive relationship between profi tability and WCTR. It is clear from these 
results that the higher the WCTR, the greater the profi tability of the company.  

•   The correlation coeffi cient between ROI and CTR is 0.589. This also shows that 
there is positive relationship between ROI and CTR. If CTR increases, then it 
pushes the profi tability up.  

•   As far as current ratios (CR) and quick ratios (QR) are concerned, both have 
negative relationship with ROI. The correlation coeffi cient between ROI and CR 
is −0.390 and with QR is −0.431. It implies that fat current ratios are quick ratios 
that would bring down the ROI. Conversely, the slim CR and QR will enhance 
the ROI. This is further evidenced that the relationship between CR and QR is 
perfectly positive.  

•   The correlation coeffi cient between ROI and inventory turnover ratio (ITR) is 
negative (−0.544). This shows that the higher the ITR, the lower the profi tability. 
However, inventory is very much insignifi cant in Tabreed since the company is a 
service provider. Looking at the fi nancial statements, inventory forms 2–4 % of 
the total current assets.  

   Table 64.2    Other statistical values of variables   

 CR  QR  WCTR  CATAR  CASR  CTR  ITR  DTR  ROI 

 Mean  1.3322  1.2928  5.4128  0.1512  1.1368  3.0320  30.7002  3.9168  4.2000 
 Median  1.3800  1.3330  3.0930  0.1560  1.1740  2.1780  30.8420  4.4700  4.2000 
 Standard 
error 

 0.0646  0.0653  2.4565  0.0113  0.1034  0.9134  1.1367  0.5008  0.2213 

   Table 64.3    Correlation matrix of Tabreed for the period 2011–2015   

 Ratio  ROI  CR  QR  WCTR  CATAR  CASR  CTR  ITR  DTR 

 ROI  1.000 
 CR  −0.390  1.000 
 QR  −0.431  0.999  1.000 
 WCTR  0.591  −0.948  −0.957  1.000 
 CATAR  −0.928  0.703  0.734  −0.842  1.000 
 CASR  −0.934  0.692  0.725  −0.829  0.999  1.000 
 CTR  0.589  −0.963  −0.974  0.991  −0.846  −0.835  1.000 
 ITR  −0.544  −0.152  −0.108  0.017  0.380  0.384  −0.060  1.000 
 DTR  0.753  −0.246  −0.285  0.502  −0.706  −0.693  0.491  −0.733  1.000 
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•   The correlation coeffi cient between ROI and DTR is positive (0.753). This is in 
line with logical result. When there is high DTR, either sales are high or the 
receivables are slim or both; when there is slim receivable the investment in the 
receivable is slow and thereby low cost, which leads to high profi tability.  

•   The CTR has perfectly positive correlation with WCTR and it is highly logical 
that cash is a part of working capital. However, CTR has negative relationship 
with CR, QR, CATAR, and CASR (Tables  64.2 ,  64.3 , and  64.4 ).

            Analysis of Multiple Regression 

 In order to determine an equation which provides estimates of a dependent variable 
from values of the two or more independent variables, multiple regression analysis 
is employed. 

 To fi t the regression line, ROI has been taken as the dependent variable.

    (A)    Since CATAR has perfect negative correlation with ROI and DTR has signifi -
cant positive correlation with ROI, both the variables have been selected as 
independent or explanatory variables.     

 The following regression equation is obtained: 
 ROI =  − 0.0032 + 0.36154CATAR − 0.0024DTR 
 From the above equation, it is easily understood that DTR impact on ROI is 

insignifi cant and the major determinant of ROI is CATAR. 
 Next it is considered that CR and WCTR are infl uential on ROI.

   Table 64.4    t-Values of independent variables and conclusion   

 Independent 
variable  t-Value  Critical value  Comments 

 CR  12.4366  2.306  Means are signifi cantly different 
 QR  12.5937  2.306  Means are signifi cantly different 
 WCTR  3.4611  2.306  Means are signifi cantly different 
 CATAR  18.2645  2.306  Means are signifi cantly different 
 CASR  11.5379  2.306  Means are signifi cantly different 
 CTR  1.2426  2.306  Means are not signifi cantly different 
 ITR  −22.8814  2.306  Means are not signifi cantly different 
 DTR  0.5171  2.306  Means are not signifi cantly different 
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    (B)    It is very much crucial to maintain current ratio and working capital at a 
certain minimum level irrespective of the related cost of maintaining working 
capital. Therefore, both the variables have been selected as independent 
variables.     

 The regression equation is as follows: 
 ROI = −0.0708 + 0.075 CR + .002 WCTR 
 Compared to CR, WCTR is insignifi cant. CR is the deciding factor for ROI. 

In order to break even, CR should be 0.944. According to principles of fi nancial 
management, CR should be at least 1.5. If so, ignoring WCTR, ROI would be 
around 4.2 %. Every one unit of CR, ROI is increased by 7.5 %. 

    Student t-Values 

 The relationship between the dependent variable (ROI) and other independent 
 variables is as follows: 

 As far as CR, QR, WCTR, CATAR, and CASR are concerned since the t value is 
greater than the critical value, the hypothesis (H0) is not accepted. Therefore, there 
is relationship between working capital management and profi tability of the fi rm. 

 However, in respect of CTR, ITR, and DTR, since the t-value is less than the 
critical value, the hypothesis (H0) is accepted. Therefore, there is no relationship 
between the turnover ratios and profi tability of the fi rm. 

 It is interesting to note that the turnover ratios do not have relationship with prof-
itability and the exception is WCTR.   

    Conclusion 

 Studying the eight ratios regarding working capital management, fi ve ratios, CR, 
QR, CASR, CATAR, and ITR, have negative relationship with ROI. Among these, 
ITR has insignifi cant role to play in this study since the fi rm has negligible inven-
tory compared to its total assets. The ratio of inventory to total assets does not 
exceed 4 %. 

 For the rest four ratios, the main driver is current assets. Since inventory level is 
very low in the current study, current assets are almost equal to quick assets. This is 
also further evidenced by correlation coeffi cient of 0.999 between CR and QR. 

 The other ratios WCTR, CTR, and DTR have positive relationship with 
ROI. Logically the ratios would increase when turnover of the company goes up or 
working capital/cash/debtor level goes down. This change would either increase 
revenue or reduce cost or both. 

 Therefore in order to increase ROI, the company should adopt any or all of the 
following:
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•    The level of current assets should not be allowed to go beyond a range of reason-
able level.  

•   Idle current assets are to be identifi ed and the fi rm should reduce the level of 
 current assets to total assets.  

•   The level of receivables and cash is to be maintained at optimum level and should 
be monitored continuously.  

•   Cash and cash equivalents were considered too high during the period from 2011 
till 2013 (around 60 % of sales). In 2015, it was drastically reduced to 15 % of 
turnover. This was the major reason for hike in ROI from 3.4 to 4.7 %.  

•   Current ratio has been declining from 2013 and the ratio was 1.09 in 2015 which 
is very low. The company should consider strengthening working capital in order 
to manage liquidity risk.       
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    Chapter 65   
 Information Systems Strategies to Reduce 
Financial Corruption                     

     Ali     Abdulbaqi     Ameen      and     Kamsuriah     Ahmad    

    Abstract     Small and large organizations use available technologies to manage busi-
ness activities and assist in decision making. Most organizations operate their busi-
ness activities effi ciently using various information systems (IS). These systems are 
used to collect data and process it according to the analyst, manager, or business 
owners’ needs. Among the existing systems, the organization normally used fi nan-
cial information systems (FISs) to accumulate and analyze fi nancial data for opti-
mal fi nancial planning and forecasting decisions and outcomes. FIS closely linked 
with all aspects of administrative in the organizations. This system is an integral part 
of business and is fundamental for stability, sustainability, and growth of an organi-
zation. In recognition of the importance of FIS, various countries and international 
organizations started to invest in such systems. This system is increasingly being 
used to improve transparency in the organizations and as a result FIS can play an 
important role in fi ghting corruption in public fi nance systems. This chapter aims to 
investigate and to identify the existing IS strategies that are used in fi ghting fi nancial 
corruption. The fi nding reveals that there are a number of IS strategies to combat 
corruption but among those FISs possess the ability to contribute effectively towards 
anticorruption efforts. At the end, this chapter identifi es fi ve factors of FIS that con-
tribute to anticorruption strategies. This study could play a signifi cant role in 
explaining the complex relationship between the related factors and the quality of 
FISs to facilitate the anticorruption process.  
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      Introduction 

 The World Bank estimated that each year between US$1 trillion and US$1.6 trillion 
is lost to corruption. The lost includes tax evasion, bribes, infl ated budgets, and 
illegal expenditures (Otusanya, Lauwo, & Adeyeye,  2012 ). This estimate does not 
include embezzlement of public funds or theft of public assets, which are extremely 
diffi cult to estimate. Corruption is a form of dishonest or unethical conduct by a 
person entrusted with a position of authority, often to acquire personal benefi t. 
Corruption can take many forms that vary in degree from the minor use of infl uence 
to institutionalized bribery. Transparency International’s defi nition of corruption is 
“the abuse of entrusted power for private gain.” This defi nition is also used in this 
study. Corruption typically occurs when there is an opportunity for an exchange of 
resources and services that can be kept covert. It occurs in the context of systems 
that create opportunities for corrupt behavior. Therefore, when searching for the 
sources of corruption it is necessary to focus not on corrupt individuals, but on cor-
rupt systems. Corruption brings substantial economic, social, and moral costs to the 
society affected by it. Essentially, the costs caused by corruption are the reason why 
the fi ght against corruption should be taken seriously. Given the problems presented 
by corruption, searching for solutions is necessary. It’s important to determine the 
key infl uencing factors on IS as an anticorruption strategy (ACS). The review indi-
cates that most studies on IS as an ACS appear to be extremely diverse and complex. 
The research aims to identify the main IS strategies that exist in the literature that 
were used to reduce fi nancial corruption.  

    Background 

 This chapter attempts to provide better understanding for the FISs and their role in 
reducing corruption. It also focuses on exploring the relationship between IS, sys-
tems software applications, and anticorruption strategies. In particular, it explores 
(1) the relationship between the uses of IS and anticorruption strategies, and (2) the 
key factors that infl uence the ability of the FIS to reduce corruption. The study used 
an iterative design approach, which consists of three investigated techniques such as 
conducting a literature review, content analysis, and website analysis. The fi ndings 
indicate that most of the studies conducted on IS as an ACS are extremely diverse, 
which indicates that FIS has been used as a mechanism to reduce corruption. 
Table  65.1  describes various studies on IS strategies to reduce corruption found in 
the literature from the year 2003 to 2012. The number of occurrences of research in 
this area is compiled and recorded.

   The table shows the most frequent IS strategies that are used as an ACS found in 
the literature. The fi ndings show that most scholars have focused on utilizing 
e- government, ICT applications, social media, and Web applications as tools in cor-
ruption reduction strategies. Only a few studies have focused on the role of FIS in 
reducing corruption. The table statistically highlights the most important studies 

A.A. Ameen and K. Ahmad



733

that left a signifi cant effect on controlling corruption from the perspective of rele-
vant scholars and specialists. Most scholars have focused on utilizing e-government 
as tools in corruption reduction strategies; however the research using FIS as an 
ACS received the least, with only 14 %. Therefore the interest of this study is to 
explore further the signifi cance of FIS as an anticorruption strategy.  

    Information Systems and Anticorruption Strategies 

 Numerous studies have concentrated on efforts to employ ICT component as an 
important means in the corruption reduction strategies. These studies have concen-
trated on using information systems to improve e-government innovations, to har-
ness ICT application, to adapt various Internet applications, and to use social media. 
Literature has revealed that the main attempt to employ ICTs as part of ACS is to 
prevent corruption electronically. In the public fi nancial sector, the information sys-
tems play a signifi cant role in reducing revenues and expenditure corruption. 
Figure  65.1  summarizes the fi ndings that show the electronic anticorruption tools 
and strategies. The strategies that can be used to reduce corruption are discussed in 
the next subtopic.

      E-Government Strategy 

 A wide range of studies have been conducted that focused on the importance of 
improving e-government to reduce corruption (Andersen,  2009 ; Bertot et al.,  2010 ). 
The success of harnessing the e-government initiative depends on the citizen educa-
tion, culture, and their acceptance of ICT technology. Governments strongly prefer 
delivering services through the Internet to boost cost effi ciency. Andersen ( 2009 ) 
determined that e-government has a signifi cant control of corruption and exhibits a 
positive and economically promising effect. E-government has received increasing 
attention from the academic and particular community. This strategy comprises a 
main part of e-services that involves in providing the governmental services and 
processes online.  

    Table 65.1    IS strategies to 
reduce corruption   

 No.  Key electronic ACS  Frequency  % 

 1  E-government  56  65 
 2  ICT applications  50  58 
 3  Social media  48  56 
 4  Web applications  39  45 
 5  Procurement systems  36  42 
 6  Tax and customs system  34  40 
 7  Mobile technology  27  31 
 8  Financial information systems  12  14 

65 Information Systems Strategies to Reduce Financial Corruption



734

    Web Application Strategy 

 Web-based technology is another popular strategy to reduce corruption (Zhang & 
Zhang,  2009 ). This technology allows the public to monitor corruption-prone activ-
ities, such as permit applications or approvals, and to raise questions in case of 
irregularities. Widespread use of centralized and high-speed countrywide networks 
has signifi cantly contributed to their performance (Rodríguez, Caba Pérez, & López 
Hernández,  2007 ). Web-based fi nancial services use the Internet as a communica-
tion standard by combining a web browser, a display standard, and a web server as 
an access point to back-end stand-alone systems. Numerous researchers have sug-
gested the blackguard stand-alone possibility of adapting an Internet application to 
reduce corruption (Hui,  2008 ; Pathak, Naz, Rahman, Smith, & Agarwal,  2009 ). 
Many tools have been developed to stop corruption; considerable focus has been 
given lately on e-government, particularly using communication technologies, such 
as the Internet and mobile phones. The intention of these tools is to open govern-
ment processes publicly and allow citizens to access information (Zhang & Zhang, 
 2009 ). Internet can also probably act as a corruption suppressor because of its posi-
tive effect on spreading information about offi cial misconduct, which inevitably 
increases detection of corrupt behaviors of politicians and public servants, and, 
thus, reduces them (Andersen, Bentzen, Dalgaard, & Selaya,  2011 ).  

    Social Media Strategy 

 Social media can refer as an enabling technology and the contents they generated 
through three kinds of instruments, namely social networking sites such as Facebook, 
micro blogging services like Twitter, and multimedia sharing services such as 
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Flicker and YouTube. Social media is utilized as an anticorruption instrument to 
create attitudes and culture of transparency and establishes new avenues for open-
ness. Bertot et al. (2010) reviewed literatures and found evidence for the potential 
of using social media to reduce corruption .  Using social media is a central part of 
transparency and more recent anticorruption initiatives. It has transformed the man-
ner in which people are able to interact with one another and the means in which 
governments can promote transparency and reduce corruption (Bertot et al., 2010). 
It has promoted transparency by empowering citizens to monitor the activities of the 
governments collectively (Arpit,  2012 ). This strategy has enabled users to access 
content easily and to interact with others via highly accessible Web-based technolo-
gies. Citizen participation, collaboration, empowerment, and time exploiting are the 
main potential strengths to reduce corruption. It facilitates citizen journalism, which 
improves transparency and enables users to interact with other parties to socialize, 
share information, or achieve a common goal or interest.  

    Mobile Technology Strategy 

 Using mobile technology as part of ACS is among the recent approach in corruption 
reduction (Bhuiyan,  2011 ; Hellstrom,  2010 ). At present, mobile technology has a 
signifi cant role in our lives. Substantial growth in adopting these technologies, 
including nations with low landline and Internet penetration, has been observed. 
Mobile technology can have a signifi cant role in promoting good governance, 
increasing accountability, and reducing corruption. In most countries, mobile tech-
nology adoption is high and has considerably outpaced computer and Internet adop-
tions (Bertot, Jaeger & Grimes, 2010). This technology can be effectively deployed 
to disseminate news on corrupt practices. In fact, some mobile technologies, such as 
iPhone, are completely accessible to people with visual impairments because of the 
presence of a touch screen and the absence of a tactile keyboard. Mobilizing users 
and the community to report corruption cases will make it easier to impose correc-
tive actions on involved individuals as well as to organize systems to avoid a corrupt 
attitude (Ameen & Ahmad,  2014 ). Thus, supporting the emerging nature of e-gov-
ernment and mobile government that holds considerable promise for deploying 
transparency initiatives is vital.  

    Using FIS in Corruption Reduction Strategies 

 Public fi nance can increase economic growth, and consequently helps in reducing 
poverty. However, corruption reduces revenues and increases illegal public expendi-
ture. Based on the literature analysis, only a few studies have focused on the role of 
FIS in reducing corruption. That means more research on this strategy is needed. Most 
countries have focused on using ICT in their activities to strengthen the reformation 
process as the necessary ingredient to a good fi nancial governance transparency 
(Ameen & Ahmad,  2014 ). ICT offers nations a modern approach to create 
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transparency and promote anticorruption practices. Most countries intend to introduce 
FIS in fi nancial procedures, revenues, and expenditure systems (Bertot et al., 2010). 
Figure  65.2  illustrates several information systems that can be used to reduce corrup-
tion in the fi nancial sector, in both expenditures and revenues. Procurement and pay-
roll information systems were assisting in reducing the expenditure corruption, 
whereas tax and custom information systems have the same role in reducing revenue 
corruption (Ameen & Ahmad,  2014 ).

       Procurement Information Systems 

 Procurement information systems have been established as a response to the require-
ment to computerize purchases and contracts. This requirement arises from the lack 
of standards, which makes it diffi cult to determine the extent of corruption effect in 
terms of expenditures, particularly for public goods. However, the public and pri-
vate sectors have different practices with regard to procurement and contract speci-
fi cations. Researchers frequently rely on untrustworthy accounts because of lack of 
detailed information on behavioral responses. Without computerized information 
systems, such situations do not facilitate the construction of an analytical frame-
work to explain corruption and develop ways to control it (Chand & Moene,  1999 ). 
Nevertheless, using decision support systems in public procurements limits the pos-
sible damaging effects of corruption (Csáki & Gelléri,  2005 ). In many nations, the 
public procurement information system is one kind of FIS that has been regarded as 
a successful solution to corruption problems. Literature has clarifi ed several exam-
ples from different countries such as the Czech Republic, Malaysia, the Philippines, 
and Russia (Andersen,  2009 ).  

    Tax and Information System Strategy 

 Tax information systems are not involved in the actual delivery of services such as 
fi ling a tax or renewing a license. This situation has a huge effect in terms of trans-
parency and anticorruption (Bhatnagar,  2003 ). These systems play an important role 
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in preventing corruption by improving transparency, which enables extensive cross- 
checking of information. It provides an opportunity to utilize a computerized selec-
tion of taxpayers for auditing and monitoring practices, and enabling a timely 
response to taxpayers who are requesting information and assistance. 
Computerization, as a corruption reduction strategy, dramatically enhances the effi -
ciency of most functions in tax administration by providing tamper-proof and paper- 
free information based on the identity of potential taxpayers, third-party information, 
accounts, and transactions. The tax information system facilitates cross-matching 
among various sources of information, which helps verifi es returns fi led and pro-
vides accuracy in tax collection and recovery operations. Tax computerization 
assists in selecting audits and enhances taxpayer information and assistance 
(Vishwanath & Kaufmann,  1999 ). According to Seongcheol, Hyun Jeong, and 
Heejin ( 2009 ), tax information systems assist in preventing corruption in some 
countries, such as Korea, Mexico, and the Philippines. These FISs provide adminis-
trative services to many civil affairs committees and reduce contact between tax 
collectors and taxpayers, and consequently reduce opportunities for corruption 
(Andersen,  2009 ). The successful implementation of information systems in tax 
administration has yielded impressive results (Hui,  2008 ).  

    Customs Information System 

 As illustrated in Fig.  65.2 , customs information system is one of the most important 
means to reduce corruption, and customs automation is one of the major cost ele-
ments of investment toward customs improvements (Milner, Morrissey, & Zgovu, 
 2008 ). ICTs can improve the effi ciency of customs authority through public fi nan-
cial processes by reducing corruption opportunities. Recently, the ASYCUDA, 
which was developed by UNCTAD, is used by over 70 developing countries to 
manage tariff collection and reduce border-line corruption. The system accelerates 
the movement of goods and reduces transport expenses (Wakelin & Shadrach, 
 2001 ). Furthermore, it helps increase government revenues by reducing corruption. 
A customs information system has a signifi cant role in tariff collection and has 
increased direct and transit trades (Wijayasiri & Jayaratne,  2010 ). ASYCUDA uses 
international codes and standards developed by the International Organization for 
Standardization, the World Customs Organization, and the United Nations. The sys-
tem can be adopted to suit the customs characteristics of any country. The system 
allows electronic data interchange between traders and customs administrations, 
during which data are exchanged with external systems such as banks or carriers. 
The system applies the rule of electronic data interchange for administration, com-
merce, and transport (Wijayasiri & Jayaratne,  2010 ). The latest edition, which is 
known as ASYCUDA World, is an e-customs version that is compatible with major 
database management and operating systems such as Oracle, DB2, Sybase, 
Microsoft Windows, Linux, and HP-UX.   
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    Discussion 

 This research utilized an analysis on the existing researches to indicate the most 
strategies that harness IS as an ACS. Related concepts were discussed focusing on 
the information systems strategies to reduce corruption. As shown in Table  65.1 , 
among the information systems strategies used to reduce corruption, only a few stud-
ies have focused on the ability of FIS to contribute towards these efforts. In order to 
analyze the ability of FIS to reduce corruption, an analysis is conducted. FISs are 
system software that accumulates and analyzes fi nancial data in order to make good 
fi nancial management decisions. The use of FIS allows governments to link data-
bases in different departments to streamline the backend of public administration 
processes. In addition, an FIS could also increase tracking of accounting events in 
conjunction with IT resources and the interface through which governments interact 
with citizens. This system assists in evaluating and controlling within an entity and 
to assures appropriate usage and accountability for their resources. It associates in 
management decision making, inventing planning, and performance management 
systems and provides profi ciency in fi nancial reporting and control to facilitate 
administration in the formulation and implementation of an organization’s strategy. 
These fi nancial reports are prepared for non-management groups such as sharehold-
ers, regulatory, creditor, agencies, and tax authorities. The reports could be used as 
indicators for corrupt transactions. In the context of public fi nance, several factors 
indicate that FIS could reduce corruption by promoting good governance, strength-
ening reform-oriented initiatives, reducing potential for corrupt behavior, enhancing 
relationships between government employees and citizens, allowing for citizen 
tracking of activities, and monitoring and controlling the behavior of government 
employees. By producing such reports, FIS can bring more transparency, auditing, 
and controlling into public fi nancial administration. Thus, FIS can become one of the 
key components of an ACS. There are fi ve factors that can contribute when using FIS 
as an anticorruption strategy. These factors are system quality, information quality 
and service quality of the system, FIS characteristics, and anticorruption factors. FIS 
must be quality systems, which means that the information system processing which 
includes the software and data components must be technically sound. The output of 
the information system which can be in the form of reports or online screens should 
produce quality information. FIS must be able to provide quality service to other 
authorities and have the ability to monitor, control, and track transactions. These fac-
tors have signifi cant effect on FIS as an anticorruption strategy.  

    Conclusion and Future Work 

 FISs play signifi cant role in fi nancial management, which are the important parts of 
huge institutional management. Therefore FISs have the potential to become a sig-
nifi cant key component of a broader anticorruption strategy. The chapter reviews 
various strategies on exploiting ICTs to reduce corruption. These strategies include 
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adapting Internet application, improving e- government, and harnessing social 
media. Therefore in order to reduce corruption effectively, FISs should be used in 
the fi elds of procurement, tax, customs, and the debt management. This study also 
discusses some important factors in the fi eld of information system and anticorrup-
tion that contribute in reducing corruption. As a future research, the study plans to 
investigate the role of individual FISs in reducing corruption. In the fi nancial reform 
strategy which is constructed by revolutionary changes in science and technology, 
the employment of FISs in the strategy will facilitate transparency in the public 
fi nancial administration process.    
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Chapter 66
Cross-Market Price Mechanism Between 
the US Copper Futures Market and a Newly 
Proposed Chinese Dollar Index

Ikhlaas Gurrib

Abstract Recent changes in China’s copper demand have lately received much atten-
tion due to its close relationship to the country’s economic activity. Although an 
emerging market, China accounts for around 40 % of the world’s copper demand and 
the USA is the third biggest market for exports, making it imperative to assess the 
relationship between copper futures prices and a newly proposed Chinese dollar index. 
The purpose of this study is to analyse if changes in the copper futures prices can be 
used as a market timing tool to predict movements in the Chinese dollar index, and 
vice versa. To enhance the predictive market timing ability, an adaptive relative strength 
index model is used to track changes in market conditions better. The analysis is con-
ducted using both daily and weekly data over the June 2007–December 2015 period. 
Findings will suggest if the technical analysis tool can be used to forecast copper prices 
based on changes in the Chinese dollar index, or if accurate forecasts can be made on 
the Chinese dollar index based on movements in copper’s prices, over different fre-
quency intervals. More importantly, this would have policy implications in that it 
would reveal whether global copper prices can be affected by Chinese Yuan’s move-
ments against other major global currencies, suggesting a need for regulatory bodies to 
relook at the effect of non-fundamental factors on commodity and currency markets.

Keywords Copper futures prices • Chinese Yuan • Adaptive relative strength index

 Introduction

According to BIS (2015), in their quest of reassessing continually global economic 
outlook, investors are gradually more focused on the activities of emerging market 
economies such as China. For instance, Klotz, Lin, and Hsu (2014) found that 
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China’s economic activity played an important role in global commodity price 
dynamics over the period 1998–2012. More recently, although the depreciation of the 
renminbi allowed for cheaper exports, the fastest drop in the Purchasing Managers’ 
Index (PMI) over the last 6 years led investors to be more concerned with the growth 
prospects of China, emerging market economies (EME) and eventually the global 
economy. The Chinese equities and world equity markets have since then fallen, 
accompanied with a volatile downward trend in commodity prices. More importantly, 
the implied volatility of at-the-money options on long-term bond futures of Germany, 
Japan, the UK and the USA showed an opposite trend with the implied volatility of 
at-the-money options on commodity futures contracts on oil, gold and copper as per 
BIS (2015), suggesting a negative relationship between commodity prices and the 
equity stock prices. This was supported by the increased S&P 500 market volatility 
index (VIX) and the increased volatility of the emerging market exchange-traded-
fund volatility index (VXEEM) of the Chicago Board Options Exchange (CBOE) 
since August 2015. This is also evidenced through the copper spot prices which have 
dropped nearly 15 % over the period of 29th May to 2nd September 2015 (ICSG, 
2015a). Over the period January 2001–July 2015, copper prices have fluctuated from 
80 (US cents/pounds of copper) in the early 2001, peaked at $4.50 per pound in 
January 2011 and dropped since then to be around $2.40 per pound in July 2015. As 
per the International Copper Study Group, the demand of copper from emerging 
markets remains significant, where, after having more than tripled since 2004, China 
alone currently represents 45 % of world demand (ICSG, 2015b).

As observed in Fig. 66.1, which shows the performance of copper futures prices 
and the S&P 500 market index over the last 10 years, the relationship between the two 
has changed significantly after copper prices have peaked in 2011, where the latter has 
lost nearly 19 % of its value since 2006, while the S&P 500 had performed relatively 
better with a positive gain of 60 % since 2006. In support of the importance of informa-
tion flows among markets like the commodity and equity markets, Nijs (2014) asserts 
that cross-market correlations with commodity markets have increased in recent years, 
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such that factors other than fundamentals are driving commodity prices. While a study 
of the relationship between US market-based indices and copper prices might be of 
value, particularly for regulatory bodies such as the Commodity Futures Trades 
Commission (CFTC) and the Securities Exchange Commission (SEC), the impor-
tance of the Chinese market players in the copper market cannot be left subdued.

To this end, the purpose of this study is to analyse if changes in the copper futures 
prices can be used as a market timing tool to predict movements in a newly proposed 
Chinese dollar index, and if movements in the Chinese dollar index can be used to 
predict changes in copper prices. This is the first study to adopt an adaptive relative 
strength index model, which is under the umbrella of technical analysis tools. 
Findings from the use of different frequency intervals would suggest if the use of a 
particular data frequency would refine the market timing opportunities in a market 
where fundamentals are meant to guide the movements of its prices as laid out by the 
efficient market hypothesis. By defragmenting the analysis over the pre- 2011 and 
post-2011 period, this is the first study to shed further light in the reversal of previ-
ously held cross-market correlations between commodity markets such as copper 
and currency markets such as the Chinese Yuan. This study would also have policy 
implications in that it would reveal whether global copper prices can be affected or 
are affected by the strength or weakness of the Chinese Yuan relative to other major 
currencies such as the US dollar, Canadian dollar, Australian dollar, among others. 
This would suggest a need for regulatory bodies to relook at the effect of non-funda-
mental factors in forecasting future commodity and currency markets which, by 
nature, are the most volatile markets. The rest of the chapter provides some recent 
literature reviews on the commodity markets, with specific reference to the copper 
futures market, before laying down the data and methodology, which focus on the 
use of the adaptive relative strength index. The final part of the study provides the 
conclusive remarks with a focus on the policy implications for regulatory bodies.

 Literature Review

While literature reviews on commodity markets are abundant, recent work on spe-
cific commodity markets such as the gold, crude oil and copper markets has gained 
more momentum lately. Findings with respect to the copper market are more rele-
vant to our study, where the Shanghai Futures Exchange (SFE) has become the 
second largest copper market as per Fung, Liu, and Tse (2010). Ruthledge, Karim, 
and Wang (2013), using vector error correction models, found 5-year daily prices of 
copper from the London Metals Exchange (LME), SFE and the New York Mercantile 
Exchange’s Commodity Exchange division (COMEX) to be strongly correlated, 
suggesting cross-exchange correlations among the different exchanges, and that the 
three primary copper markets can be regarded as one market where the transmission 
mechanism is efficient. Similarly, Yin and Han (2013) studied the mean and volatil-
ity across major global futures markets before and after the global financial crisis, 
and found the spillover effect to be stronger following the crisis. Lien and Yang 
(2009) studied the short‐run return and volatility spillovers across three major 
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international copper futures markets, and found the return and volatility spillovers 
between the two developed markets to be bidirectional and significant. Fung, Leung, 
and Xu (2003) examined patterns of information flows for copper futures traded in 
both the developed US market and the emerging Chinese market using a bivariate 
GARCH model and found that the US copper futures market plays a leading role in 
transmitting information to the Chinese copper futures market. Hua and Chen 
(2004) and Gao and Liu (2007) show that there are significant co‐integration rela-
tionships and bidirectional lead‐lag relationships between the SHFE and the LME 
copper futures markets.

More recently, Grieb (2015) analysed information transmissions from the dollar 
index and the S&P 500 to nine commodity futures markets and found strong pat-
terns of spillovers among the markets. This is in line with earlier studies like King 
and Wadhwani (1990) and Driesprong, Jacobsen, and Maat (2008) which support 
the contagion theory that investors respond directly to publicly available informa-
tion and rely on price information not available in their local market as a proxy for 
information for their respective markets. Existing literature from Stoll and Whaley 
(2010), Masters (2008) and Kennedy (2012) also support the presence of more 
financial institutions in the form of index investors in commodity futures markets, 
driving up futures prices since 2004. Contrary to the support of a possible commod-
ity financialisation hypothesis, where evidence of herd behaviour exists among mar-
kets, Demirer, Lee, and Lien (2015) found no significant effect of the stock market 
on herd behaviour in the commodity futures markets. This was also supported by 
Hamilton and Wu (2015) who found little support of commodity index positions in 
predicting returns in those futures markets. While previous studies provided a good 
background to the possible existence of cross-market interdependence or the pos-
sible influence of index investors on commodity markets’ prices, the use of market 
timing strategies based on market indices’ over- or undershooting, in volatile com-
modity markets such as the copper futures, is non-existent. This study closes the gap 
by introducing the use of an adaptive relative strength index model to analyse the 
possible market timing ability of the proposed Chinese dollar index to predict cop-
per futures prices, and the possible market timing ability of the copper futures prices 
to predict movements in the Chinese dollar index, where the Chinese Yuan’s strength 
or weakness is measured against other major global foreign currencies.

 Research Methodology and Data

Proposed by Wilder (1978), the relative strength index (RSI) added a new dimension 
to technical analysis, by integrating tops and bottoms, support and resistance levels, 
and providing impending market turning points. The model is structured as follows:

 
RSI

RSt = −
+







100
100

1  
(66.1)
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where RS
Averageof dayswithanUpclose

Averageof dayswithaDownclo
=

14

14 sse
. While the initial RSI is based on 

an average of the previous 14-day close prices, for subsequent RSI values, the aver-
age of up-close and down-close is calculated as follows, thereby smoothing out the 
RSI data:
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The RSI provides top and bottom levels when the index goes above 70 and below 
30, where the index will usually bottom or top out before the actual commodity mar-
ket bottoms or tops out, suggesting the possibility of a reversal in the commodity 
prices. The RSI values also provide information about failure swings, which provide 
strong indications of market reversals. Further, support and resistance levels usually 
based on RSI values occur well before support and resistance levels on prices. 
Finally, but not least, the RSI tool provides information about divergence, where 
divergence between price movements and RSI suggests a significant market turning 
point. While the RSI can provide important layers of information, it is however con-
strained with a 14-day period adjustment. The adaptive RSI introduces a smoothing 
factor which allows for the look-back period to be adjusted dynamically as follows:

 
AdaptiveRSI AdaptiveRSI Close AdaptiveRSIt t t= + -( )- -1 1d

 
(66.2)

where the smoothing factor d = -2
100

0 5
RSIt . . The data used for the study is based 

on copper futures prices as provided by the Chicago Mercantile Exchange (CME). 
The analysis would be conducted using both daily and weekly data over the June 
2007–December 2015 period. The use of the different data frequency would allow 
the comparison between an investor relying on a smoother data (weekly data) as 
opposed to a more volatile one in predicting the direction of copper futures prices. 
As for the S&P 500 market index data, it would be accessed from the New York 
Stock Exchange (NYSE). The study is further strengthened by defragmenting the 
model into a pre-2011 and post-2011 period, to test for the break into the possible 
cross-market correlations between copper market and the market index. Due to the 
scope of this study, and in line with Wilder (1978), the overbought/oversold thresh-
old levels are kept at 70/30. This assumption can be relaxed in future research. In 
line with Gurrib and Elshareif (2016), who constructed an index based on an arith-
metic variation in each currency pair, a Chinese dollar index is proposed to capture 
the strength of the Chinese Yuan against a basket of major currencies, namely the 
Euro, Japanese Yen, British Pound, Hong Kong dollar, Australian Dollar and US 
dollar. This is in line with the China Foreign Exchange Trade System (CFETS), 
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which has introduced a CFETS RMB index in December 2015 where the Yuan is 
paired with 13 other currencies, where the 6 countries represent a cumulative weight 
of more than 75 % in the CFETS index.

 Policy Implications and Conclusion

The study has important implications ranging from the investor’s market timing 
ability to financial regulation. The use of different data frequencies such as daily or 
weekly data would suggest whether a smoother data frequency based on weekly data 
would result in more accurate forecasting abilities in predicting the movements of 
the Chinese dollar index and copper futures prices. A more accurate forecasting 
ability for an RSI based on a period other than 14 would suggest that commodity 
prices such as copper and indices such as the Chinese Yuan index tend to be better 
fitted in models with dynamic look-back periods. Pre- and post-2011 findings would 
also suggest whether there has been a change in the previously held cross-market 
correlations between copper and the strength or weakness of the Chinese currency 
against other major currencies such as the US dollar and Euro. This is important for 
regulatory bodies such as the Commodity Futures Trading Commission (CFTC), as 
part of their mandate to maintain price stability in the commodity futures markets, 
to be able to further avoid potentially contagion effects flowing among markets. Due 
to the fact that any overbought or oversold levels are based on the relative strength 
indices, and not specific net positions of hedgers or speculators in the copper mar-
kets, the findings would support the non- destabilising effect that specific types of 
traders have on copper prices as held previously in literature on studies which 
focused on specific types of traders such as speculators. The reliance of information 
from markets like copper on the Chinese dollar index in determining future prices or 
indices’ movements would support the hypothesis that, despite a break in the move-
ment of copper price or the S&P 500 market index relationship since 2011, non-
fundamental factors can potentially affect the predictive ability, not only of copper 
prices, but also in regard to the predictive strength or weakness of the Chinese Yuan 
relative to other currencies such as the US dollar. Lastly, but not least, the adoption 
of a Chinese dollar index not only complements existing international practices of a 
country’s regulatory body to maintain its own currency index, but also provides 
timely information to market participants about the strength of the Chinese Yuan 
relative to other major currencies, and not only relative to the US dollar as recently 
observed in the headlines. While this study sets the framework required to analyse 
the cross-market price mechanism between the US copper futures markets and a 
newly proposed Chinese index, important avenues of future research include the 
assessment of a long- run relationship between the US copper futures prices and the 
Chinese dollar index using a co-integration approach. This study can also be enriched 
by assessing short-term dynamics through vector error correction models, and robust 
tested by appropriate Granger causality testing to determine significant lead and lag 
relationships between the US copper futures prices and the Chinese dollar index.
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    Chapter 67   
 The Assessment of the Global Financial Crisis 
on Dubai Financial Market Performance                     

     Ahmed     K.     Al     Jarouf     ,     Mohammed     Al     Mansoori    ,     Suzan     Nooraddin    , 
and     Elgilani     Eltahir     Elshareif    

    Abstract     The United Arab Emirates (UAE) has implemented its long-term vision 
2021. The main goal of this vision is to diversify the economic activity to edge up 
on the back of non-oil sector, despite the fact that UAE’s economy is considered one 
of the most diversifi ed economies across the region. The signifi cant drop in oil prices 
in addition to performances of other global markets represents a challenge for Dubai 
stock market. This may have an important effect on the share prices of Dubai stock 
market and its performance. In this chapter, we collect market data for oil prices, US 
NASDAQ Composite, and DFM from the offi cial website of Dubai Financial Market 
(  www.dfm.ae    ) and (  www.nasdaq.com    ) to explore the patterns of pre-after the global 
fi nancial crisis performance and to observe the performance of the Dubai fi nancial 
market in comparison to NASDAQ. We also look at the impact of drop in oil price 
on the performance of DFM. Our results support that the DFM performed well after 
the crisis. However, the lower oil prices have reversed this situation.  

  Keywords     DFM’s performance   •   US NASDAQ   •   Oil price   •   Global fi nancial 
crisis  

      Introduction 

 The Dubai fi nancial market (DFM) was established in March 2000. It was found 
as a secondary market for securities trading for local public joint stock compa-
nies (PJSC). Like any fi nancial market globally, DFM plays a signifi cant role in 
the economy of the country and attracts a variety of investors, who are looking 
for an opportunity to seize. Dubai and the region in general have been going 
through a lot of events that played a major role in shaping the performance of the 
market in discussion. 
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 There are 65 companies currently listed in DFM, which are mainly local or 
regional. There is another stock exchange market in Dubai, which is NASDAQ 
Dubai. NASDAQ was founded in 2005 to enable the exchange of regional and inter-
national shares of international companies in the Middle East. NASDAQ Dubai is 
66 % owned by DFM and Borse Dubai owns the remaining 33 %. 

 The remainder of this chapter is organized as follows. Section “Literature 
Review” presents the impact of global fi nancial crisis on DFM performance. Section 
“The impact of Global Financial Crisis on Dubai Financial Market Performance” 
assesses the impact of the lower oil price on DFM performance. Section “Results 
and Discussion” presents the concluding remarks and future work.  

    Literature Review 

 Onour ( 2007 ) As GCC countries are major suppliers of oil the study reasons that the 
GCC stock markets would therefore be susceptible to change in oil prices. The 
methods selected to aid in clarifying the relationship between the two variables are 
both short- and long-term determinants of GCC stock markets’ volatility. The paper 
concludes that the infl uence of oil price change on GCC stock market returns is 
observed in the long term infl uencing major macroeconomic indicators that infl u-
ence profi tability of fi rms traded in GCC stock markets. 

 The study of seeks to contradict the fi ndings of earlier studies that state that there 
exists no linkage between oil prices and GCC stock markets, attributing the results 
to employing weak or wrong methods and models to investigate the relation between 
the stock market and oil prices. Because previous works have depended heavily on 
using only linear linkages, the researchers chose to use a newly developed method 
named Breitung method for nonlinear cointegration analysis stating that the method 
detects cointegration when the error- correction mechanism is nonlinear. The study 
concludes with that there exists a relationship between oil prices and the GCC stock 
market in a nonlinear manner. 

 The paper of ArouriI and Fouquau ( 2009 ) proposes that since the GCC countries 
are dependent on their oil industry there should exist a relationship between oil 
prices and the stock market and seeks to investigate how GCC stock markets are 
impacted by oil price shocks. They build on previous studies that have stated that 
there exists a nonlinear relationship between stock markets and oil prices. The study 
focuses on studying both linear and nonlinear relationships. They found that the 
relationship is signifi cant in only a part of the GCC including the countries UAE, 
Qatar, and Oman as the stock markets here react positively to oil price increases 
while in the remaining GCC countries Bahrain, Kuwait, and Saudi Arabia the study 
revealed that oil changes had no effect on stock market returns. 

 Another paper done by Kang, Ratti, and Yoon ( 2015 ) investigates the connection 
of oil prices on the US stock market return and volatility. The mathematical model 
they utilized was constructed from daily data on return and volatility to covariance 
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of return and volatility at a monthly frequency. “The measures of daily volatility are 
realized-volatility at high frequency (normalized squared return), conditional- 
volatility recovered from a stochastic volatility model, and implied-volatility 
deduced from options prices.” Positive shocks to aggregate demand and to oil- 
market- specifi c demand are associated with negative effects on the covariance of 
return and volatility. 

 The comparative study between oil prices and its infl uence on the stock market 
was the issue raised in this research by Filis, Degiannakis, and Floros ( 2011 ). A 
dynamic conditional correlation model was used to investigate the time-varying 
correlation between stock market prices and oil prices for six countries; the coun-
tries were divided into oil-importing and oil-exporting countries (Canada, Mexico, 
and Brazil for oil exporting and the USA, Germany, and the Netherlands for oil 
importing). Their fi ndings demonstrate that a negative relationship exists between 
the two variables with the relationship turning positive when the global fi nancial 
crisis hit in 2008.  

    The Impact of Global Financial Crisis on Dubai Financial 
Market Performance 

 In this chapter, we are going to explore the patterns of performance in the market. 
We have gathered historical market data to help in the analysis. The data is taken 
from December 2005 until February 2016, as monthly Market General Index. After 
obtaining the data, we have graphed the indices against time, to get the following 
graph (Fig.  67.1 ).
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      DFM Pitfalls (2004–2005) 

 The fi rst drop occurred at the end of 2005 through July 2006. There were no explicit 
reasons to such a drop, as stated by Dubai Chamber of Commerce (DCC) ( 2006 ). 
There were speculations about the reason of that event, since the economic growth 
was showing a promising future, and by analyzing the GDP and investment data, 
there was a conclusion that supports a very strong economic growth. This event brings 
us back to the term structure of securities and its relationship to the expectations of 
the investors. The expectations theory suggests that the interest rates in the future 
(long term) would be the sum of the current and expected future rates by investors. 
We can relate to that by studying the mental status of those investors in 2005. The 
market showed incomparable growth over a very short period, as shown in Fig.  67.2 .

   This will lead to speculations and pessimism in analyzing the market for the 
future years. That said, the market share prices were noticed to be falling dramati-
cally through the period mentioned above. 

 The other reason according to DCC is the lack of trust from the investors’ side 
towards the companies and their fi nancial reports. 

 The above two mentioned reasons lead to the sudden and harsh drop in the share 
prices. There is no solid reason for that event, but a clear observation would lead to 
the conclusion that the drop was due to the behavior of the investors.  

    Market Pitfalls (July to November—2008) 

 The year 2008 came with many undesirable changes to the global market in general 
and the local fi nancial market precisely. 

 After the event that occurred in 2005 in the DFM, the market performance started 
recovering and stabilizing to a curtain point. The relative stability remained in the 
market, where the market exchange matured after the great hit in terms of investors 
being more cautious. Figure  67.3  illustrates the mentioned earlier.
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   That stability was bound to be disrupted by the global fi nancial crisis that 
occurred in the early 2008 and extended for years later. The market index has 
dropped dramatically from 6000 points to a 1000 points index in a single year. The 
steepest drop that occurred in the market so far took place between September and 
November of 2008. The drop scored a change in the index equal to 1185.59 in 
October, followed by 977.37 in November (Fig.  67.4 ).

       The Global Financial Crisis (2008) 

 The global fi nancial crisis had its effect upon Dubai’s market like any other market 
in the region or the world in general. Given that the market was still in its eighth 
year of performance, the effect of the crisis was dramatic, as shown earlier. 

 The reason behind the crisis does not concern us in this chapter. We will be look-
ing at the effects it had in the global fi nancial market and the local fi nancial market 
in details. 
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 The sector that got affected the most during the fi nancial crisis was the real estate 
and construction sector, according to Al Malkawi and Pillai ( 2013 ). The real estate 
and construction sector played the main role in the dramatic drop in the market. One 
of the main impacts the crisis had on these sectors was the shying away of creditors 
on issuing loans or other fi nancing facilities to companies in the industry, hence the 
use of capital or retained earnings by these companies. The earlier resulted in losing 
value of shares.  

    Post-Crisis and DFM Maturity 

 We have been looking at different events related to the unexpected turn in the stock 
market. One of the positive outcomes that we see post-crisis is the maturity in DFM 
and the higher stability during this period. Although we can still notice some spikes 
in the overall performance, it is still controllable and acceptable in comparison to 
the pre-crisis era (Fig.  67.5 ).

       Methods 

 The data of the fi nancial markets was gathered through different sources: Dubai 
fi nancial market, Abu Dhabi Securities, and NASDAQ Composite. In addition to 
crude oil prices from the global trading market. 

 In general, the data was collected for a time span from January of 2006 until 
February of 2016. Index data was obtained on the fi rst day of each month with a 
monthly gap between each index. The same time span applies for the crude oil prices. 

 Afterwards, the data was analyzed through Pearson’s correlation and Spearman’s 
correlation, respectively. 

 The comparison was done to Dubai fi nancial market, Abu Dhabi’s Securities, 
NASDAQ Composite, and crude oil prices for the given time span.   
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    Results and Discussion 

    Analysis and Comparison to NASDAQ USA 

 In this section, we will be looking at both markets during three different periods:

    1.    The entire period: 2006–2016   
   2.    The pre-crisis: 2006–2008   
   3.    The post-crisis: 2009–2016     

 We will start off by presenting the entire period that we have studied, which is 
from December 2005 until February 2016, to get a general idea of how both markets 
have been performing. Then, we will look at the pre-crisis period, which is from 
December 2005 until February 2016, to detail the performance of the young DFM 
to the mature NASDAQ. In the end, we will detail the post-crisis period, which is 
from January 2009 until February 2016, to grasp the change that occurred in the 
DFM and how the crisis affected both markets. 

    The Entire Period: 2006–2016 

 Figure  67.6  shows the stability in performance of NASDAQ in comparison to 
DFM. The spikes in DFM are obvious and affect the market dramatically, while 
there are hardly any spikes in NASDAQ. The reason may be the maturity of the 
market, which is related to how investors would react to changes or news.

   We have analyzed 105 entries of index in total for both markets. The values we 
obtained were on a monthly basis during the end of each month. As shown below: 

 Table  67.1  shows that the correlation between the indices for both markets is 9 %, 
which is a negligible value that means that there is no signifi cant effect for the 
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changes in the US stock market on DFM. This is due to the fact that the indices of 
DFM had higher values during the pre-crisis period and the construction boom era, 
as discussed earlier.

   We have found statistical values to support the argument stated above, in 
Tables  67.2  and  67.3 .

    As seen from the above data, the standard deviation of DFM is more than double 
the standard deviation of NASDAQ. This indicates that the separation between the 
indices is higher, hence the difference in change between both markets. That said, 
we conclude that the lack of correlation is due to the high index values that DFM 
scored during the construction boom, as we shall represent later. 

 On the other hand, we have noticed that 63 % of the indices in both markets 
moved in the same direction (either increasing or decreasing). This is an interesting 
observation, since the correlation between the indices is negligible. Could there be 
a relationship between both market behaviors?  

    The Pre-crisis: 2006–2008 

 Referring to Fig.  67.5 , we can see the big gap between the indices of both mar-
kets. The large values of indices are related to the boom in construction and real 
estate market in the Gulf region in general and the UAE precisely, according to 
Renaud ( 2012 ). 

  Table 67.1    Entire period   Entire duration 

 Total entries  122 
 Different direction  51 
 Same direction  71 
 Correlation  18 % 
 Period  2006–2016 

  Table 67.2    DFM statistics   DFM (index) 

 Avg.  3169.99 
 Median  2945.91 
 Std. dev.  1583.10 
 Min  1353.39 
 Max  7426.37 

  Table 67.3    NASDAQ 
statistics  

 NASDAQ Composite (index) 

 Avg.  3001.31 
 Median  1365.62 
 Std. dev.  1003.94 
 Min.  1377.84 
 Max  5128.30 
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 The analysis that was done on the data would show the following (Table  67.4 ):
   From the results above, it is noticeable that there was no correlation in the data it 

the given period.  

    The Post-crisis: 2009–2016 

 Referring to Fig.  67.5  again, DFM started slowly picking up pace and recovering 
from the crisis. It is clear that the market is not performing as well as it used to 
before the crisis. Certainly, the pre-crisis period was an abnormal period in the mar-
ket, as it was booming, but the market performance indicators show that the market 
is going back to its shape before the crisis. The DFM index has reached an index of 
3770 points for the fi rst time in 6 years. 

 After analyzing the indices from both markets during the post-crisis period, we 
found out the following (Table  67.5 ):

   The correlation in both markets during this period has increased in a signifi cant 
way in comparison to the pre-crisis period. 

 The signifi cant correlation value we obtained can be due to a lot of reasons 
such as:

    1-    The mentality of the investors and gaining more knowledge and experience 
about the signifi cance of the events taking place in the international market   

   2-    Constant increase in the crude oil prices worldwide, as shown earlier   
   3-    The fact that the UAE started exploring other sources of income, aside from oil: 

an example would be tourism        

  Table 67.4    Pre-crisis   Pre-crisis 

 Total entries  25 
 Different direction  11 
 Same direction  14 
 Correlation  −19 % 
 Period  2006–2008 

  Table 67.5    Post-crisis   Post-crisis 

 Total entries  86 
 Different direction  22 
 Same direction  64 
 Correlation  83 % 
 Period  2009–2016 
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    The Impact of Lower Oil Price on Dubai Financial Market 
Performance 

 Crude oil prices have been plunging since late 2014, and it has affected global trade 
markets in general. The recent oil price drops have affected DFM performance in a 
noticeable way. Since the drop in prices started, the DFM Index has been dropping 
in a similar manner. To illustrate this, Fig.  67.7  shows a comparison between crude 
oil prices and DFM index from the period of June 2014 until February 2016.

   The UAE is an oil-dependant country in general, but Dubai has been trying to 
diversify its sources of income throughout the past decade. We do not believe that the 
drop in the market was due to the oil trade of the country, as much as it has to do with 
foreign investments and the attitude of investors towards such a drop in oil prices. 

 Through Spearman’s correlation, the results obtained show a negative correlation 
of −0.79 between DFM market indexes and crude oil prices for the period between 
2006 and 2016. In comparison to other studies done to analyze the relationship 
between crude oil prices and international stock markets. The fi ndings support our 
calculations of a negative correlation between Dubai fi nancial market and the stock 
market. According to the publication of Isaac J. M. and Ronald A. R., an analysis was 
done on a long-run relationship between the world price of crude oil and international 
stock market 1971–2008 using a cointegrated vector error correction model with 
additional regressors. A second publication by George F., Stavros D., and Christos F. 
based on data from six countries investigates the correlation between stock market 
prices and oil prices for both oil-exporting and oil-importing countries. The results 
show that oil prices exercise a negative effect in all stock markets, regardless the 
origin of the oil price shock. The only exception is the 2008 global fi nancial crisis 
where the lagged oil prices exhibited a positive correlation with stock markets.  
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    Concluding Remarks and Future Work 

 Overall, DFM has been growing and gaining experience over time. The fact that the 
market has gained momentum and constant growth after the crisis proves that the 
market is moving in the right direction. 

 In addition, we were not able to notice any correlation between DFM and 
NASDAQ due to the instability and the boom in DFM prior to the crisis. After the 
crisis, the market stabilized and became more mature and aware of global events 
and its importance on stock exchange, hence the higher correlation between DFM 
and NASDAQ. 

 Furthermore, crude oil is a major player in the stock exchange and the status of 
the fi nancial market in Dubai, as seen in the analysis. The UAE is trying to avoid 
these effects by exploring different sectors and sources of income. 

 On the other hand, we have faced diffi culties in obtaining the data about DFM, 
which added limitations to our overall analysis, as we were not able to gather daily 
index values. NASDAQ information and data were easily obtained through their 
offi cial website, which was very helpful in the analysis. 

 In the future, we would like to obtain more detailed data about DFM and analyze 
it using more sophisticated methods and calculations to obtain more reliable results 
and a better understanding of how the market performance in Dubai has changed 
over the last 10 years. In addition, we would like to use sophisticated techniques to 
fi nd a relationship between oil prices and market performance.    
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Chapter 68
Internal Rate of Return (IRR): A New 
Proposed Approach

Murad Mohammed Mujahed and Elgilani Eltahir Elshareif

Abstract This study tries to develop a new internal rate of return (IRR) approach 
assuming constant and positive cash flows. The traditional IRR method is implicitly 
based on trial and error that needs two initial guesses and slowly converges to the 
solution. The development so far was based on Newton–Raphson methods that 
reduce the two guesses to only one guess with quadratic convergence. However, this 
development has many limitations such as divergence at inflection points and pit-
falls like division by zero. The progress of our study so far is to eliminate the initial 
guess with assumption of equal series of positive cash flows. Further, the expected 
finding of the new approach will assist practitioners and academics to compute the 
IRR accurately as the rate of return on the declining balance of the investment, 
analogous to the YTM on a premium bond and the contract rate on a fully amortized 
loan.

Keywords Bisection • Newton–Raphson • IRR

 Introduction

The internal rate of return (IRR) is the interest rate at which the net present value 
(NPV) of all the cash flows (both positive and negative) from a project or investment 
equals to zero. The IRR is massively used as a primary and important tool in capital 
budgeting decisions by scholars, practitioners, analysts, and CEOs. It is used in 
capital budgeting to measure the profitability of an investment by comparing it with 
the company’s required rate of return. If the IRR exceeds the company’s required 
rate of return then it is accepted. But if it falls below the company’s required rate of 
return then it should be rejected. The IRR method is the most common used; about 
75 % of the CEOs always use it in their capital budget decisions. To find the IRR 
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mathematically, we have to find the discount rate that will make the summation of 
the present value of all the cash flows to be zero, as shown in the equation below:
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Such that

NPV is the net present value that should be zero.
CF0 is the initial investment.
CF1, CF2, ….. CFN are the cash flows in the years 1, 2, … N.
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Mathematically speaking, the above equation does not have a direct and clear 
method to solve it; instead the method used so far depends on trial and error, in 
which we need to start by an initial guess of a point or two points. And this guessing 
if not chosen carefully may lead to serious problems and limitations as we will men-
tion later. From here we start our research question which is

RQ: Can we develop an approach to find a proper solution to the IRR, other than the 
existing methods that need an initial guessing?

This question is important for the following reasons: first, because if the initial 
guess is not close enough to the true root, then it may not converge and this we will 
discuss it later. Second, the proposed approach will give us an accurate solution, 
save time, and result in better decision making.

In Section “Literature Review” of this chapter a review of the literature is given. 
Section “New proposed Approach” details the new proposed approach, and Section 
“Concluding Remarks” is the conclusion.

 Literature Review

In this section, we will review literature related to bisection method as well as 
Newton–Raphson method.

 Bisection Method
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The equation above can be solved using trial and error; generally speaking two main 
techniques are used: either the closed (bracketed) techniques or the open techniques. 
From the closed techniques we will select the bisection method.

The historical development of root-finding techniques of different types of equa-
tions using the bisection method started after the intermediate value theorem was 
first proven in 1817 by Edwards (1979) with the bisection theorem; the disadvan-
tage of this technique was the slow convergence.

This method can be applied to solve f x( ) = 0 , by using the intermediate value 
theorem that says “If f(x) is a continuous and differentiable function on some inter-
val (a, b) such that it satisfies the following conditions f(a) > 0, f(b) < 0 (they must 
have opposite signs). In this case, f(x) must have at least one solution c, where 
c a bÎ( ), .” In our case we don’t have an interval (a, b), so basically we need to 
guess two points a and b that satisfy the conditions; then the first iteration will be a 

point that bisects the interval (a, b), say c, so the first iteration will be c
a b

=
+
2

; 

then if f c( ) = 0 ,then c is the solution and the process stops; if not then f(c) is either 
positive or negative, and again we will have two points with opposite signs, say c 

and b. The second iteration is d
c b

=
+
2

. And the process continues until we find the 

zero of the function exactly or an approximation for it; usually we stop until we 

reach a specific tolerance of error 
b a

error
n tol

-
£

2
, where n is the number of itera-

tions. One of the advantages of the bisection method is that it never diverges; more-
over it guarantees the convergence of a root if one exists within the interval (a, b). 
On the other hand one of the disadvantages is that it converges slowly, so we need a 
lot of iterations. Moreover, we need two initial guesses to start.

 Newton–Raphson Method

Newton started to investigate in the root-finding techniques using the derivative in 
the first decades of the sixteenth century, but he didn’t publish anything that time. 
Then came Raphson in 1690 and developed Newton’s method. Later on Fourier 
(1890) analyzed the convergence of Newton–Raphson method and showed that it 
has a quadratic convergence (Srivastava & Srivastava, 2011); he calculated the aver-
age numerical rate of convergence in calculating the cube root of numbers from 1 to 
25 for both the bisection method and the Newton–Raphson method and found using 
a computer program in C language that the average numerical rate of Newton–
Raphson method is eight times faster than the bisection method.

Yamamoto (2000) said that although the convergence is very fast and the number 
of the digits will double in every iteration, which helps us in reaching our tolerance of 
errors quickly, the guarantee of convergence is still ambiguous and it is a very big 
disadvantage of Newton–Raphson method, and suggested that the initial guess x0 must 
be chosen very close to the true root. Qi and Chen (1995) suggested that effective and 
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globally convergent algorithm must be available to guarantee the convergence, and if 
this algorithm can be found then it will solve the problem.

In the beginning of the 1980s, Adomian developed a numerical technique for 
solving the functional equations known as the Adomian decomposition method 
(Adomian, 1988). Then Abbasbandy (2003) and Babolian and Biazar (2002) pre-
sented an efficient numerical algorithm for solving nonlinear equations based on 
Adomian decomposition method. Chun (2005) showed in his paper that the order of 
convergence of the iterative methods constructed based on the Adomian decomposi-
tion method increases as it progresses. Basto, Semiao, and Calheiros (2006) devel-
oped a new iterative method and compared it with Newton–Raphson, Abbasbandy, 
Adomian, and Babolian show that it performs the same or better in some examples 
where the Adomian decomposition method should be slightly modified.

Newton–Raphson method is a better method because it converges quickly to the 
root (if exists). The algorithm of Newton–Raphson method is to find an initial esti-
mation which we call it a “guess” say x0 that is close to the true root say r, and it is 
not guaranteed to be close because we already don’t know what the real root is.  
Or it can be done using the bisection method by finding two numbers, say a and b, 
such that their values have opposite signs; then we guarantee that there is a root for 
the equation within (a, b). Then r can be written as r x h= +0  and then
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, by letting r x= 1 , so the first iteration is
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The next iteration is obtained in the same way as the first one:
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And by repeating the process, the general form can be given by

 

x x
f x

f xn n
n

n
+ = +

( )
( )¢1

 
(68.1)

And the process continues until it converges to a zero, and if it does converge it will 
approximate the root quickly because Newton–Raphson method has a quadratic con-
vergence; in other words, the accuracy of the digits will double in every iteration.
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As we notice in Eq. (68.1), we need to get the derivative of f(x) in every iteration, 
so one of the pitfalls is to have ¢( ) =f xn 0  for some n; then the method fails because 
it’s an inflection point; this can be illustrated graphically and numerically in the fol-

lowing example; let f x x( ) = -( ) +1 0 512
3

.  and the Newton–Raphson method can 

be reduced to x x
x

x
n n

n

n

+ = +
-( ) +

-( )1

3

2

1 0 512

3 1

.
; we can see that x = 1  is an inflection 

point where the Newton method diverges at the 6th iteration; then it converges back 
at the 18th iteration to the exact root which is x = 0 2. .
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Also other disadvantage is that the results obtained from the Newton–Raphson 
method may oscillate about the local maximum or minimum values without con-
verging on a root but converging on the local maximum or minimum. And the first 
few xn may refuse to settle down eventually; it may lead to division by a number 
close to zero and may diverge. That’s why we have to choose the initial guess with 
care and in a proper way to guarantee the convergence.

 New Proposed Approach

In a new attempt to eliminate the disadvantages of Newton–Raphson method which 
is the initial guess that may create many pitfalls like divergence at the inflection 
points, the division by zero, the oscillations near the maximum and minimum points, 
and the root jumping we introduce a new proposed approach with some assump-
tions that simplify our problem.
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Our objective is to solve the following equation for IRR:
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For simplicity we will assume that all the free cash flows are equal and positive; 
then our equation will be
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By replacing CF CF0 =a , we have
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Dividing both sides by CF and canceling the term (1+ IRR ) we get

 

(a +
- +( )æ

è
ç
ç

ö

ø
÷
÷
=

-
1 1

0
IRR

IRR

N

 

 
1 1 0+( ) - + =

-
IRR IRR

N a
 (68.3)

This last equation is a more simplified form of the first equation, which makes it 
easier to find a solution and get the IRR without a financial calculator.
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 Concluding Remarks

In solving the IRR, practitioners usually use the bisection method with two initial 
guesses or Newton–Raphson method with one initial guess. Sometimes they use 
both of them by guessing two points a and b which their values have opposite signs 
so as to guarantee the existence of the root inside this interval (a, b), and reduce the 
probability of divergence from the true root, and then use the Newton–Raphson 
algorithm by guessing an initial estimate within (a, b).

In our proposed approach that assumes equal positive cash flows we eliminate 
the initial guess and simplify our main equation below:
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to a simpler form

1 1 0+( ) - + =
-
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N a , where a =

CF

CF
0 .

The latest equation is easier to deal with, hoping that we or other practitioners 
and academics will be able to find a solution to this equation in the near future.
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Chapter 69
Quantitative Risk Analysis for International 
Project Management and Programs 
in an Emerging Economy

Chris I. Enyinda

Abstract Historically, international projects are prone to both endogenous and 
exogenous risks. And the World Bank international projects and programs are not 
immune to similar risks. What is important though is the ability of project managers 
to identify the sources of endogenous and exogenous risks and how to leverage 
proactive or predictive project risk management strategies. Arguably, predictive 
project risk management is the lifeline for successful projects and programs. 
Managing portfolio of risks in international projects is imperative for the World 
Bank’s mission of economic development and poverty eradication in developing 
countries. Inability to identify sources of risks attached to projects and programs 
can contribute to missed opportunities. It can also discourage the World Bank and 
other international agencies from approving or awarding future development proj-
ects and programs. Although in spite of the growing menace of risks in development 
projects and programs, project managers have little or no knowledge of project risk 
management. This chapter proposes a multi-attribute decision support approach to 
model and analyze the risk for the World Bank projects and programs in Nigeria.

Keywords The World Bank • International Project Management • Risk analysis • 
Nigeria • The AHP

 Introduction

The World Bank projects in Africa are worth multimillions of dollars. A successful 
completion and delivering of these projects relies on efficient and effective opera-
tions and supply-chain management (Enyinda & Obuah, 2015). Hillson (2003, p. 3) 
states that “the purpose of project management is to act as a change agent, delivering 
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a change to the status quo, and achieving this in a controlled and managed way.” 
Predictive project risk management is the lifeline for international development proj-
ect and program objectives, particularly economic development and poverty allevia-
tion in the developing countries. Indeed, projects and programs serve the needs of the 
society. Asbjørnslett (2002, p. 93) asserts “project supply chain management seeks 
value enhancement in projects through … through the characteristics of logistics 
throughout the project life cycle with an agile approach to demand chain manage-
ment in the development phase and a lean approach to supply chain management in 
the operations phase.” Vrijhoef and Koskela (2000) contend that supply- chain man-
agement in construction project helps to reduce cost and duration of project-site 
activities, ensure dependable material and labor flows to the site to avoid disruption 
to the workflow, focusing on the relationship between the site and direct suppliers, 
and move activities from the protect sites to the earlier stages of the supply chain.

The spate of global disruptive influences ranging from natural disaster (e.g., earth-
quake, flooding, drought) and pandemic (e.g., Ebola to Zika virus) to man- made (e.g., 
security, political, bribery, and corruption) are in no small measure affecting all aspects 
of life endeavors. The globalization of business cum the wide spread of project supply-
chain actors and stakeholders often lead to a geographically dispersed supply network 
involved in a project, supplying for and to the project object (Asbjørnslett, 2002). 
Bribery and corruption risk in developing countries often hamper successful comple-
tion of development projects. According to Pop (n.d.), “the size and scope of develop-
ment projects, often with intricate supply chains, numerous contractors and project 
phases, and significant government involvement, increase the risk of bribery, corrup-
tion and fraud.” In developing nations these risks tend to escalate because of underde-
veloped nature of regulatory capacity and where social customs are not aligned with 
international norms of ethical business conduct (Pop, n.d.). In addition, because opera-
tions of projects are often carried out by way of joint ventures or subsidiaries and with 
the aid of local agents, it tends to make bribery and corruption easier to hide from the 
head contractor and legal authorities (Lurie & Burkil, 2013; Pop, n.d.). Recently, risk 
and risk management have been the subject of discussion at the World Bank because 
of time, budget overrun, and rampant corruption linked to the development projects 
and programs. As a result, a significant number of projects were abjectly delayed or 
terminated. It has become a vexing concern to the World Bank because the inability to 
proactively manage the prevalence of project and program risks can result in “signifi-
cant obstacles to attaining the World Bank Group’s two main goals: ending extreme 
poverty by year 2030 and boosting shared prosperity of the bottom 40% of the popula-
tion in the developing countries” (Loayza, N. V., & Otker-Robe, 2013). Therefore, 
managing risk effectively is exceedingly paramount as it can be a powerful instrument 
for economic development and poverty alleviation (Loayza, N. V., & Otker-Robe, 
2013). Thus, risk management is highly crucial for the bank’s development projects 
and programs in developing countries, Nigeria in particular (WSDOT, 2014): it (1) 
recognizes risk and uncertainty and provides forecasts of possible outcomes or conse-
quences; (2) produces tangible project outcomes via better informed decision making; 
(3) has a positive impact on creative thinking and innovation; (4) generates much bet-
ter project control in terms of reducing overhead and time, and  improvement on ben-
efits to stakeholders; and (5) contributes to project objectives and success.
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Saaty’s (1980) analytic hierarchy process (AHP) is leveraged in modeling risk 
management in project procurement and supply-chain operations in which the goal 
to achieve has multiple and conflicting criteria. Project procurement and supply- 
chain operation risk factors are both qualitative and quantitative in nature, and select-
ing the alternative risk mitigation strategies is equally conflicting. As a multi- criteria 
decision-making process, the AHP enables decision makers or a group of decision 
makers to set priorities and deliver the best decision where both quantitative and 
qualitative aspects of a decision must be considered. The advantages associated with 
AHP include its reliance on easily derived expert opinion data, ability to reconcile 
differences (inconsistencies) in expert judgments and perceptions, and the existence 
of Expert Choice Software that implements the AHP. Although in spite of its criti-
cism associated with rank reversal when an alternative is expunged, its use in many 
studies including management, marketing, economics, international business, proj-
ect management, operations and supply-chain management, pharmaceutical, among 
many others continues to grow exponentially.

The purpose of this chapter is to identify the sources of endogenous and exoge-
nous risks attached to the World Bank projects and programs in Nigeria and to 
identify areas in which risk management can be focused on. The remainder of this 
chapter is organized as follows. Section “Literature Review” presents literature 
review on project management, risks and project risk sources, risk management, 
and project risk management strategies. Section “Methodology” briefly discusses 
the research methodology, data collection, and analysis. Results and discussion are 
provided in Section “Data Source and Discussion.” Finally, Section “Data Analysis, 
Results, and Discussions” presents the conclusions and implications.

 Literature Review

The theoretical framework of this section will cover briefly three streams of studies 
including risk and sources of project risk, risk management, and project risk 
management.

 Risk and Sources of International Project Risk

Risk has been defined in a variety of ways. The PMBOK (2004) view risk as an 
uncertain event or condition that, if it happens, has a positive or negative impact on 
a project’s objectives. Risk is an exposure or a probability of loss (gain)/ruin or a 
barrier to achieving success (Hertz & Thomas, 1994; Jaafari, 2001; Mullins, Forlani, 
& Walker, 1999; Miles & Wilson, 1998). Risks can potentially disrupt the ability of 
project managers meeting or fulfilling the project objectives and tasks may be pro-
longed more than planned with more negative consequences (Kutsch, 2010; 
PMBOK, 2004). Given the disruptive nature of unidentified risks to project objec-
tives (PMBOK, 2004) declared risk management as one of its nine key knowledge 
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areas in project management. Flyvbjerg, Bruzelius, and Rothengatter (2003) note 
that mega projects often lead to cost overrun, schedule delays, and worst project 
terminations because risks are not properly identified. PMBOK (2013) attests that 
project risk is composed of threats to the project’s objectives (negative outcomes) 
and opportunities to improve on those objectives (positive outcomes). Risk factors 
attached to projects influence the time, budget, and quality performance of the proj-
ect (Akintoye & Macleod, 1997). Risk identification entails determining which risks 
will likely affect the project and then documenting their characteristics (WSDOT, 
2014). Risk exists in every project and the sources must be identified and evaluated 
frequently throughout the life cycle of the project (PMBOK, 2013). For uncertainty 
that confronts a project, PMBOK (2013) describes it as an uncommon state of nature 
that is characterized by absence of information associated with a desired outcome. 
For internal sources of risk and uncertainties, Hillson (2003) suggests that they can 
emanate from the changing requirements on the project to be done or scope of work, 
people involved in the work, productivity rates, supply-chain members’ perfor-
mance, and use of new technology or novel approaches and methods.

For the external sources, they include the environment in which the project is 
undertaken, market conditions, competitors’ actions, changing exchange rates or 
inflation rates, weather conditions, or other stakeholders in the project who are able 
to influence the performance (Hillson, 2003) negatively or positively. Project risk 
denotes any uncertainty that affects one or more project objectives (WSDOT, 2014). 
Projects by nature face a number of risks. “Risk as a quintessential part of interna-
tional development projects and/or programs is uncertain and multidimensional” 
(Enyinda, Vladica, & Backhar, 2013, pp. 372–379). Hillson (2003) asserts “like 
everything else in life, all projects are inevitably subject to uncertainty” and risk. 
Thus, projects are not immune from risk. Identifying and understanding the sources 
of project risks enable project managers to meet or satisfy end users or society ser-
vice expectations. Hillson (2003) notes the following project risks: natural environ-
ment (e.g., physical environment, facilities/sites, local services); cultural (political, 
legal/regulatory, interest groups); economics (labor market, labor conditions, finan-
cial market); and technology requirements (e.g., scope uncertainty, complexity, 
conditions of use). A common source of uncertainty is engineering decisions taken 
early and leading to changes that again may result to alterations in the project sup-
ply chains such as termination of one supply chain in lieu of another (Asbjørnslett, 
2002). Tah and Carr (2001) contend that for project managers to ensure delivery of 
projects to cost, schedule, and performance requirements, they must endeavor to 
identify and manage risks to projects at all project phases from the initial assess-
ment of strategic options through the procurement, fabrication, construction, and 
commissioning phases while assuming due account of subsequent operation and 
maintenance. PMBOK (2008) classified risks into technical, external, organiza-
tional, environmental, or project management.

Some of the risk sources associated with construction project activities that are 
capable of impacting project performance by way of time, budget, and quality 
include acts of God, physical, environmental, design, job site-related, logistics, 
 economic and financial, legal, political and environmental, construction, and opera-
tion risks (Mustafa & AI-Bahar, 1991; Perry & Hayes, 1985). Kwak (2002) identified 
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risk factors in international development projects, including political, legal, cultural, 
technical, managerial, economic, environmental, social, corruption, and physical 
aspects. Kwak and Smith (2009) examined budget and schedule risks attached to 
mega defense acquisition projects. Environmental factors affecting international 
projects are economic, legal and political, security, infrastructure, culture, and 
geography (Gray & Larson, 2008). Viswanathan (2015) categorized scope, schedul-
ing, technology, and resources as project risks.

 Risk Management

Risk analysis is about assessing risks, while risk management deploys risk analysis 
to develop management strategies to mitigate risk (Galway, 2004). Risk manage-
ment entails “the process of identifying, analyzing and responding to risk- 
maximizing positive events and minimizing consequences of negative events” 
(PMBOK, 2013). Kutsch (2010) argues that although just about every risk may be 
of interest to project managers, the management of risk requires information about 
threat, probability, and response. Effective project operations and supply-chain risk 
management are at the heart of successful projects. Primo and Filho attest that risk 
management has a direct impact on project success. Risk management is important 
to project activities in reducing losses, profitability (Akintoye & Macleod, 1997), 
and other benefits to the society at large. Hillson (2003) contends that “the most 
common application of risk management is in projects, where project risks are 
defined as those uncertainties that could affect project objectives, including time, 
cost, quality, scope, and performance.” A lack of comprehensive risk management 
strategies in the planning phases of projects and programs has often resulted in sig-
nificant scope increases that can result in schedule delays, and increasing cost esti-
mates (Kwak & Smith, 2009). Proper risk management can assist the project 
manager to mitigate risks that can potentially impact projects (Khalili & Maleki, 
2011). Therefore, those organizations that neglect to perform deliberate risk man-
agement will face the consequence of not meeting the project objectives.

 Project Risk Management Strategies

Predictive project risk management is an important aspect of project management. A 
number of authors have examined and recommended a number of ways to manage 
risks in projects (e.g., Baldry, 1998; Barber, 2005; Baccarini & Archer, 2001; 
Chapman, 1997, 2006; Chapman & Ward, 2004; Dvir, Raz, & Shenhar, 2003; Hillson, 
2002; Klein & Cork, 1998; Olsson, 2007; Perminova, Gustanfsson, & Wikstrom, 
2008; Raz & Michael, 2001; Ward, 1999; Ward & Chapman, 2003; Williams, 1994). 
PMBOK (2013, p. 309) defines project risk management as “the processes of conduct-
ing risk planning, identification, analysis, response planning, and monitoring and con-
trol on a project.” Predictive project risk management can lead to a successful project 
management that can “… deliver value to project parties (clients, consultants, 
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contractors, subcontractors, etc.) and other stakeholders (users, investors, communi-
ties affected by the project …” (Primo & Filho, 2012). WSDOT (2014) claims that 
risk response involves the process of developing options and determining course of 
actions to improve opportunities and reduce risks impacting the project’s objectives. 
WSDOT (2014) further contends that a “balanced project risk management is charac-
terized by efficient processes that match the organization’s tolerance for risk, a proac-
tive approach to management of projects and risks, effective allocation of resources 
for risk management, well-managed projects with few surprises, taking advantage of 
opportunities, and dealing with threats effectively.” Project risk management strate-
gies recommended by PMBOK (2013) include mitigation/reduction, transfer/share, 
avoid, and accept/retain. They have been used in a number of empirical studies (e.g., 
Enyinda & Backhar, 2013; Enyinda & Obuah, 2015; Hillson, 2013).

 Methodology

The AHP is a multi-criteria decision-making method that supports decision makers 
confronted with a complex problem with multiple conflicting and subjective crite-
ria. International projects are typical multi-criteria decision-making problem that 
involves multiple criteria that can be both qualitative and quantitative. Thus, a 
multi-criteria approach proposed for this study is AHP. AHP allows decision mak-
ers to model a complex problem in a hierarchical structure, showing the relation-
ships of the overall goal, criteria (objectives), sub-criteria, and alternatives. There 
are four steps required in AHP development, including problem modeling, weight 
valuation, weights aggregation, and sensitivity analysis.

 Application of AHP to International Project Risk Management

A typical AHP is composed of the following four phases. (1) Construct a hierarchy 
that describes the problem. The overall goal is at the top of the structure, with the 
main attributes on a level below. (2) Derive weights for the lowest level attributes by 
conducting a series of pair-wise comparisons in which each attribute on each level 
is compared with its family members in relation to their significance to the parent. 
However, to compute the overall weights of the lowest level, matrix arithmetic is 
required. (3) The options available to a decision maker or a group of decision mak-
ers are scored with respect to the lowest level attributes. Similarly, the pair-wise 
comparison approach is used. (4) Adjusting the options’ scores to reflect the weights 
given to the attributes, and adding the adjusted scores to produce a final score for 
each optimum. According to Simon (1960), the methodology of decision-making 
process encompasses identifying the problem, generating and evaluating alterna-
tives, designing, and obtaining actionable intelligence. Figure 69.1 depicts the hier-
archical structure of the international project risks. The overall goal is depicted in 
the first level of the hierarchy. Second, build the hierarchy from the top through the 
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intermediate levels (criteria on which subsequent levels depend on) to the lowest 
level, which usually contains the list of alternatives. The major criteria or attributes 
identified include legal and political risk (LEPR), corruption risk (CORR), social-
cultural risk (SOCR), supply-chain risk (SUCR), organizational risk (ORGR), and 
physical risk (PHYR). The risk management alternatives include risk reduction/
mitigation, risk absorption, risk avoidance, and risk transference. Third, construct a 
set of pair-wise comparison matrices for each of the lower levels. The pair-wise 
comparison is made such that the attribute in row i (i = 1, 2, 3, 4…n) is ranked rela-
tive to each of the attributes represented by n columns. The pair- wise comparisons 
are done in terms of which element dominates another. These judgments are then 
expressed as integer values 1–9 (e.g., aij = 1 means that i and j are equally important 
and aij = 9 signifies that i is extremely more important than j).

 Establishment of Pair-Wise Comparison Matrix A

The pair-wise comparisons are accomplished in terms of which element dominates 
or influences the order. We used the AHP to quantify experts’ opinions depicted as 
an n-by-n matrix as follows:
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If ci is judged to be of equal importance as cj, then (aij) = 1. If ci is judged to be more 
important than cj, then (aij) > 1. If ci is judged to be less important than cj, then 
(aij) < 1; (aij) = 1/aji, (i, j = 1, 2, 3, …, n), aij ≠ 0.

 Data Source and Discussion

 Questionnaire Design and Data Collection

Data were collected from April 14 to 18, 2013, during an executive training of a 
group of 25 managers on result-based approach to project operations and supply- 
chain risk assessment in Dubai, UAE. The managers were charged with managing 
wide range of the World Bank international development projects and programs in 
Nigeria. A combination of questionnaire survey and brainstorming technique was 
used to obtain participants’ expert opinions on the sources of project procurement 
and supply-chain operation risks prevalent in development projects in Nigeria. 
Brainstorming is one of the techniques often used in identifying sources of risks in 
project management. Brainstorming techniques entail getting subject matter experts, 
project team members, risk management team members, and other stakeholders par-
ticipate in identifying potential risks. Heldman contends that the existence risk can 
disrupt project completion or meeting project goals and objectives. The risks 
attached to project operations and supply chain identified during the brainstorming 
session were corruption, political, social, legal, cultural, design, technical, organiza-
tional, economic, environmental, physical, external, institutional, funding, infra-
structure, project management, procurement, security, project site related, and act of 
nature. Respondents believed that the identified risk events used in the study are 
responsible for poor quality of work, delays, and associated losses. Essentially, the 
risks are the culprits for not often fulfilling or meeting project objectives. Based on 
the thorough review of literature and the expert opinions of the project managers, we 
developed a questionnaire based on Saaty’s (2008) AHP. They provided response to 
several pair-wise comparisons, where two categories at a time were compared with 

Table 69.1 Matrix risk attribute comparison

LEPR CORR SOCR SUCR ORGR PHYR

LEPR 1 1 1 5 5 1
CORR 1 1 3 9 9 3
SOCR 1 1/3 1 3 5 1
SUCR 1/5 1/9 1/3 1 1 1/7
ORGR 1/5 1/9 1/5 1 1 1/7
PHYR 1 1/3 1 7 7 1
Sum 5 2.89 6.53 26 28 6.29
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respect to the goal. Results of the questionnaire survey are used as input for 
the AHP. It took a total of 15 judgments (i.e., 6(6 − 1)/2) to complete the pair-wise 
comparisons of the major objectives or major risk criteria shown in Table 69.1. 
To derive estimates of the criteria priorities, the data reported in the matrix is 
used. The priorities provide a measure of the relative importance of each  
criterion. The AHP Expert Choice Software is used to analyze the data reported 
in Table 69.1.

 Data Analysis, Results, and Discussions

The priorities reported in Table 69.2 for legal and political, corruption, social- 
cultural, organizational, supply chain, and physical risk criteria are obtained using 
the AHP Expert Choice Software. The inconsistency reported by the Expert Choice 
Software, CR = 0.03 < 0.10. This implies that the project and program managers/
subject matter experts’ evaluation are consistent. For the major risk criteria, corrup-
tion risk (0.36291) is the important risk, followed by legal and political risk 
(0.20941), among others. Essentially, corruption > legal and political risk > physical 
risk > social cultural risk > supply-chain risk > organizational risk.

Table 69.2 Matrix of risk attribute comparison

LEPR CORR SOCR SUCR ORGR PHYR Priority

LEPR 0.227 0.346 0.153 0.192 0.179 0.159 0.209
CORR 0.227 0.346 0.459 0.346 0.321 0.477 0.363
SOCR 0.227 0.115 0.153 0.115 0.179 0.159 0.158
SUCR 0.045 0.038 0.051 0.038 0.036 0.023 0.039
ORGR 0.045 0.038 0.031 0.038 0.036 0.023 0.035
PHYR 0.227 0.115 0.153 0.269 0.250 0.159 0.196
CR ≤ .10 0.03

Table 69.3 Composite risk management options

LEPR CORR SOCR SUCR ORGR PHYR

Priority Rank0.209 0.363 0.158 0.039 0.035 0.196

Risk avoidance 0.360 0.473 0.314 0.390 0.447 0.412 0.408 1
Risk absorption 0.197 0.085 0.104 0.072 0.074 0.092 0.115 3
Risk mitigation 0.350 0.366 0.507 0.438 0.425 0.389 0.391 2
Risk transfer 0.093 0.075 0.075 0.099 0.054 0.107 0.068 4
CR ≤ .10 0.03 0.06 0.06 0.04 0.06 0.04
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 Determination of Composite Score (Overall Priority)

The final phase of the AHP-based risk analysis is summarized in Table 69.3. The 
six major risk priorities are multiplied by each row of the risk management 
response priorities to determine the composite or the overall risk management 
priority score. With respect to the overall priority scores of risk management 
response options, risk avoidance (0.408) is the most preferred risk management 
option, followed by risk mitigation/reduction (0.391), among others. Specifically, 
risk avoidance > risk mitigation/reduction risk > risk absorption/retention > risk 
transfer. Thus, risk avoidance is judged to be the overall best risk mitigation option. 
And the consistency ration is .10.

 Conclusions and Implications

Risk management objectives are to reduce the number of surprise events, minimize 
consequences of adverse events, and maximize the results of positive events. Project 
risk management offers a number of values to projects: it (1) recognizes risk and 
uncertainty and provides forecasts of possible outcomes or consequences; (2) pro-
duces tangible project outcomes via better informed decision making; (3) has a 
positive impact on creative thinking and innovation; (4) generates much better proj-
ect control in terms of reducing overhead and time, and improvement on benefits to 
stakeholders; and (5) contributes to project objectives and success (WSDOT, 2014). 
The value in project risk analysis includes real-time availability of information dur-
ing project and program planning and decision making, verification of project 
objectives, effective risk communications, and increased chance of project and pro-
gram success. International project managers that manage risk proactively will 
reduce cost overrun, improve quality and performance, and meet the World Bank 
mission. In this chapter, the identification and quantitative analysis of project and 
program risk provide the possibility to manage risks leveraging the AHP model. 
This research will contribute and offer insights towards improved and more effec-
tive performance in the World Bank international development projects and pro-
grams. In addition, it will offer valuable insights and guidelines for project managers 
handling the bank’s sponsored projects and programs. Indeed, this research hope-
fully will provide project and program managers with a predictive methodology to 
evaluate and quantify risks that can disrupt project objectives.
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    Abstract     Islamic fi nance has continued to expand and demonstrate its resilience in 
the current more challenging international fi nancial environment. However, this 
expansion has been confi ned in terms of debt-based contracts, rather than employing 
equity-based contracts such as a Musharakah contract. Principally Islamic fi nance 
promotes transactions that are based on profi t and risk sharing through Mudarabah 
(partnership of work and capital) and Musharakah (joint venture) contracts, thus 
encouraging participatory fi nance and promoting participation in the risk-reward 
and fi nancial results. However, statistics suggests that the industry has put more 
weight on the debt-fi nancing instruments. There are several reasons and rationales 
put forward by the Islamic banks for the non-existence of the Musharakah contract. 
The majority of Islamic banks have limited themselves to low-risky trade- fi nancing 
assets. This research paper analyse the Musharakah fi nancing and reasons why 
Islamic banks tend to avoid such fi nancing models from mainly two facets: Shari’ah 
perspective and regulatory perspective. Shari’ah perspective will highlight the main 
Shari’ah issues and minimum Shari’ah requirements that need to be observed while 
employing Musharakah contract in Islamic banks, while the regulatory perspective 
will underscore the signifi cance of risk management dimension, minimum capital 
adequacy and Shari’ah-compliant securitisation related to Musharakah exposures. 
Finally the chapter concludes on the role of implementing IFSB standard in solving 
the risk exposure in Musharakah fi nancing and the role of regulatory authority in 
implementing equity-based contract (Musharakah fi nancing).  
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      Introduction 

 Musharakah contract is the second form of equity-based fi nancing. Unlike Mudarabah, 
Musharakah requires the contribution of funds of all parties involved in the business. 
In modern Islamic banking practices, Musharakah is used as a mode of fi nancing. 
When a client requests fi nancing from an Islamic bank for a particular project, the bank 
signs a Musharakah contract with the client after studying the project. By this way, the 
bank becomes a partner with the client and they share the profi ts or losses occurred by 
the project. The aims and objectives of this research paper are to address the reasons 
why Islamic fi nancial institutions tend to avoid profi t- and loss-sharing products 
( Musharakah  fi nancing) and how the implementation of equity-based contract 
( Musharakah  fi nancing) by regulatory authority can offer solutions for this problem.  

    Literature Review 

    Defi nition of Musharakah 

 Musharakah fi nancing which is equity-based participation is executed by Islamic 
banks to their clients in the form of partnership contracts where both parties share 
profi ts and losses in comparison with the conventional banks’ system which are 
interest-based banking. Musharakah literally means sharing which is originated 
from an Arabic word “shirkah”. 

 However, it technically means a form of partnership agreement between two or 
more parties which are the Islamic bank and its clients where they contribute their 
capital to a specifi c venture in which the profi ts generated are shared based on the 
pre-agreed terms in the Musharakah contract while the losses are shared in regard to 
the capital contribution ratio of each party. 

 The ventures that the parties contribute their capital in must be Shari’ah compli-
ant such as trading, investments and construction. In addition, “Islamic banks use 
this contract on the liability side to attract deposits through investment accounts” 
(Ibrahim, 2012). Furthermore, the below diagram explains the process of a 
 Musharakah  fi nancing in Islamic fi nancial institutions (Tahani,  2014 ).

   

Islamic 
project

Step 1

Depositor
Client

(Requests financing)

Step 2

Step 3      

Profit Loss
or
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     Step 1: Depositors deposit funds in the bank.  
  Step 2: By using Musharakah contract, the Islamic bank and its client, who requested 

fi nancing for an Islamic project, mix their funds together in order to fi nance an 
agreed-upon Islamic project for a certain period of time. Both of them have the 
right to contribute to the management of the project.  

  Step 3: The Musharakah project might generate profi t or suffer loss. If it generates 
profi t, then it will belong to both parties according to the agreed-upon ratio in the 
Musharakah contract. But, if it suffers a loss, it will be shared in proportion to the 
capital contribution of each party (Tahani,  2014 ).     

    Legality of Musharakah Financing 

 The legality of Musharakah contract is based on Quran, Sunnah and consensus by 
Muslim jurists. As for the Quran, several verses indicate the legitimacy of 
Musharakah contract such as in (Surat Al-Nisa’:12): “but if more than two, they 
share in a third”. 

 The legality of Musharakah fi nancing in the Sunnah is based on several narra-
tions such as the narration by Abu Hurayrah that the Prophet SAW said: “I am the 
third (partner) of the two partners as long as they do not betray each other. When 
one of them betrays the other, I depart from them” (Bukhari, 1989). This Hadith is 
an evidence of avoiding betrayal in Musharakah fi nancing among the partners. 

 Concerning the consensus of Muslim jurists, the consensus of the legality of 
Musharakah contract is mentioned by one of the Muslim jurists Imam Ibn al- Munzir in 
his book which is “And they (Muslim jurists) agree on the validity of partnership where 
each of the two partners contributes capital in dinar or dirham, and co- mingles the two 
capitals to form a single property which is indistinguishable, and they would sell and 
buy what they see as (benefi cial) for the business, and the surplus will be distributed 
between them whilst the defi cit will be borne together by them, and when they really 
carry out [as prescribed], the partnership is valid” (Tahani,  2014 ).   

    Types of Musharakah 

 For the purpose of determining the minimum capital adequacy requirement, IFSB-2 
makes distinctions between the three main categories of  Musharakah  and provides 
guidance for how to apply appropriate risk weight for such investments to calculate 
minimum capital requirements for  Musharakah  exposure under three categories 
(IFSB,  2005a ,  2005b ) explained below:

    (a)    Private commercial enterprise to undertake trading activities in foreign 
exchange, shares and/or commodities. This type of  Musharakah  exposes the 
Islamic banks to the risk of underlying activities, namely foreign exchange, 
equities or commodities.   
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   (b)    Private commercial enterprise to undertake a business venture. This type of 
 Musharakah  exposes the Islamic banks to the risk as an equity holder, which is 
similar to the risk assumed by a partner in venture capital or a joint venture, but 
not to market risk. As an equity investor, the Islamic bank serves as the fi rst loss 
position and its rights and entitlements are subordinated to the claims of secured 
and unsecured creditors.   

   (c)    Joint ownership of real estate or movable assets (such as cars) is divided into 
two subcategories.

•     Musharakah   with   Ijārah   sub-contract : Ownership of such assets can produce 
rental income for the partnership, through leasing the assets to third parties by 
means of  Ijārah  contracts. In this case, the risk of the  Musharakah  investment 
is essentially that of the underlying  Ijārah  contracts, i.e. credit risk mitigated by 
the collateral represented by the leased assets. However, in some cases the les-
see is not a third party but the IIFS’s partner as customer. The existence of such 
an  Ijārah  sub-contract in addition to a  Musharakah  exposes the IIFS to credit 
risk in respect of the partner’s obligation to service the lease rentals.  

•    Musharakah   with   Murābahah   sub-contract : The Islamic bank is entitled 
to its share of revenue generated from selling the assets to third parties by 
means of  Murābahah  contracts that expose the Islamic banks to credit risk in 
respect of the  Murābahah  receivables from the buyer/counterparty.       

      Discussion and Analysis 

     Shari’ah  Requirements of Musharakah Financing 

 The details below are the  Shari’ah  requirements in the implementation of 
 Musharakah  investment/fi nancing which include but not limited to the following 
list:

    (a)     Capital contribution in   Musharakah   contract 

•    All forms of debts shall not qualify as  Musharakah  capital. All account 
receivables and payment due from other partner or third parties are consid-
ered as debt.  

•   A non-monetary asset with an integral debt component to the asset may be 
contributed as a  Musharakah  capital provided that the integral debt is less 
than 50 % of the asset value.  

•   The issue of funds placed with the Islamic fi nancial institutions in the form 
of deposits may be invested as capital in a  Musharakah  contract.  

•   The rights, obligation and liabilities of all assets contributed to the 
Musharakah venture shall be jointly and severally assumed by partners.  

•   The issue of any loss of capital in the course of the venture shall be recog-
nised as capital impairment.  

•   The capital of the IIFS is to be invested in  Shari’ah- compliant investments 
or business activities.      
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   (b)     Profi t sharing in   Musharakah 

•    Priority of profi t distribution in  Musharakah  contract that stipulates a prede-
termined fi xed amount of profi t to one partner which deprives the profi t share 
of the other partner.  

•   The profi t-sharing ratio may be revised either subject to the mutual consent 
of the partners or subject to a certain benchmark agreed upon by the partners 
as the case may be. The profi t expressed in the form of a certain percentage 
should not be linked to the capital amount.  

•   A profi t-sharing ratio may be ultimately translated into a fi xed percentage 
based on the capital investment amount once profi t is realised. A partner who 
has agreed to a certain profi t-sharing ratio may waive the rights to profi ts to be 
given to another partner on the basis of principle of Mubarahat (waiver) at the 
time of profi t realisation and distribution as well as at the time of the contract.  

•   The mechanism for estimating profi t on Musharakah capital employed may 
be benchmarked to conventional benchmarks, such as but not limited to base 
lending rate (BLR), in order to determine the indicative profi t rate. Profi t 
may be distributed from actual or realised profi ts through the sale of assets 
of the Musharakah partnership (al-tandhid alhaqiqi or al-fi ’li). Profi t 
 distribution may also be on the basis of constructive valuation (al-tandhid 
al- hukmi) of the assets including accounts receivables.      

   (c)     Guarantee in Musharakah contract 

•    All partners in a Musharakah contract maintain the assets on a trust basis. 
Therefore, in the case of misconduct, negligence or breach of contract of 
managing partner, is it acceptable to impose capital charge on him or her if 
he or she can’t provide any evidence:

  Shari’ah  issues 
 • The issue of the managing partner to bear direct/indirect expenses and expenditures of the 

asset with the increase in his or her profi t, in order to facilitate the accounting procedure 
 • The issue of permissibility for a partner in  Musharakah  contract to stipulate that another partner 

provides a personal guarantee to cover cases of misconduct, negligence or beach of contract 
 • The extending of guarantee in the cases of misconduct, negligence or beach of contract to the 

expected profi ts, supported by the feasibility study, and not confi ned to the guarantee of losses 
 • Mechanisms and practical applications for the use of  Musharakah  contract as alternative 

to overdrafts 

          (d)     Diminishing Musharakah (also known as   Musharakah Mutanaqisah  ) 

•    The issue of permissibility for partners in diminishing Musharakah to give a 
binding promise that entitles the other partner to acquire, on the basis of a 
sale contract, his or her equity share gradually, according to the market 
value/face value or a price agreed at the time of acquisition.  

•   The issue of permissibility for a partner in diminishing Musharakah to rent or 
lease the share of the other partner for a specifi ed amount and for whatever dura-
tion and responsibility of periodical maintenance of this share. (Dr Abdussalam: 
Do you think I have addressed these two issues in the table below?)       
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  Shari’ah  issues 
 Item   Shari’ah  requirement  Observation 
 Two 
agreements in 
one 

 Shari’ah prohibits the 
combination of two agreements 
in one transaction that are made 
conditional upon each other 

 It is still permissible for the contracting 
parties to combine the two contracts of 
Musharakah and ijara into one document 
as long as both were concluded separately 
and do not overlap 

 Refi nancing  The transaction may be seen as two 
contracts (old and new contract) in one 

 It is akin to having a new partner in 
a new partnership in the same 
venture/asset, albeit with different 
value. The fi rst Musharakah 
fi nancing must be terminated for the 
new Musharakah to take place 

 Ownership  As a partner in the ownership of the 
property, the fi nancier shares the 
responsibility and risks arising from the 
said property. In an ijara relationship, 
the owner (lessor) has to bear the cost 
of basic and structural maintenance 
while the occupying party (customer/
lessee) shall bear the routine and 
operational maintenance of the property 

 Since the customers’ ultimate 
objective of engaging in the 
transactions is to own an asset, and not 
merely to rent it for a certain period of 
time, it has been arguably accepted 
that the customer should bear all the 
costs, particularly when the customer 
is acknowledged as the sole legal 
owner in the document of title 

 The general principle expounds that 
takaful of an asset is the responsibility 
of the owner; however some stress that 
it should be at the expense of the hirer 

 Some Shari’ah legal opinions 
affi rmed that it is lawful to make the 
hirer responsible for a known 
amount of insurance as it may then 
become part of the lease payment 

 Wa’ad 
(unilateral 
promise) 

 By virtue of the wa’ad, the customer 
shall be obliged to acquire the bank’s 
ownership share in the property at the 
buyout amount when there are changes 
in circumstances resulting in illegality, 
even if it is not caused by the customer 

 In contemporary juristic opinions, 
wa’ad becomes legally binding if it is 
made conditional upon the fulfi lment 
of an obligation and the promisee has 
already incurred expense on the basis 
of such a promise 

 Compensation  Some view penalties for late payment 
of rentals as not permissible 

 The AAOIFI Shari’ah Rules for ijara 
and ijara muntahiya bittamlik 
provided that the lessee shall 
undertake to donate a certain 
amount or percentage of rental due 
in the case where there is no good 
reason for late payment 
 There are slight divergences in the 
legal documentations, while a legal 
documentation explicitly requires 
such compensation to be donated to 
any registered charitable 
organisation or utilised for any 
charitable purpose; the other 
documentation is silent in this regard 

(continued)
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 Sale of share 
in the case of 
non-
indebtedness 

 The bank may exercise its rights as 
trustee to sell off the property and the 
proceeds/loss should be shared 
between the partners according to 
stated ratios 

 As redemption and failure to redeem 
are always the two common 
scenarios, the partners will be stuck 
with the business in the event that 
the redeeming party fails to do so. 
This explains why agreements are 
slanted in favour of banks over the 
redeeming party 

 As a Shari’ah requirement, the 
redemption sum or formula has to be 
certain and fi xed in advance. Hence, any 
reference to the market price at the point 
of redemption may trigger issues of riba 

 Event of loss 
on property 

 The loss will be shared by the bank 
and customer according to the last 
ownership ratio if there is shortfall in 
the recovery of payment 

 The customer usually pays to the 
bank the difference between the 
amount due to the bank and the 
amount so realised 
 Until payment of such differential 
amount, the customer shall pay late 
payment compensation charges on 
the differential sum until the date of 
actual payment made 

 Event of 
default (in the 
case of 
developer’s 
winding up or 
property 
abandoned) 

 The customer shall be obligated to 
acquire the bank’s ownership share 
in the property at the buyout amount 
for matters such as “developer’s 
winding up” and “property 
abandoned”, which are not the fault 
of the customer 
 This resembles a conventional loan 
whereby the customer will continue 
to make payments if the property is 
destroyed until the insurance 
proceeds are received 

        Regulatory Requirements of Musharakah Financing 

    Risk Management 

 The distinct risk profi le of  Musharakah  contract, which is a form of equity partici-
pation, exposes the IIFS to various types of risks, such as counterparty credit risk, 
market risk, liquidity risk and reputational risk. An IIFS acts as a partner in a 
 Musharakah  contract and is exposed to the risk of losing its capital upon making 
payment of its share of capital in a  Musharakah  contract. A  Musharakah  can expose 
the IIFS either to capital impairment risk or to “credit risk”, depending on the struc-
ture and purpose of the  Musharakah  and the types of asset in which the funds are 
invested ( IFSB-2, 2005 ). 
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 In addition, when IIFS employs different fi nancing instruments (where one of 
which includes  Musharakah ) at different contract stages, as different stages may 
give rise to different risks, in all cases, IIFS should give considerations as to the 
quality of the partner (i.e. the risk profi les of potential partners:  Muārib  and/or 
 Musharakah  partner), underlying business activities and ongoing operational 
matters. 

 IFSB has recognised the signifi cance of this contract and the Guiding Principles 
of Risk Management ( IFSB-1, 2005 ) provide a set of guidelines of best practices for 
establishing and implementing effective risk management in IIFS including 
 Musharakah , which give practical effect to managing the risks underlying the busi-
ness objectives that IIFS may adopt. 

 The capital invested through  Musharakah  may be used: (1) to purchase shares in 
a publicly traded company or privately held equity, or (2) invested in a specifi c proj-
ect, portfolio or through a pooled investment vehicle. In the case of a specifi c proj-
ect, IIFS may invest at different investment stages. 

 In short, a number of operational challenges will be faced by the IIFS when 
employing  Musharakah  contract, among other things:

    1.     Identifying and monitoring the transformation  of risks at various stages of 
 Musharakah  investment life cycles   

   2.    Lack of due diligence because of  lack of reliable information  on which to base 
their investment appraisals. Such due diligence is essential to the fulfi llment of 
IIFS’s fi duciary responsibilities as an investor of IAH funds on a  Musharakah  
basis;   

   3.     Shari’ah-  compliant risk-mitigating techniques  (e.g. quality of the  Takaful  or 
insurance coverage), which reduce the impact of possible capital impairment of 
an investment   

   4.     Potential manipulation of reported  results leading to overstatements or under-
statements of partnership earnings   

   5.     Inappropriate and inconsistent valuation  methodologies   
   6.    Lack of  stress analysis and cash fl ow predictability  in  Musharakah  

exposures   
   7.     Strength of the   Musharakah   partner  (i.e. ineffective management and sub-

standard partners’ quality; management and partner diffi culties have contributed 
to diffi culties in managing properties)   

   8.     Divestment and liquidation  (i.e. criteria for exit strategies, including the 
redemption of equity investments and the divestiture of underperforming 
investments)   

   9.     Political, legal and regulatory environment  (i.e. government support and proj-
ect/business venture’s importance for the country, favourable and stable regula-
tory environment, well-defi ned property rights to function effi ciently, unfair 
treatment in taxation is also considered to be a major obstacle, secondary mar-
kets for trading in Islamic fi nancial instruments, particularly Musharakah, are 
non-existent, and enforceability of contracts).    
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      Capital Adequacy Requirements 

 The IIFS that is exposed to the risks inherent in  Musharakah  activities is required to 
hold suffi cient capital. The Capital Adequacy Standard (IFSB-2), which comple-
ments Pillar I in Basel II, provides guidelines on minimum capital requirements for 
exposures in various contracts including  Musharakah  that enable an IIFS to mea-
sure the extent to which its capital position is commensurate with its overall risk 
profi le and business strategy, thereby assessing its ability to absorb a reasonable 
level of unexpected losses before becoming insolvent. 

 These requirements cover the risk of losing invested capital arising from entering 
into contracts or transactions that are based on the  Musharakah  and diminishing 
 Musharakah  where the IIFS and their customers/partner(s) contribute to the capital 
of the partnership and share its profi t or loss. 

 For the purpose of determining the minimum capital adequacy requirement, 
IFSB-2 makes distinctions between the three main categories of  Musharakah  and 
provides guidance for how to apply appropriate risk weight for such investments to 
calculate minimum capital requirements for  Musharakah  exposure under three 
types of  Musharakah  fi nancing explained in the types of  Musharakah : 

 In addition to applying simple risk weight method (i.e. 400 %) as stated in the 
IFSB-2, in appropriate cases, the supervisor may permit an IIFS to employ an alter-
native approach, namely  the supervisory slotting criteria approach . Under this 
method, an IIFS is required to map its internal risk grades into four (i.e. between 90 
and 270 % RW) supervisory categories for specialised fi nancing as set out in 
Appendices of the IFSB-2, and each of these categories will be associated with a 
specifi c risk weight. 

        Shari’ah- Compliant Securitisation of  Musharakah- Related 
Exposures 

 Apparently  Musharakah -based contracts demand higher capital adequacy require-
ments, but IIFS can also benefi t from taking exposures in  Musharakah  in terms of 
capital relief through  Shari’ah- compliant securitisation. The IFSB has recognised 
this under IFSB-7 ( 2009 ), where business ventures organised as  Musharakah  part-
nerships by IIFS can be securitised, and the resultant  suk u k  are tradable. This is for 
relief from higher capital requirements on these exposures; however, an originating 
IIFS may exclude securitised exposures from the calculation of its risk-weighted 
assets only if all of the conditions have been met as set under asset derecognition 
criteria in IFSB-7 ( 2009 ).  

 Regulatory Issues 
 Some regulatory authorities view that the 300–400 % RW is too high. 
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    Role of the Regulatory Authority 

 The role of regulatory authority is also important to be underlined. The regulatory 
authority should satisfy itself that adequate policies and procedures are in place for 
 Musharakah  exposure risk management, taking into account the IIFS’s appetite and 
tolerance for risk. In addition, the regulatory authority should also ensure that IIFS 
has suffi cient capital when engaging in equity investment activities. In regard to 
calculating minimum capital requirements for  Musharakah  exposures, regulatory 
should provide adequate guidance to IIFS, who wishes to employ regulatory slot-
ting criteria approach as stated in IFSB-2 ( 2005 ).  

    Conclusion 

 In concluding remarks, there is compelling need to diversify the IIFS’s portfolio 
with right mix of debt and equity contracts. This diversifi cation can be achieved by 
following IFSB guidelines. However, IIFS should be familiar and competent, to 
offer development fi nance products based on  Mudarabah  and  Musharakah  princi-
ples, which supposedly would open the access to capital for entrepreneurs who are 
committed towards their business but are hampered by their lack of asset collaterals. 
The existences of Musharakah instrument in IIFS will be in compliant not only with 
the profi t motive of the IIFS but also with socio-economic objectives. 

 The regulatory authority should be open to providing adequate incentives for risk 
and profi t sharing (Musharakah fi nancing) and the Islamic fi nance industry needs to 
adopt more conformed standards to enhance system predictability and stability 
while promoting greater awareness among fund suppliers about the terms and con-
ditions of profi t sharing under different contractual arrangements. For instance as 
illustrated and well articulated in one of the papers of Sundararajan ( 2007 ): for an 
IAH who largely provides funds on a Mudarabah basis and the Islamic fi nancial 
institution which invests these funds (often commingled with shareholders’ and 
other funds) in various Islamic fi nancial contracts (like salam, istisna’, Musharakah) 
the risk is the expected variance in the measure of profi t distribution between invest-
ment account holder (IAH) and bank. IFIs have to recognise that this uncertainty or 
Mudarabah risk can arise from a variety of factors both systemic and bank specifi c. 
Risk mitigation for IAH can be achieved through use of profi t equalisation reserves 
(PER), investment risk reserves (IRR) and variation in mudarib’s share. 

 In this regard, IFSB has provided guidelines for Musharakah fi nancing and IFSB 
Guiding Principles on Risk Management have served a good purpose. They provide 
guidance for different risks to which Islamic fi nance industry is exposed and offer 
guidance on the methodology for credit risk, market risk, liquidity risk, operational 
risk, equity investment risk and rate of return risk for different types of fi nancial 
transactions.    

A.I. Onagun



793

    References 

     IFSB. (2005).  IFSB-2: Capital adequacy standard for institutions (other than insurance institu-
tions) offering only Islamic fi nancial services .  

    IFSB. (2005).  IFSB-1: Guiding principles on risk management for institutions (other than insur-
ance institutions) offering only Islamic fi nancial services (IIFS).   

    IFSB. (2009).  IFSB-10 Guiding principles on Shari’ah governance for institutions offering Islamic 
fi nancial services, 2009 .  

    Sundararajan, V. (2007). Risk characteristics of Islamic products: Implications for risk measure-
ment and supervision. In S. Archer & R. A. A. Karim (Eds.),  Islamic fi nance: Regulatory chal-
lenge . Singapore: Wiley.  

     Tahani, N. (2014).  Equity based fi nancing in Islamic banks . Case study of Dubai Islamic Bank.    

70 Musharakah Financing as Addressed in IFSB Standard: A Regulatory Perspective…



Chapter 71
Performance Measurement of KMI 30 
and KSE 30 Index in Karachi Stock Exchange

Ali Salman

Abstract There is a dramatic shift in the investment preference of investors from 
conventional to Shariah-complaint companies in the last decade. This study pro-
vides evidence on the performance measurement of Karachi Meezan Index which 
represents Shariah-complaint stocks in comparison to KSE 30 which represents 
conventional stocks registered under Pakistan Stock Exchange formerly known as 
Karachi Stock Exchange. Daily index prices are incorporated in the analysis from 
21 March 2012 to 7 September 2015. Independent sample t-test model is employed 
to measure the difference in the risk and return of each index. Regression analysis 
is used to study the relationship between stock return and financial ratios. Results 
showed that KMI stocks generate higher average return and lower risk as compared 
to KSE 100 index. Moreover, KMI 30 index shows higher risk-adjusted return of 
Treynor ratio as compared to conventional counterpart. In regression analysis, net 
income margin shows a significant negative relationship with KSE 30 index return. 
However, DER shows negative relationship with KMI 30 index but not significant.

Keywords KMI 30 index • KSE 30 index • Risk and return • Risk-adjusted return 
• Financial ratios

 Introduction

A general opinion exists among investors that ethical stocks underperform as con-
ventional counterparts. It is argued that ethical investors likely to earn less than the 
market portfolio due to lack of diversification (Bauer, Otten, & Rad, 2006). Over the 
past years, it is observed that the demand for Islamic financial securities has 
improved immensely as compared to conventional securities. The three major rea-
sons highlighted by Davies and Reuters (2012) for shift in the investment trend from 
conventional to Syariah-based financial products: Firstly, increase in the demand for 
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Syariah-complaint financial products in Muslim-majority countries all over the 
world. Secondly, most studies show that Islam is the fastest growing religion in the 
West irrespective of negative propaganda carried by the Western social media 
(Foreign Policy-2015, n.d.). Third, change in the preference attitude of Gulf oil- 
producing country investors for investment in Syariah-compliant companies.

Syariah-complaint financial products are described by conventional finance 
scholar as ethical based company but there is a difference between both of the terms. 
Syariah-complaint investment is not only subject to ethical principles but also to 
rules of Maqasid al Shariah. Islamic-compliant companies are not only based on the 
legal maxim of “permissibility” on the matter of Mu’amalat except what is clearly 
prohibited under primary sources of Syariah. According to Maqasid al Shariah, it is 
clearly stated to protect faith, life, wealth, linage, and intellect through abstaining 
from haram activities such as pork, liquor, gambling, or any other activity which is 
strictly forbidden in Islam. In relation to Riba (interest) in Quran Allah says

“O ye who believe! Fear Allah and give up what remains of interest, if you are truly believ-
ers. But if you do it not, then beware of war from Allah and His Messenger; and if you 
repent, then you shall have your principal; thus you shall not wrong nor shall you be 
wronged”. Chapter 2, Al Baqara, Verses 278–279

Gharar is defined by different scholars in two major ways: First it implies “uncer-
tainty.” Second, it implies “fraud or deceit.” From Quran verses it proves that uncer-
tainty is strictly prohibited. Maisir is defined as a contract between two parties 
where the ownership of an asset depends on a game of chance which depends on 
future uncertain outcome, for example Casino games, animals’ games, or lottery. 
Maisir is defined as gambling or game of chance. According to Muhammad Ayub, 
Maisir is defined as wishing for something valuable without undertaking any liabil-
ity against it or without paying anything in return as compensation for it or working 
for it. In Quran Misir is referred to as “game of arrows.”

They ask you about wine and gambling. Say: ‘In them both lies grave sin, though some 
benefit, to mankind. But their sin is more grave than their benefit.’ Qur'an, 2:219 
(al-Baqara)

Qimar is a subset of maysir. Qimar is defined as wagering or betting. In simple 
terms it is related to zero sum of game theory where one person wins and other 
looses from a bet.

For registering as Syariah-compliant stock in KSE, the company must comply 
with the following conditions. Firstly, the company must not be involved in haram 
activities such as local selling, casino business, and gambling and pornography 
business. Secondly, interest-bearing debt which includes bank loans and finance 
lease must be less than 37 % of total assets. Thirdly, non-Shariah investment such as 
investment in conventional bonds, T-bills, money market instrument like certificate 
of deposit, call deposit, floating rate notes, and Pakistan investment Bonds (PIB) 
must be less than 33 % of total assets. Fourthly, ratio of illiquid assets to total assets 
should be greater than equal to 25 %. Fifthly, the company’s income from 
 non- Shariah activities must not exceed 5 % of its total revenue. Lastly, market price 
per share must be greater than net liquid assets per share.
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Income from investment which incorporates an element of Riba is strictly 
prohibited under Islam rules of Muamalat because it causes unfair treatment with 
the borrowers through compelling them to pay un-justifying incremental cash flow 
over a period of time. Similarly, it also increases the level of uncertainty in the col-
lection of payment. Conventional contracts such as forward contracts, SWAPS, and 
options are forbidden due to persistence of high level of uncertainty under them.

 Pakistan Stock Exchange

Karachi Stock Exchange took birth on September 18, 1947. Recently, under new capi-
tal market reforms by the PML N government, a legislation is passed through which all 
three major stock markets of Pakistan like Islamabad, Karachi, and Lahore are merged 
into single entity named as Pakistan Stock Exchange on 16 January 2016. Initially, ex-
Pakistan Stock Exchange commenced its operation along with five companies with the 
total paid-up capital of 47 million Rupees. However, with the passage of time, the trad-
ing activities took its momentum and until December 2015, there were 555 registered 
companies with the total market capitalization of $67 billion . There are total 883 local 
and 1886 foreign institution investors. Along with it, there are 400 brokerage houses 
and 21 asset management companies operating under the umbrella of PSE. There are 
16 companies of PSE which are being traded in MSCI frontier market index. With the 
growing capacity of Pakistan Stock Exchange, Karachi automated trading system 
(KATS) was introduced in 2002 which had the initial capacity of 1 million share trade 
per day. Currently, there are five indices registered in PSE with the name of KSE 100 
index, all share index, KSE 30 index, KMI 30 index, and all share Islamic index.

KMI 30 index was introduced in 2009 with joint collaboration of Pakistan Stock 
Exchange and Meezan Investment Firm to promote Islamic financial activities in 
Pakistan. KMI index represents a list of 30 companies which had cleared Syariah 
screen process and then been allowed to trade under the umbrella of Shariah com-
pliant index (KMI 30). According to Al Meezan Investment Management Ltd. 
(n.d.), there are total 125 Shariah-compliant stocks registered in KSE for the year 
ended December 2014. KSE 30 and KMI 30 are calculated through the method of 
free float market capitalization.

This chapter examines the performance of KSE 30 Index which represents the 
average prices of 30 Syariah-complaint stocks. However, KSE 30 index represents 
average prices of all 30 stocks registered under KSE 30 index (Fig. 71.1).

 Research Objectives

The main objectives of this chapter are:

 1. To make comparison of the risk and return of Syariah-complaint stocks through 
KMI 30 index and conventional stocks through KSE 30 index
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 2. To investigate relationship between financial ratios of Syariah-compliant 
companies registered under KMI 30 index and companies registered under KSE 
30 index with their respective index returns

 Hypothesis

Ho1 There is no significant difference between the average return of KSE 30 index 
and KMI 30 index.

Ho2 There is no significant difference in the level of risk between KSE30 and KMI 
30 index.

Ho3 There is no significant relationship between the index returns and internal 
liquidity ratio (quick ratio) and operating efficiency ratio (total assets-to-turnover 
ratio) and operating profitability ratio (net income margin) and financial leverage 
ratio (total debt-to-total equity ratio).

 Literature Review

Despite an increase in the popularity of Islamic finance in Muslim-majority 
countries still there is a deficiency of empirical research on the performance of 
Islamic and conventional stocks in Pakistan Stock Exchange. Malaysia and 
Indonesia are the pioneer countries which have worked on evaluating the perfor-
mance of Islamic finance versus conventional finance through producing lot of 
literature over the last 10 years.

KMI 30 Index KSE 30 Index
Fixed Line Telecommunication 1 1

Oil and Gas 8 7
Construction and Material (Cement) 8 4

Chemicals 2 4
Electricity 2 3

Personal Good( Textile) 2 2
Pharma and Bio Tech 3

Food Producers 1 1
General Industrials 1

Engineering 1
Commercial banks 1 7
Non-life insurance 1

Total 30 30

Fig. 71.1 OLY—Pakistan’s pioneer think tank (2015)
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Researches on ethical grounds have faced lot of criticism from most of the 
academic scholars and practitioners over their contradiction on the principle of tra-
ditional portfolio theories such as modern portfolio theory of Markowitz (1952).

The performance of investment portfolio of Syariah and conventional stocks in 
Kuala Lumpur Composite Index was inspected by Ahmad and Ibrahim (2002) for 
the duration of 1999–2000. The research time period of the sample was divided into 
three categories: downward performance period, normal period, and growing 
period. Stock performance was evaluated with the help of relative rate of return, and 
risk was calculated with the help of standard deviation. The results showed that 
KLSI outperformed during growing period and underperformed during downward 
period and normal period. Overall, there is no significant difference found in all 
three periods.

Omran and Hussein (2005) examined the performance of Islamic stock index 
against the Dow Jones World Index on monthly data basis from the period of 1995 
to 2003. The sample time duration was divided into three subcategories: bull period, 
entire period, and bear period. The return on indexes was calculated by using CAPM 
model, Treynor ratio, and Sharpe ratio. Islamic index showed positive abnormal 
returns in the bull time period and entire time period whereas they underperformed 
against their Dow Jones World Index in bear market time period.

Albaity and Ahmad (2008) studied the performance of Syariah index in compari-
son to non-Syariah composite index registered in Kuala Lumpur Stock Exchange 
from the time period of 1999 to 2005. They studied causality and Johansen co- 
integration test and risk-adjusted performance measurement techniques. The risk 
and return are explained with the help of statistical measures of mean and standard 
deviation. The results showed no significant difference in the returns of both indices 
and in long run both indices’ returns showed opposite directions.

Ahmad and Albaity (2011) explored the difference in return between Syariah 
and conventional stock returns of companies registered in Malaysian Stock 
Exchange from the period of 2000 to 2006. Market capitalization, market-to-book 
ratio, price-to-earnings ratio, and debt-to-equity ratio were used to determine the 
stock returns. There were no significant difference between Syariah and conven-
tional stock return. Market-to-book ratio and size were found to be the most signifi-
cant variables in affecting the stock returns of Syariah stocks. However, 
market-to-book ratio and market risk were found to be significant variables to affect 
the return of non-Syariah stocks.

Financial ratios played a very critical role in evaluating the stock performance. 
Therefore, Manao and Deswin (2001) evaluated the relationship between the stock 
return and the financial ratios during the financial crisis in Indonesia by adding firm 
size as the variable. Seven financial ratios were used in the study: quick ratio (QR), 
earning per share (EPS), total assets turnover ratio (TATO), current liabilities to 
total assets (CLTA), price to book value (PBV), gross profit margin (GPM), and 
return on equity (ROE). Sample size of 120 manufacturing companies registered in 
Jakarta Stock Exchange were chosen for statistical testing. The selected companies 
were distributed into three categories of small size, medium size, and big size. In the 
results, PBV and earning per share showed significant stimulus on the above model.
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The relationship between the stock returns and the variables such as firm size, 
cash flow from operating activities, and financial ratios were investigated by Martani 
et al. (2009) by using the sample of manufacturing companies listed in Indonesian 
Stock Exchange. The results showed that net profit margin (NPM), PBV, ROE, and 
TATO during the period of 2003 to 2006 had shown a significant effect on stock- 
adjusted return and abnormal return.

Natarajan and Dharani (2012) in their study examined the risk and return of 
Nifty Index and Nifty Syariah index during the time period of January 2011 to 31 
December 2010. The sample time duration was divided into bull and bear market 
period from January 2011 to 31 December 2010. The objectives of the research 
were to investigate the risk and return of both indexes and test the presence of any 
significant difference between both indices in India. The return of both indexes was 
calculated by using Sharpe ratio, Treynor ratio, and Jensen’s alpha ratio. Simple 
t-test was used to measure the difference in mean return of both indices. The results 
showed that both indices performed in the same style.

In this chapter, I have examined the relation between the stock index returns of 
KMI 30 and KSE 30 index to financial ratios which includes the internal liquidity 
ratio, operating efficiency ratios, operating profitability ratios, and financial risk 
(leverage ratios) of all the companies registered. Internal liquidity ratios include 
current ratio, quick ratio, and cash conversion cycle.

Operating efficiency ratios include TATO and net fixed assets turnover ratio. 
Operating probability ratios include gross profit-to-sales ratio, total debt-to-total 
investment capital ratio, and total debt-to-total assets ratio.

 Methodology

This study is based on secondary data collected from Pakistan Stock Exchange on 
daily indices prices of KMI 30 and KSE 30 which were collected from 21 March 
2012 to 7 September 2015. The reason for selection of this time period is the non- 
availability of data of daily index prices of KMI 30 index since January 2009. For 
the purpose of good performance evaluation, standardization is achieved through 
taking same time period for both indices in the calculation. KSE 30 index represents 
the characteristic and performance of all conventional stocks whereas KMI 30 index 
symbolizes the characteristics and performance of Syariah-compliant stocks.

Return on financial instrument depends on two components. Firstly the capital 
gain which is derived through calculating the change in market prices called capital 
gain or loss. Secondly the dividend on holding the stock which can be on quarter, 
semiannual, or annual basis solely depends on the companies’ policies. In this 
research, daily returns on stocks are computed without adjusting the dividend 
impact with the help of the following formula (Fig. 71.2):

 
Rt Ln Pt Pt= -( )/ 1

 

Rt is the daily return on index.
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Pt is the daily price of time period of t.
Pt − 1 is the daily price of prior period of t.

Variability on the investment return is measured with the help of standard devia-
tion in the average returns of a portfolio and beta which denotes systematic risk (it 
shows the volatility of individual stock or portfolio return to market portfolio 
return). Beta coefficient of both indices is calculated by using the following 
formula:

 

b p

p b

b

Cov r r

Var r
=

-( )
( )

 

BP is the beta which represents the portfolio of KSE 30 index and KMI 30.
Rp shows average return of individual index.
Rp (KMI) represents KMI 30 index (Syariah-compliant stock return—Karachi 

Meezan Index).
Rp (KSE) represents KSE 30 index (non-Syariah-compliant stock return—Karachi 

Stock Index).
Rb represents the average return of market portfolio which is denoted by KSE 100 

index.
Var (Rb) is variance in return of market portfolio represented as KSE 100 index.
RF (risk-free rate) is being represented by (KIBOR) Karachi interbank offer rate 

over 12 month period since year 2012 to 2015.

 Risk-Adjusted Return Performance Measurement

There is positive relationship between risk and return. The higher the risk, the higher 
the return and vice versa. Therefore, risk-adjusted measurement is necessary in 
evaluating the performance of an investment. There are several performance mea-
surement techniques in capital market theory which helps in measuring the perfor-
mance of portfolio of assets by incorporating the risk factor. Three famous 
risk-adjusted measurement techniques are Jensen’s ratio, Treynor ratio, and Sharpe 
ratio. All these are employed in this research.

KMI 30 Index KSE 30 Index KSE 100 Index
Mean 10.5786 9.7533 10.0556

Standard Deviation .28223 .20621 .30983
Skewness -.402 -.494  -.343

Kurtosis -1.136 -1.269 -1.290
Beta 0.91 0.66 1

Minimum 10.03 9.35 9.49
Maximum 11.01 10.03 10.50

Fig. 71.2 Brigham & Ehrhardt, Financial Management, 11 Edition, Chapter 4, pg.148
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Sharpe ratio measures the reward-to-variability ratio, in other words excessive 
average return over the risk-free rate per unit of total risk of the portfolio. Excessive 
return is the difference between return on individual stock or portfolio minus risk- 
free rate which is KIBOR in this case. This model was developed by Nobel Laureate 
William F. Sharpe. The assumption in this research is that all three indices consist 
of well-diversified portfolio of assets which means that there is negative correlation 
among stocks in all three respective portfolio of stocks. Secondly, we assume that 
data is normally distributed. Generally, the higher the value, the better the perfor-
mance and vice versa (Fig. 71.3):

 

S
r r

p
p f

p

=
-

s
 

Ri is the return of stock market index (KSE 30/KMI 100).
Rf is the risk-free rate of return (KIBOR rate).
σi is the standard deviation of stock market index (KSE 30/KMI 30).

Second performance measurement technique is Treynor ratio. It is defined as the 
excess return on investment over the riskless investment over per unit of systematic 
risk called market risk:

 
TI

Ri Rf

Bi
=

-

 

Ri is the return of stock market index (KSE 30/KMI 100).
Rf is the risk-free rate of return (KIBOR rate).
Bi is the market risk of respective index (KSE 30 index and KSE 100 index return).
Ri is the return of stock market index (KSE 30/KMI 100).
Rm is the market benchmark return which is KSE 100 index.
Bi is the market risk of respective index (KSE 30 and KMI 30).

Year Shape Ratio Treynor Ratio Jensen’s Alpha
KMI 30 KSE 30 KMI 30 KSE 30 KMI 30 KSE 30

2012 -28.321 -62.34 89.149 9070.801 -0.051 -0.001
2013 6.255 -0.312 9.286 -0.284 -0.062 0.004
2014 6.335 -18.613 -23.610 148.87 0.004 -0.002
2015 24.062 6.22 10.809 -743758.6 -0.128 0.000

Average 2.08275 -18.761 21.4085 -183635 -0.0593 0.00025

Fig. 71.3 Google.com, 2015
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 Financial Ratio Analysis

Regression analysis is used to evaluate the relationship between the stock return of 
both respective indices of Shariah- and non-Shariah- compliant stocks in relation to their 
respective financial performance. Financial ratios are categorized into four categories: 
liquidity ratio which explains the ability of a company to pay back short-term obligation. 
Therefore, quick ratio is used to measure the solvency position of companies as com-
pared to current ratio because closing stock is less liquid asset; hence, it is deducted from 
current assets in quick ratio calculation. Operating efficiency is measured with the help 
of TATO. Profitability is calculated with the help of net income margin.
Independent Variable
Liquidity performance: Quick ratio (QR) = (Current assets- closing stock)/cur-

rent liability
Operating efficiency: Total assets turnover (TATO) = (Sales/closing total 

assets)
Profitability ratio: Net income margin (NIM) = (Net income/sales)
Financial leverage: Debt-to-equity ratio (D/E) = Total liabilities/total assets- 

total liabilities
Dependent Variable
Stock return (Rt): Average of daily stock returns of
KMI 30 index (Rt (KMI): Shariah-compliant stock return index
KSE 30 index (Rt (KSE): Conventional stock return index

 Hypothesis

There is no relationship between the financial ratios of stock return of both Shariah- 
and non-Shariah-compliant stocks in relation to their liquidity ratio, operating effi-
ciency ratio, profitability ratio, and financial leverage ratio.

 Results and Finding

The main purpose of this research is to exam the financial performance of Shariah- 
complaint stock index in comparison to conventional stock index registered in 
Pakistan Stock Exchange through comparing the risk and return of each respective 
index. SPSS descriptive statistics analysis is run to measure the difference in the risk 
and return of each index. The collected data is nonparametric because data do not 
follow the conditions of normal distribution; therefore, independent sample t-test is 
applied. As shown in Table 71.1, KMI 30 index has high mean value as compared 
to KSE 30 index and KSE 100 index. However, it confirms that Shariah index pro-
vides higher average return of 10.59 as compared to conventional stock indices of 
KSE 30 and 100 index of 9.753 and 10.0556, respectively.
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Standard deviation is used as proxy to measure the risk of deviation from the 
average mean return for each index. The result shows that KMI 30 index has a 
higher risk of 28.2 % as compared to 20.62 % of KSE 30 index. KSE 100 index 
depicts lower mean return of 10.0556 as compared to KMI 30 index return which is 
10.5786. However, the KSE 100 has higher risk as compared to KMI30 index. The 
reason may be that Syariah stocks are more frequently traded as compared to con-
ventional stocks in KSE whereas in IDX (Indonesian Stock Exchange) results show 
an opposite result in the research conducted by Setiawan and Oktariza (2013). Beta 
measures the sensitivity of individual stock or index return to market return; the 
results show that both Shariah and conventional indices have lower sensitivity as 
compared to market by 0.91 and 0.66. KMI 30 shows the maximum average return 
of 11.01 and KSE 30 index shows minimum average return of 9.35.

Risk performance measures are also engaged in this return to perform a better 
evaluation of each Shariah and conventional indices.

As shown in Table 71.2, according to Sharpe ratio, KMI 30 has a better higher 
average risk-adjusted return of 2.08 as compared to −18.76 of KSE 30 index return 
for the years 2012–2015. However, according to Treynor ratio measures reward to 
volatality ratio. it is calculated as return on individual portfolio less return on risk 
free asset divide by market beta which is defined as systematic risk. Hence, KMI 30 
index shows positive higher return of 21.40 among all three techniques of perfor-
mance measurement. KSE 30 index shows positive return only under Jensen’s alpha 
in the last 3 years.

Regression analysis is employed to measure the relationship between the finan-
cial ratios of Shariah and conventional indices with their respective return over the 

Table 71.1 Index risk and return

KMI 30 index KSE 30 index KSE 100 index

Mean 10.5786 9.7533 10.0556

Standard deviation .28223 .20621 .30983

Skewness −.402 −.494 −.343

Kurtosis −1.136 −1.269 −1.290

Beta 0.91 0.66 1

Minimum 10.03 9.35 9.49

Maximum 11.01 10.03 10.50

Table 71.2 Risk-adjusted return performance measurement of KMI 30 index AND KSE 30 index

Year Sharpe ratio Treynor ratio Jensen’s alpha

KMI 30 KSE 30 KMI 30 KSE 30 KMI 30 KSE 30

2012 −28.321 −62.34 89.149 9070.801 −0.051 −0.001

2013 6.255 −0.312 9.286 −0.284 −0.062 0.004

2014 6.335 −18.613 −23.610 148.87 0.004 −0.002

2015 24.062 6.22 10.809 −743,758.6 −0.128 0.000

Average 2.08275 −18.761 21.4085 −183,635 −0.0593 0.00025
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last 3 years from 2011 to 2014. The reason for an exemption of year 2015 is that the 
audited financial statements of most of the listed companies are not published yet. 
Ordinary least square method is used to find the relationship between the dependent 
variables which are KMI 30 and KSE 30 index return and independent variables are 
quick ratio QR, TATO, net income margin (NIM), debt-to-equity ratio (DER) 
(Fig. 71.4).

The results in Fig. 71.4 show the relationship between conventional stock index 
return with the financial ratios. The variables like QR, TATO, and DER show a posi-
tive relationship with KSE 30 index but these independent variables do not have 
significant influence on conventional stock index return. However, NIM shows a 
significant negative relationship at 5 % level of significance with the KSE 30 index 
return. It means that there is an inverse relationship between net profit margin and 
stock return. As profitability of conventional stocks increases, return on conven-
tional stocks falls. R square values explain the proportion of variation in the 
 dependent variable explained by the independent variable value. Hence, in the 
above model R square shows regression square value as 17.4 % variation which 
means that change in return on conventional stock index return is not properly being 
explained by the given dependent variables.

The results in Fig. 71.4 explain the relationship between Shariah index return 
with the respective companies’ financial ratios. The result shows a positive relation-
ship between Shariah index return with their counter index but it does not show a 
significant relationship between the variables.

R square value is approximately 2 % in Shariah and 17.4 % in conventional stock 
index return. It explains that only 2 % and 17.4 % variation in dependent variables 
are being explained by the above model; however, there are 98 % and 82.6 % other 
variables which are not incorporated in the above regression model such as price to 
earnings, earning per share, and return on equity.

 Conclusion

This chapter has empirically focused on measuring the performance of Shariah and 
conventional index registered under Pakistan Stock Exchange from March 2012 to 
November 2015. The risk and return between both indices are calculated with the 

Stocks Variable Conventional Shariah
t-statistics Prob t-statistics Prob

C 1773.991 .000 1888.070 .000
Quick ratio (QR) .989 .326 .983 .328

Total assets turnover ratio (TATO) 1.090 .279 .831 .408
Net income margin(NIM) -3.650 .000 .515 .608

Debt to equity ratio(DER) .140 .889 -.350 .727

Fig. 71.4 Ratio analysis of conventional and Shariah stocks (conventional: R-square = .174, 
adjusted R square = .129; Shariah: R-square = .019, adjusted R square = .021)
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help of SPSS, independent sample t-test, and relationship between financial ratios 
and stock returns is measured by ordinary least square technique.

The results show that there is significant difference in the return between Shariah- 
compliant stocks represented by KMI 30 index which follows the Shariah rules and 
principles and conventional stock return represented by KSE 30 index. In Pakistan 
Stock Exchange KMI 30 shows higher average return against KSE 30 index and 
KSE 100 index. On the other side, KMI index shows lower risk of 28.22 % than 
30.98 % of KSE 100 index.

Furthermore, modern risk-adjusted return techniques of Sharpe ratio, Treynor 
ratio, and Jensen’s alpha ratio are employed in this chapter and results show that 
KMI 30 has a better higher average risk-adjusted return of 2.08 as compared to 
−18.76 of KSE 30 index return. However Treynor ratio return of KMI 30 index is 
21.40 which is higher among all other remaining techniques of performance 
measurement.

Furthermore, the results of regression analysis show that NPM has a significant 
negative relation with conventional index return whereas QR, TATO, and DER do 
not have any significant relationship with the stock returns of Shariah and conven-
tional stocks.

According to Martani, Mulyono, and Khairurizka (2009) and Purnomo (1998), 
regression model is more feasible for explaining the relationship between the non- 
financial and independent variables like political condition, unemployment, inves-
tor’s preference, and attitude or government policies whereas dependent variable 
can be used as stock prices of a company. Overall, it can be concluded that in 
Pakistan stock market general investors’ decision for investment in the type of stock 
is merely based on personal prejudice and word of mouth rather than objectivity 
yield from the financial performance analysis of their annual.
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    Chapter 72   
 The Challenges and Opportunities of Islamic 
Banking in Lebanon                     

     Jamil     Hammoud    

    Abstract     This chapter presents the results of phase one of a two-phase research 
work about the opportunities and challenges of Islamic banking in Lebanon. It is 
motivated by the fact that in 12 years, only four Islamic banks are operating in the 
country with less than 1 % market share. 

 Phase one is an open-ended exploration using interviews with ten key informants 
and industry experts in a qualitative approach. In phase two (in process), the panel 
of key informants will be expanded and the interviews will be structured and 
semi-structured. 

 It is hoped that this research will contribute toward better development of the 
Islamic banking industry in the country.  

  Keywords     Islamic banking   •   Islamic fi nance   •   Banking   •   Lebanon   •   Islamic 
economics  

      Introduction 

 Islamic banking and fi nance have gained signifi cant importance throughout the last 
three decades, not only in Arab and Islamic countries, but also in other areas of the 
world, especially Europe, North America, and Australia. 

 Islam prohibits the charging and payment of interest in fi nancial transactions, and 
advocates risk sharing and investments in productive business activities deemed in line 
with the religion’s system of morals and values. Consequently, Islamic banking refers 
to a system of banking that complies with Islamic law, known as “Shari’ah” law, the 
underlying principles of which are mutual risk and profi t sharing between parties, assur-
ance of fairness and transparency for all stakeholders, and prohibition of speculation. 

 In spite of wide appreciation in a number of Islamic communities for such prod-
ucts as “Mudarbah” and “Murabahah,” the absence of Shariah-compliant legal 
framework, needed to make interest-free banking acceptable, remains the major 
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snag behind the relatively low penetration of Islamic banking transactions in fi nan-
cial markets. This is of course in addition to traditional, cultural, and social chal-
lenges in accepting the idea of Islamic fi nance and banking. 

 Whereas the challenge of the legal framework could be tackled by governmental 
legislative and legal institutions, the sociocultural challenge has thus far proven to 
be diffi cult, especially in countries dominated by alternative religious value sys-
tems. Moreover, pluralistic society countries such as Lebanon seem yet to have their 
own distinctive sets of challenges.  

    Need for the Study 

 BLOM Development Bank’s General Manager Moataz Natafji recently told Global 
Finance that (June 12, 2015) deposits in the entire Lebanese banking system amount 
to $152 billion. About $1 billion of that is the share of the country’s four Islamic 
banks, which constitutes less than 1 %. Yet 12 years have passed since the central 
bank fi rst authorized Islamic banking (Law 525). 

 Obviously, the level of Islamic banking activity in the country throughout the 
past 12 years has been insignifi cant, and questions arise as to why this industry has 
failed thus far to do better.  

    Research Issue and Methodology 

 In light of the need for the study clarifi ed above, and in comparison with signifi cant 
growth fi gures reported for the Islamic banking industry worldwide, the author of 
this chapter poses the following research question: What are the opportunities and 
challenges facing Islamic banking in Lebanon? 

 With little research conducted about the Lebanese Islamic banking industry, as 
shown in the literature review below, our research in this chapter is exploratory and 
qualitative. It consists of semi-structured interviews conducted in a two-stage process. 

 In the fi rst stage, interviews are conducted with ten key informants, selected for 
their hands-on knowledge about and expertise in the industry. Diligence was given to 
making sure that they are representatives of various sides of the industry who are able 
to provide perspectives on identifi cation of the main issues with an approach of open-
ended exploration. Consequently, fi ve of the ten are experts from three of the four 
Islamic banks of the country, ranging in positions from Branch Manager to General 
Manager. In addition, two of the ten are experts from two conventional banks. While 
two more are religious clerics with direct experience in Islamic banking Shari’ah 
committees, one is an academic specialized in Islamic fi nance and banking. 

 The second stage of the research process, which is currently in progress, is 
designed to reduce open-ended exploration by addressing specifi c issues identifi ed 
in the fi rst stage. It is also designed to expand and diversify further the panel of 
experts interviewed, hopefully to solidify the results.  
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    Literature Review 

 Studies on the opportunities and challenges of Islamic banking in general are 
numerous. For purposes of a better understanding, we are able to broadly classify 
them into three types: general systemic studies (Ahmad, Masood, & Khan,  2010 ; 
Amin,  2008 ; Ariss & Sarieddine,  2007 ; Dusuki & Aboizaid,  2007 ; Iqbal,  2001 ; 
Iqbal, Ahmad, & Khan,  1998 ), country-specifi c studies Akram, Rafi que, & Alam, 
 2011 ; Butt et al.,  2011 ; Jabr,  2003 ; Njamike,  2010 ; Sanusi,  2011 ), and Lebanon-
specifi c studies (Bizri,  2014 ; Saleh & Zeitun,  2005 ). 

    General Systemic Studies 

 General systemic studies treat various aspects related to the viability of the Islamic 
banking system as a whole. Ahmad et al. ( 2010 ) treated the use of  Takaful  and its 
popularity in the global insurance sector. They conclude that this instrument faces a 
number of challenges including inadequate qualifi ed staff in both conventional 
insurance and  Shari ’ ah  fi nance, lack of awareness, lack of fi nancial innovations, 
inadequate interpretation of what constitutes  Takaful , lack of regulatory frame-
works, and disparity in accounting practices. 

 Ariss and Sarieddine ( 2007 ) investigate guidelines for risk management and 
capita adequacy in Islamic banking. They cite challenges of Islamic banking as 
liquidity risk, lack of a wide range of derivative instruments, and complications in 
measurement of  Shari ’ ah  compliant. 

 In his study, Iqbal ( 2001 ) identifi es a number of challenges which face Islamic 
banking and he names limited set of short-term fi nancial instruments and inade-
quate medium- to long-term fi nancial instruments, limited coverage of Islamic 
fi nance, concentration of Islamic banking, poor risk management and governance 
framework, and difference between Islamic fi nance in theory and in practice. 

 These three studies and others seem to converge around the challenges of the 
legal and regulatory framework, the interpretation of Shari’ah principles and 
 compliance, the availability of intermediate- and long-term fi nancing instruments, 
divergence in accounting standards, and lack of awareness.  

    Review of Country-Specifi c Studies 

 Country-specifi c studies examine the conditions particular to the context of the 
country in question. For instance, Ahmad et al. ( 2010 ) examine the growth and 
development as well as the prospects of the Pakistani Islamic banking system. The 
authors track signifi cant growth and expect Islamic banking branches to expand in 
the future. However, they cite competition and cultural differences as major chal-
lenges facing the industry. 
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 Jabr ( 2003 ) concludes that the challenges and opportunities of Islamic banks in 
the Palestinian territories are as follows: lack of adequate banking law for Islamic 
banking; lack of awareness; lack of operational differences between Islamic and 
conventional banks; lack of experience in Islamic  Shari ’ ah ; excessive short-term 
fi nancial instrument; inability to make use of  Mudaraba  and  Musharaka ; inferior 
technical resources and technology; and inability to differentiate ownership from 
management. 

 Njamike ( 2010 ) uses descriptive analysis to explore the issues and challenges 
that would be faced by Islamic banks in Zimbabwe. The analysis shows that the 
major problems and challenges in introducing Islamic banking in Zimbabwe are 
political intervention in the selection of borrowers, fi nancial instability, inability of 
the government to restore law and order in the country, resistance from the banking 
community, inadequate infrastructure for information dissemination, inconsistency 
in policy making and implementation of the fi scal and monetary authorities, Central 
bank control and supervision of Islamic banking with unqualifi ed persons in Islamic 
fi nance, absence of Islamic interbank, misperception, current political and eco-
nomic situation, and default culture. 

 Finally, Sanusi ( 2011 ) explores the issues and challenges of Islamic banking in 
Nigeria. The study fi nds that the challenges of Islamic banking in Nigeria are inad-
equate manpower; lack of  Shari ’ ah -compliant liquidity management instruments; 
lack of Islamic insurance ( Takaful ); lack of knowledge of accounting and auditing 
standard require by Islamic fi nancial institutions; inadequate legal framework; lack 
of  Shari ’ ah  scholars knowledgeable in conventional economics, law, accounting, 
banking, and fi nance; problem of multiple taxation; lack of tax relief on Islamic 
banking profi ts; and misperception of Islamic banking in Nigeria. 

 The studies cited above and others similar to them do not differ greatly in their 
results from systemic studies. However, issues of cultural differences and the run-
ning of conventional banking alongside Islamic banking become more evident and 
worrisome in the contexts of specifi c countries.  

    Lebanon-Specifi c Studies 

 Aside from numerous journalistic articles, we could not fi nd more than a few schol-
arly studies addressing Lebanese Islamic banking and fi nance. 

 Bizri ( 2014 ) investigates the status of Islamic banking in Lebanon by addressing 
the perceptions of existing and potential clients. She fi nds “that clients consider fi ve 
variables in deciding whether or not to patronize Islamic banks. These variables are 
trust in Islamic banks and their true compliance with Shari’ah, customers’ familiar-
ity with Islamic modes of fi nance, cost of fi nancing and other transactions, acces-
sibility of Islamic banks, and the quality of service offered by those banks.” In his 
thesis, Chammas ( 2006 ) conducts a market analysis of Islamic fi nance in Lebanon 
with focus on needed modifi cations to the legal framework and suggestion of 
Islamic banking instruments appropriate for Lebanon. 
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 Saleh and Zeitun ( 2005 ) adopt ratio analysis to examine the Lebanese experience 
with Islamic banking since the foundation of the fi rst Islamic bank. They fi nd that 
lack of public awareness and acceptance, lack of research and development institu-
tions, inadequate manpower, and high competition from conventional banks offer-
ing Islamic windows are the major challenges of Islamic banking in Lebanon. They 
were however optimistic that Islamic banking in Lebanon will prosper because of its 
ability to attract more investment and capital into the country, the vital role it plays 
in fi nancing and developing telecommunications, agriculture, industry sectors in the 
Lebanese economy, its long-term strategy to increase its customer base, and its cur-
rent support from the general public as well as private business.   

    Data and Interpretations 

 Since the purpose of phase one of the research was open-ended exploration, inter-
viewees were asked to answer mostly open-ended and unstructured questions. 
Only a few structured and common questions were asked. Open-ended explora-
tion has the advantage of allowing interviewees to discuss whatever they want. 
Meanwhile, it allows for signifi cant variations in issues raised, and concentration 
on issues deemed important by each interviewee from his/her angle of interest 
and expertise. 

 To interpret the data, the researcher utilized qualitative analytical tools such as 
identifi cation of commonality, categorization, exclusion of irrelevant information 
such as personal experiences, reorganization, and synthesis. 

 Our analysis and interpretation of the data allowed us to categorize opportunities 
as market share potential and possible expansion into capital markets. Meanwhile, 
we were able to categorize challenges as legal and regulatory, social and cultural, 
and Shari’ah compliance. 

    Opportunities 

 With Islamic banking claiming less than 1 % of deposits and assets, and an 
 estimated Muslim population of more than 60 %, all interviewees are convinced 
that Islamic banking has great potential to grow its market share. Islamic bank-
ers suggest that one sure way to grow and claim bigger market share lies in 
the ability to diversify product and instrument offerings to satisfy customer’s 
 varied needs. 

 The second important opportunity identifi ed was possible expansion into capital 
markets. One possibility in this regard that was talked about a lot was the issuance 
of Sukuk which would require the establishment of a secondary market and the 
development of trading mechanisms.  
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    Challenges 

 All interviewees agreed that the inadequacy of the present legal and regulatory 
framework is a serious challenge. For instance, the Central Bank treats Islamic 
banks as traders, unlike conventional banks. This treatment implies double taxation, 
an issue that is yet to be resolved by the Ministry of Finance. Moreover, Islamic 
banks face risk-increasing restrictions in granting long-term housing loans. 
Regulatory restrictions have also limited the banks’ ability to diversify their product 
and instrument offerings. 

 Social and cultural challenges stem from the label of “Islamic” in a pluralistic 
society with heightened confessional tensions. For non-Muslims, doing business 
with an Islamic bank is a compromise of one’s own religious beliefs. As for Muslims, 
divisions between Shiite and Sunni seem to also impact the customer’s choice of a 
bank. Yet all interviewees pointed their fi ngers at what they considered signifi cant 
lack of awareness about and knowledge of Islamic banking. 

 Shari’ah compliance is also a challenge that has been complicating the work of 
Islamic banks. For one thing, interpretation of Shari’ah requirements is not always 
easy. A number of interviewees cited lack of agreement on how to price Mourabahah 
fees as an example. For another thing, bankers complain that subjecting products to 
Shari’ah requirements in many cases makes them lose their competitiveness.   

    Conclusions 

 This chapter reports the results of phase one of a two-phase research that is in 
progress. 

 Twelve years after the passage of the Islamic Banking Law in Lebanon, the 
industry is still in its start-up and early development stage. While the promise and 
the potential are still there to exploit, a number of serious challenges continue to 
face Lebanese Islamic banking. 

 Opportunities include potential market share and expansion into capital markets. 
Meanwhile challenges are categorized as legal and regulatory, social and cultural, 
and Shari’ah compliance. It should be kept in mind here that detailed elaboration of 
opportunities and challenges will constitute a part of phase two of the research. 
Meanwhile, phase two may still reveal additional issues.    
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