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Preface

The Hellenic Operational Research Society (HELORS) was founded in 1963, with

the aim to promote operational research (OR) in Greece and to provide a forum

seeking to support the use of analytical methodologies in the Greek public and

private sector.

One of the main activities of HELORS is the organization of its annual confer-

ence. Since the first national conference in 1977, HELORS has organized

26 National Conferences. Starting from 2012, the annual conference of HELORS

is organized together with an international symposium, which provides a forum for

exchanging ideas about the theory and practice of modern OR, not only among

Greek researchers but also a broader international audience.

The 2015 event (4th International Symposium and 26th National Conference on

Operational Research) was held in Chania, Greece, during June 4–6. The scientific

program included 85 presentations by Greek and foreign researchers. The covered

topics included all recent advances in operational research, including new method-

ological developments as well as applications and case studies in a wide range of

fields, such as energy and the environment, management, logistics and supply

chains, finance, transportation, public services, and health care.

This edited volume was prepared on the occasion of the above event. After a

review process, 14 papers were selected for this book. The papers cover recent

advances on a wide range of areas, adopting an applied perspective that covers the

contributions of OR in the broad field of business and economics. The contents of

the book can be (roughly) grouped into four main thematic areas.

The first group of papers covers topics related to the management of supply

chains, organizational performance, and strategic management. The book starts

with the paper by Panayiotou, Stavrou, and Gayialis who present an application

of a business process modeling approach to design supply chain processes in

the case of a SME manufacturing company. The second paper covers a similar

topic. In particular, Nikolaou and Zervas examine the role of environmental
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information in the decisions of managers/owners to adopt environmental practices

into their supply chain management. In the third paper, Karampatsa, Grigoroudis,

and Matsatsinis provide a literature overview of retail category management,

focusing on methods and approaches for assortment and shelf space planning and

other related topics. The next two papers cover issues related to organizational

performance. First, Kitsios, Champipi, and Grigoroudis present the use of a

multicriteria decision aid approach to develop a model for assessing the likelihood

of success of new services in the cultural and creative industries. In the next paper,

Mitroulis and Kitsios examine how differentiation and competitive innovation

strategy affect organizational performance, both in financial and nonfinancial

terms. The last paper of the first thematic area of the book, by Krasadaki and

Matsatsinis, presents a decision aiding process for strategic management in the

agricultural sector and its pilot implementation in farms operating in the island of

Crete, Greece.

The second thematic area includes two papers about financial decision

making. The first paper, by Nikolaidis, Doumpos, and Zopounidis, examines

the predictive power of analytical models in behavioral credit scoring under

population drift conditions due to a deteriorating macroeconomic environment.

In the next paper, Karakalidis and Sifaleras present the implementation of a

library of portfolio optimization models in the AMPL mathematical programming

modeling language.

The third group consists of three papers that focus on the use of optimization

approaches (metaheuristics and analytical methods) for production systems and

logistics. In the first paper in this group, Boulas, Dounias, and Papadopoulos present

the implementation of a genetic programming approach for analyzing serial pro-

duction lines and extracting useful measurements and line characteristics. The next

paper by Rogdakis, Marinaki, Marinakis, and Migdalas presents a new algorithm

for the vehicle routing problem together with its application to a real case study.

The paper by Baazaoui, Hanafi, and Kamoun deals with a real-world application of

cutting mousse blocks proposed by an industrial company, based on a mixed-

integer linear programming formulation, which is used to derive an upper bound

for this complex optimization problem.

The book closes with three papers about inventory systems and energy systems

planning. First Konstantas, Ioannidis, Grigoroudis, and Kouikoglou develop simple

models for understanding how the dynamics of quality affect customer satisfaction

and profitability in make-to-stock manufacturing systems, focusing on a Markov-

ian, single-stage system facing random demand. In the next paper, Krommyda,

Skouri, Konstantaras, and Ganas formulate optimal replenishment policies for an

inventory model for seasonal products, taking into account the warehouse capacity

and credit period options. The book closes with the paper by Kanellos, Prousalidis,

and Tsekouras, who present a dynamic programming approach for optimal demand

side management and power generation scheduling in all electric ships, subject to

operation, environmental, and travel constraints.
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Closing this short preface, we would like to express our sincere gratitude to all

participants of the 4th International Symposium and 26th National Conference on

Operational Research, who supported the event, and in particular to the authors who

contributed with their papers to this volume. We should further thank all those who

devoted considerable time to review the submitted papers.

Chania, Greece Evangelos Grigoroudis
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The Application of a Business Process

Modeling Architecture in the Supply Chain

of a Manufacturing Company: A Case Study

Nikolaos Α. Panayiotou, Vasileios P. Stavrou, and Sotiris P. Gayialis

Abstract Business process modeling is aimed at the design and documentation of

business processes. Business process models are used to analyze processes, to

reduce their complexity, to evaluate their performance and finally to assist business

process improvement. In this light, a number of modeling architectures, methods

and tools have been developed in order to assist scientists and practitioners to model

and manage business processes. In addition, supply chain management importance

is increasingly being recognized as it integrates and synchronizes business pro-

cesses across the extended supply chains.

This paper deals with the application of a specific business process modeling

architecture in order to design supply chain processes in the case of a SME

manufacturing company. The modeling architecture has been developed in the

context of the “Odysseus” research project, which deals with the management of

demand variability in modern supply chains. The architecture covers different

supply chain views such as processes and activities, organization, information

systems, risk management and decision making. These views are covered by the

modeling architecture using nine selected and interconnected ARIS methods. The

architecture is applied in a Greek SME company producing electrical equipment.

The production process of the equipment consists of in-house as well as

sub-contracted phases performed by Greek and European manufacturers. The

coordination of the related supply chain processes is performed by the company

under discussion. Due to the extended degree of collaboration, the need for accurate

planning, coordination and controlling in the supply chain is highly increased,

making business process modeling an ideal enabling approach.

Keywords Business processes modeling • Architecture • ARIS methods • Case

study • Manufacturing company • Subcontractors
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1 Introduction

Business process modeling allows the description of both core and supportive

business processes. Core business processes are considered processes which pro-

vide significant added value to the business operation. Such added value could be

achieved by cost reduction and/or performance enhancement (Jiménez et al. 2009).

Business process modeling is used mostly for business process improvement (BPI)

and business process reengineering (BPR). Business process modeling, information

technologies and operational research are connected in the context of BPR, in order

to achieve operations analysis and improvement (Emiris et al. 2001). In BPI and

BPR projects, a series of methodological steps are followed, which are similar to

those defined by operational research methodologies. Operational research (OR) is

a discipline that deals with the application of advanced analytical methods to help

the stakeholders make better decisions (Lancaster and Management 2013). Main

topics of operational research approaches may include scheduling, production

planning, forecasting, supply chain design, facilities allocation, and so on

(INFORMS.org 2015). Operational research methodological steps can be defined

as follows (Taha 2007):

• Recognition of the problem

• Formulation of the problem

• Model construction

• Solution finding

• Process definition

• Solution implementation

• Repeat and refine

Business process is defined as a specific order of events and activities across time

and place, with a clear beginning, an end, and clearly defined inputs and outputs.

Business processes form the structure through which the organization does what is

necessary in order to produce value for its customers (Capgemini 2004). A process

model is considered a representation of one or more processes and their associations

that an enterprise performs. Process modeling represents a mechanism for describ-

ing the current or future state of a business process (Capgemini 2004). Business

process modeling always has been at the core of both organizational redesign and

informational systems development (Giaglis 2001). Similarly to mathematical

modeling in OR applications, business process models are used as a prerequisite

step for process analysis and problem solving.

The detailed analysis and optimization of these processes is leading to high

levels of competitiveness in relation to other competitive companies. It should be

noticed that the use of individual processes has led to a series of problems,

providing users with only a part of the necessary information. For that reason,

integrated processes with multi views architecture are preferred. Integrated archi-

tectures help enterprises to construct diagrams in a wide range of different views. In

addition, integrated architectures, allows the decomposition of processes into

2 N.Α. Panayiotou et al.



different views, in order to reduce complexity (Roser and Bauer 2005). In this

effort, a number of different architectures have been developed, such as ARIS

(Davis 2001, 2008; Scheer 2000) and Zachman Framework (Zachman 1987). These

architectures include integrated methods, offering views from different perspec-

tives in order to reduce complexity, visualizing processes in an optimal way.

Process modeling is also used in order to increase business knowledge (Bandara

et al. 2005; Recker et al. 2009) with the help of graphical integrated tools (Curtis

et al. 1992; Davenport 2005).

Business process modeling can assist the design, analysis and improvement of

contemporary supply chains or other business entities which are characterized by

complexity (Gayialis et al. 2015). Supply chain is the network of organizations

which are involved, through upstream and downstream linkages, in the different

processes that produce value during product production and delivery to the ultimate

consumer (Christopher 1992; Mentzer et al. 2001). Supply chain management is a

topic which has been adequately addressed in the literature (Cooper and Ellram

1993; La Londe and Masters 1994; Lambert et al. 1998). In the last decades, supply

chains have been expanded significantly beyond the boundaries of the enterprise,

involving a broad range of organizations. The importance of documented business

processes, through business processes modeling, rises significantly in order to

achieve interoperability and agility.

The extended supply chain is depicted in Fig. 1. The supply chain is divided in

two main groups of process and partnering members: supply and demand, while the

production is the process that coordinates all other phases.

The most suitable way for visualization of business processes and different

partners of an extended supply chain is through an integrated architecture. In this

paper a modeling architecture is applied in the supply chain processes of a Greek

manufacturing company. A business process modeling architecture is a term

occurred in the literature (Telecken et al. 2004; Morrison et al. 2011; Lampathaki

et al. 2013; Xu et al. 2005). The term business process modeling architecture refers

to the structure of the modeling components (methods and tools) and their corre-

lation. Business process modeling architectures is an integrated enterprise archi-

tecture as it integrates various methods in order to cover different enterprise views.

Especially Panayiotou and Tatsiopoulos (Panayiotou and Tatsiopoulos 2013)

Fig. 1 Extended supply chain

The Application of a Business Process Modeling Architecture in the Supply. . . 3



describe the construction of an ARIS-based business process modeling architecture,

while Gayalis et al. (2013) refers to business process modeling architecture in order

to construct a reference model and Grundy et al. (1998) make extensive reference

on process modeling architectures for software process modeling. The architecture

which will be used in the paper has been developed in “Odysseus” research project,

in the context of Thales research program. The aim of the project was to develop a

reference model which manages in a holistic way the variability in contemporary

global supply chain networks (Ponis et al. 2015). The developed reference model

was based on a customized modeling architecture which integrates 11 different

ARIS modeling methods (Fig. 2), using ARIS platform toolset.

In this paper, the application of the aforementioned modeling architecture gives

the opportunity to present modeling efforts of supply chain processes in real-life

organizations. The “Odysseus” modeling architecture was validated in the supply

chain processes of an electronic equipment manufacturer (case study) in order to

demonstrate its effectiveness in supply chain design and improvement.

Organizational View

Data View Process/Control View Functional View

Output View (Product/Service)

- Organizational Charts

- ERMs

- Risk Diagrams

- Value-added Chain 

Diagrams

- EPC Diagrams

- FAD Diagrams

- Business Control 

Diagrams

- Process Flow (PF) 

Charts

- Function Trees

- Application System 

Type Diagrams

- Product/Service Tree

Fig. 2 Methods of the integrated architecture within different views of “ARIS House”
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2 The Adopted Integrated Architecture

As discussed earlier, the adopted architecture was developed in the context of a

research project. The project team specified a series of criteria, in order to define the

architecture requirements and needs. Based on these criteria, ARIS integrated

architecture was selected as the basis for the adaptation of a set of modeling

methods. These methods cover the different views of contemporary demand-driven

supply chains and were used for the construction of a supply chain reference model.

These criteria are summarized as shown in Table 1.

The selection and adaptation of the integrated architecture was based on the

aforementioned set of criteria, intending to assist the design of effective supply

chain processes.

The ability of the architecture for modeling different views of the supply chain

includes:

• Organizational view: depicts the organizational structure and the roles of the

partners of the supply chain.

• Information view: represents IT systems or enterprise software applications and

their interfaces.

• Decision view: emphasizes on the decisional activities, their alternatives flows

and the parameters for decision making.

• Risk and control view: depicts the various risks within the supply chain pro-

cesses and the application of controls for risk management.

• Algorithms view: represents the algorithms that can assist decision making in

order to achieve improved business performance (for example in demand

forecasting).

• Process view: models business processes in an integrated way, combining

objects from all the other modeling views.

Table 1 Architecture’s selection criteria and requirements

Criterion Requirements

Representation and integration of selected views Organizational view

Information view

Decision view

Risk and control view

Algorithms view

Process view

Models reusability Ease of use

Software tool support

Coverage of different types of processes Internal processes

External processes

Collaborative processes

Reference models management Process variability management

Abstraction level management

Variants management

The Application of a Business Process Modeling Architecture in the Supply. . . 5



Models reusability was provided by the ease of use criterion and the existence of

a supportive software tool criterion. Coverage of different types of processes

(internal, external and collaboration processes) was also a discrete criterion. The

criteria for reference models management had to do with the management of the

variants of business process models as well as the ability to model different versions

of the processes and the different abstraction of a reference model (generic, general

or particular models).

The above criteria were covered by ARIS architecture. A set of eleven modeling

methods were selected and adapted in order to cover all the different supply chain

views. These methods were included in the different perspectives (views) of the

“ARIS House” (Scheer 2000).

Figure 2 summarizes the methods used in the integrated architecture, being

categorized in five different perspectives of an organization, according to “ARIS

House”. A short presentation of these methods is following.

Organizational View Using an Organizational Chart the hierarchical structure of
business divisions and departments is defined. It can also be used for the identifi-

cation of business partners that cooperate with the company in specific processes.

Process/Control View The Value-added Chain Diagrams (VCDs) defines the core
business processes and their connections in the value chain. These processes are

further analyzed in detail with the use of Event-driven Process Chain Diagrams
(EPCs), describing the steps of every process, including a set of activities, triggers

and events. EPC is the most important method in the architecture as it brings

together the static resources of the company (systems, organization, data, etc.)

and structures them in order to deliver a sequence of tasks or activities, adding

business value. Even more detailed information concerning process activities can

be included in Function Allocation Diagrams (FADs) which define the relation-

ships between an activity and its resources, in addition with the data it transforms. A

FAD also connects an activity with various other modeling objects from different

modeling views (like risks, software applications or documents). Business Control
Diagrams provide controls and solutions in order to reduce and mitigate the risks

which are defined in the Risks Diagrams. In Business Control Diagrams every risk

is related with controls and solutions. Finally, the Program Flow Chart describes
the information flow within any computer program, and the order of the various

steps which are executed, which is useful for the development of business process

automation.

Data View IT applications list and hierarchy are modeled in the Application
System Type Diagrams of the functional view. The most important data used and

exchanged between the IT systems are modeled through the Entity Relationship
Management Diagrams (ERMs). In addition, Risk Diagrams are used in order to

model process risks, including group of risks and risks categories. Risks are defined

for various activities of the business processes, especially for decisional activities.

These risks can be further connected with specific activities in FADs.

6 N.Α. Panayiotou et al.



Functional View Business processes are decomposed to sub-processes and activ-

ities. This hierarchical decomposition is presented with the use of Function Trees.
Business processes are also supported by IT applications which are modeled in the

Application System Type Diagrams defining a library of IT systems used by the

company. The IT applications are structured, providing a hierarchical classification.

Output View (Product/Service) Every company produces products or services. A

hierarchy of the products and sub-products and the evolution of the product and

services, from resources (inputs) to outputs along the way, are presented thorough

Product/Service Tree Diagram. Every product or service could also be assigned to

activities through EPCs or FADs.

The aforementioned methods of the modeling architecture are interconnected

each other. For example, through the Value Added Chain Diagram a context

diagram of the business processes and their connection could be modeled. For

every business process an EPC is developed. Next, each activity of EPC (with its

inputs and outputs) is analyzed separately in FAD diagrams. In addition, risks

(which are presented in risk diagram) are also analyzed in FADs, and the way

that the enterprise can deal with them is shown in Business Control Diagrams. The

interoperability between the methods is depicted in Fig. 3.

The detailed recording of integrated processes could also lead to a strategic

alignment of the involved companies supply chain, especially in this case which

consists of many companies (Ciborra 1997). Strategic alignment was originally

defined as concerning the inherently dynamic fit between external and internal

domains, such as the product/market, strategy, administrative structures, business

Fig. 3 Integrated ARIS methods of the architecture

The Application of a Business Process Modeling Architecture in the Supply. . . 7



processes and IT. Through the whole process and information systems the company

can converse with their subcontractors ensuring timely delivery of raw materials,

products etc. Likewise, through strategic alignment the organization’s structure and
its resources can be linked with its strategy and business environment enabling

decision makers to collect meaningful data based on their current processes.

3 Case Study: Application of the Integrated Architecture

in a Manufacturing Company

3.1 Case Study Company Description

In this paper, the previously presented architecture is implemented in a Greek SME

company producing electrical equipment. It is a manufacturing company (which

employs around 40 employees) producing switches, sockets, fans, bells, buttons and

other electrical equipment, having a long presence (about 40 years) in the Greek

market. The company aims to ensure the correct production process of its products

and the continuous improvement in order to meet the increasing needs of its

customers. The case study focuses on the production process of switches and

sockets (which is similar in both cases).

The case study was selected because SMEs exhibit special interest, forming the

backbone of the Greek economy and employing the majority of its employees. This

company is a characteristic case study in order to implement the abovementioned

architecture and its interconnected ARIS methods in a specific company. It is also a

good case in order to investigate the behavior of this integrated modeling architec-

ture in order to design or improve supply chain processes in the case of a SME

production company. The company under discussion is also used as a pilot case in

order to test the architecture’s applicability in real world cases.

3.2 Case Study Research Approach

Following Yin’s case study research methodology (Yin 2003) and according to

similar work in business process modeling and case study research (Panayiotou

et al. 2015), a number of methodological steps were followed in order to test the

applicability of the architecture in the abovementioned SME company and to

answer the question of “how the application of the business process modeling

architecture in the supply chain of a manufacturing company can assist the

improvement of its operation”. These steps (described in detail below) include:

• Collection of case data in a structured way, using multiple sources of evidence

(information concentration),
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• Application of the business process modeling architecture, in the case company

(AS-IS modeling, identification of improvement areas, and prioritization of

improvement initiatives).

• Evaluation of the results (TO-BE modeling).

As a concept, the case study is considered a suitable practice for a different range

of applications. In order to come up with new conclusions regarding the way this

architecture suites in SMEs producing electrical equipment and have inter-

connected supply chain, and highlighting the importance of SMEs in the Greek

market, this case study will be used as a pilot for future case studies, investigating

the way supply chain processes in the manufacturing SMEs look like (the unit of

analysis will be the company). The whole research lasted 2 months in close cooper-

ation with the company by a research team of three people (one researcher,

one senior researcher and one research supervisor).

Four conditions related to design quality according to Yin (2003) are used for the

evaluation of the research presented in this paper. Construct validity is achieved by

ensuring multiple source of evidence and establish a chain of evidence. Internal

validity outlines the quality of the research design by establishing casual relation-

ships between objects (pattern matching, explanation building, logic models etc.).

External validity is achieved by using theory in single case studies and exploring

the way this study’s findings can be generalized to other SMEs of various industries.

Finally, reliability is achieved by building a case study protocol and develop a case

study database (so data collection procedures, business process modeling approach

etc.) can be repeated with similar results.

The construct validity of the case study data was strengthened in several ways.

For example, several people were interviewed. The research team consisted of three

researchers (Two researchers were involved in every interview). The approach for

data collection described increased also the reliability of the case study. The data

collected during interviews were discussed in a daily session, where processes were

clarified. Business models were gradually created and they were reviewed, in order

to formulate the final version. A possible replication of the study was also ensured

by creating a database with notes, documents, and narratives collected during the

research (strengthening the validity of the study). Under these circumstances, the

aforementioned process modeling architecture and methods can be reproduced. The

case study leads to an accurate observation of the reality. The main evidences are

both the company documents and the interviews held. The research team tried to

crosscheck information collected using different data sources.

During the analysis, a set of explanations and results were emerged, both

regarding the companies involved and the models developed. A number of business

process models were also developed. Regarding external validity, the modeling

architecture was developed in the context of the “Odysseus” research project. The

framework can be generalized in similar SMEs companies, while further testing in

other SMEs could better validate the research results, improving the external

validity. The research team ensured also the transparency of the research, clarifying
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a careful research procedure (case study protocol) in order to ensure the series of

results extracted. The research protocol validated the research way.

3.3 General Description of the Study

The supply chain processes of the company face many challenges in a highly

competitive environment. A critical success factor is the cooperation with its

suppliers and subcontractors. The production process depends on the timely pro-

curement of raw materials from domestic and international suppliers, as well as the

implementation of certain process stages from subcontractors. In the AS IS phase of

the company, the processes that require cooperation with suppliers and subcontrac-

tors are managed mostly empirically and are based on the experience of few key

employees.

Although the company posses an ERP system in order to support its processes, it

has not fully utilized its functionality and has not used it for on-line cooperation

with business partners. The retirement of the Production Planning Manager, an old

and very experienced employee, responsible for production planning and

sub-contractors management created serious problems in the production process,

leading, to bad coordination with subcontractors, uneven production schedules and

increased production lead times. The owner of the company realized that a system-

atic approach in business process design and control was needed in order to

guarantee the continuity of business process execution and stable operations.

This main aim of the paper consists on the application of a business process

modeling architecture in order to design supply chain processes in the case of a

Greek SME production company producing electrical equipment.

The adoption of the architecture took place in order to design supply chain

processes in the manufacturing SME, aiming to redesign them based on the process

modeling architecture, including the following methodological steps:

• Information concentration

• AS-IS modeling

• Identification of improvement areas

• Prioritization of improvement initiatives

• TO-BE modeling

These methodological steps try to cover many phases of BPM lifecycle. BPM

lifecycle establishes a sustainable process management capability, empowering

organizations to embrace and manage process changes successfully (Com Cloud

Study). Because it incorporates human resources, technology, culture, roles and

responsibilities, data content, applications and infrastructure the approach enables

fully informed decision-making right across an organization. Information concen-

tration is a part of design part of BPM lifecycle while modeling belongs to modeling

phase. Identification and prioritization of improvement areas as well as TO BE

modeling are part of reengineering phase, as they include retrieving process
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performance from modeling phase, identifying potential problems and applying

enhancements in the forthcoming design of the process.

The study started with the information collection, in order to identify the existing

corporate strategy which is important for the determination of the existing pro-

cesses. Next, project team conducted the AS-IS process modeling. In the case study

under discussion, a series of modeling methods were applied. The re-designed

processes enforce the accurate and efficient production of the company’s products.
Methodological steps are described in the next paragraphs.

3.4 Application of the Business Process Modeling
Architecture

The adoption of the previously presented architecture was decided for the analysis

of the existing business processes taking into account all the aspects covered. The

architecture was utilized by the case company in order to document knowledge in a

systematic manner and to help future reengineering efforts.

The coordinator of the analysis of business processes was the new Production

Planning Manager and the development of the necessary diagrams was based on

interviews with key employees of the company as well as on existing documenta-

tion, like ISO processes, organizational charts, informal written processes and IT

manuals. At first, the Organizational Chart and the Application System Type
Diagram were developed, documenting the existing resources. The seven supply

chain processes that were in the scope of the analysis were depicted in a Value-
Added Chain Diagram (presented in Fig. 4). The diagram was used in order to

represent the processes in the highest level. These specific processes are the primary

processes of an enterprise according to Porter (1985).

The most challenging part of the analysis was the recognition of activities and

their representation in EPC Diagrams. An exemplary EPC Diagram is depicted in

Fig. 5, concerning the production planning process. A more analytical representa-

tion of the resources used by each activity was carried out in Function Allocation
Diagrams (FADs), where needed in order to include all different business objects

associated with every activity (risks, applications, documents, organizational roles).

The completion of EPCs and FADs permitted the identification of existing risks at

an activity-level, which had never been done in a formal manner in the past.

Fig. 4 Value-added chain diagram
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The identification of specific risks enabled the pursuit of controls that could

minimize the risks. Figure 6 represents a Risk Diagram concerning the production

planning process, the identified risks related in an activity of the production

planning process, represented in a Function Allocation Diagram (FAD) and the

corresponding risk controls in a Business Controls Diagram. In the example shown,

one of the recognized risks in the production planning activity is the inability to

satisfy the demand. This is an operational risk and it can be controlled through the

use of alternative forecasting methods and the calculation of Mean Absolute

Deviation (MAD) in order to monitor the deviation of the forecast compared with

the actual demand for each final product. A solution could be the development of

forecasting algorithms for the final products and the calculation of MAD. The

algorithms needed to be developed can be represented in a Program Flow Chart
(PF).

All ARIS modeling methods of the architecture (as presented in Fig. 2) were

applied, except Product/Service Tree, as the case study emphasized on process flow

rather than products.

Fig. 5 EPC diagram
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3.5 Results of Architecture’s Application

Following the modeling architecture, a set of business process models were devel-

oped. The company was able for the first time to document and evaluate its supply

chain processes. A quick win from the implementation of the models was the fact

that different process aspects were documented in a formal way, facilitating busi-

ness continuity and management. Different stakeholders (information systems,

“horizontal” processes, internal audit) had an integrated point of view for business

processes. However, the most important benefit was the introduction of the culture

of continuous improvement in the company.

The business process modeling highlighted the existence of important weak-

nesses in the company. This was the trigger for process improvement actions. The

identification of improvement areas included: problematic forecasting generation,

inaccurate material requisitions, problematic procurement orders status monitoring,

problematic coordination with sub-contractors, inefficient planning process for the

Fig. 6 Integration of risk diagram, fad and business control diagram
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management of emergent make-to-order customer orders, problematic production

execution.

List business process improvements also developed and prioritized according to

the implementation easiness and the expected benefit. Some of these improvement

initiatives included: formal agreement and renegotiation on the suppliers’ lead

times, master data maintenance, introduction of new processes for improved inven-

tory control, introduction of new forecasting method.

Improved processes of the supply chain were designed and the TO-BE business

models were documented, using the same ARIS methods as the AS-IS models. The

adoption of the presented architecture in the case study made the recording and

visualization of the supply chain processes an easy and simple procedure which

added value to the company.

4 Conclusions

This paper presents the application of a business process modeling architecture in

the supply chain of a manufacturing Greek SME company. The implemented archi-

tecture is based on eleven ARIS methods divided in the five perspectives (views) of

the ARIS House. All methods of the architecture are interconnected and integrated.

The adoption of such architectures and tools in specific companies or sectors can

help them deal with the problem they face. In the business management area,

business process documentation was established with integrated process views

regarding different stakeholders. The application of business process modeling

architecture in the case company guided to the identification of specific improve-

ment areas such as the problematic forecasting generation or the problematic

coordination with sub-contractors and eventually to specific actions for business

process improvement.

This business process modeling architecture can assist a company’s operation
through the whole supply chain. A primary role in implementing this architecture is

the reduction of resistance in change through transparency and common under-

standing. This will lead to good supply chain collaboration. During this effort, a

number of challenges needed to be addressed. These challenges are summarized

below:

• Existing knowledge available only in few employees’ minds.

• Difficulty in identifying important complicated business issues.

• Undocumented real business processes.

• Neglected views in company’s business thinking.
• Existing company culture.

For all these reasons, building architectures which assist in business processes

modeling and monitoring should be encouraged. The presented architecture should

be tested in additional case studies (companies operating in different sectors) in

14 N.Α. Panayiotou et al.



order to extend the validation of its effectiveness. The enhancement of the archi-

tecture towards business process execution would increase its offered benefits.
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How Environmental Knowledge of Managers

Plays a Critical Role in Implementing Green

Supply Chain Management

Ioannis E. Nikolaou and Anastasios Zervas

Abstract This paper aims to examine how environmental information affects the

decisions of managers/owners to incorporate environmental concerns into their

supply chain management. A research framework is constructed through a literature

review. This is based on certain research hypotheses which are particularly related

to the knowledge of managers about environmental impacts of Small and Medium

Sized Enterprises (SMEs), and of the barriers and opportunities faced by SMEs

when implementing certain practices to green their supply chain management. The

findings show that knowledge and environmental information plays a critical role in

managers’ decisions to adopt environmental practices across supply chain manage-

ment, while the economic crisis seems to negatively affect their intention to

implement any environmental practice.

Keywords Green supply chain • Barriers • Weaknesses • Environmental

practices • Corporate environmental management • EMSs

1 Introduction

Many assumptions have been made to explain why managers are willing or

unwilling to adopt environmental management practices in order to make the

traditional ways of production and operation environmentally friendly. The adop-

tion of such practices seems to offer important benefits to SMEs such as

cost reduction, improved reputation, enhanced market share, easy access to finan-

cial markets, attractiveness to the investor community, and increased satisfaction of

staff and consumers (Zhu and Sarkis 2004). The theoretical foundation of firms’
initiatives to incorporate green concerns into their supply chain management is

classified in two general theories: (a) a reactive-driven approach is a response of

firms to legislation pressure (Walker et al. 2008), and (b) a proactive-driven
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approach which can be explained as a strategy of firms either to avoid potential risks

or exploit new opportunities (Carter and Dresner 2001).

Other authors explain these strategies as the influence of environmental policy

on managers’ decisions to adopt green supply chain management (G-SCM) (Lee

2008). Following classical classification of environmental policy tools, Tsireme

et al. (2012) notice that not only “command and control” and “market-based”
instruments explain the intention of managers of SMEs to adopt G-SCM but also

value-driven parameters play a critical role in these decisions. Lee (2008) provides

indirect parameters which affect managers decisions such as suppliers with an

environmentally friendly profile, government involvement and green supply readi-

ness in order to adopt green strategies in the overall supply chain.

However, SMEs should overcome various weaknesses in order to adopt G-SCM

(Carter and Dresner 2001; Lee 2008). Some essential weaknesses are the lack of

financial resources and environmental skilled employees as well as environmental

knowledge of firms make managers reluctant to adopt G-SCM (Mathiyazhagan

et al. 2013).

This paper sheds light on how information regarding environmental problems,

barriers and weaknesses influence managers of SMEs to invest in G-SCM. A

conceptual model has been developed which is based on certain research hypo-

theses. These have been tested in a number of Greek SMEs which are located in the

industrial area of Thessaloniki, Greece.

The rest of the paper consists of four sections. The first section includes the

theoretical background and hypotheses of the research. The second section presents

the methodology of this paper and the third section describes the results and

discussion. Finally, the last section includes the conclusion.

2 Theoretical Underpinning: Hypotheses Development

G-SCM has increased in popularity in corporate environmental management. The

current literature covers many topics regarding forward and backward supply chain

management. Srivastava (2007) classifies green supply chain management in three

categories; importance of G-SCM, green design and green operations. The first

category includes academic work which focuses on the relationships of corporate

performance and green supply chain strategies. The second category focuses on

examining green design tools (e.g., Life Cycle Analysis, Environmentally Con-

scious Design) which are useful and suitable for greening products and operations.

The last category includes green operations such as green manufacturing, reverse

logistic and waste management. Sarkis et al. (2011) present nine theories which are

utilized in the general literature of G-SCM and explain the reasons for which firms

adopt G-SCM strategies on a voluntary basis. These theories emphasize differen-

tiations in a wide range of issues such as environmental, social and economic.

The environmentally driven theories of G-SCM are based on ecological modern-

ization where firms seek to protect natural resources by implementing new
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innovative achievements. The social theories of G-SCM focus on the stakeholder

theory where firms address environmental protection goals by taking into consider-

ation the needs of different stakeholder groups (e.g., customers, suppliers, financial

sectors). Institutional theories and social networks are also categorized in social

theories where incentives for firms to adopt G-SCM strategies are associated with

institutions’ policies and existence and strength of social networks. Economic

theories constitute the majority of theories and focus on explaining the incentives

for firms to adopt G-SCM practices through decreasing transaction costs (transac-

tion cost theory), increasing the resources of firms (resource – based view of firms)

and elimination of asymmetric information (information theories). Seuring and

Muller (2008a) highlighted that the economic dimension appears in all G-SCM

literature. The environmental dimension appears in 73% of the G-SCM literature

examined and the remainder concentrates on sustainable development (both envi-

ronmental and social dimensions).

Darnall et al. (2008) classify the benefits for firms of adopting G-SCM in two

categories: internal and external. The internal incentives are associated with devel-

oping new control and inventory systems for materials management, better and

improved communication between different departments, and effective employee

training regarding environmental and innovation issues. The external incentives are

related to the aim of firms to align their daily operations with a range of social

norms and values (legitimating of their operations). Seuring and M€uller (2008b)
identified that managers and owners consider two reasons as significant in order to

adopt G-SCM such as the pressure of regulation and pressure from NGO. Linton

et al. (2007) recognize three basic reasons which influence the decision making of

firms in the adoption of G-SCM: to comply with environmental regulations, to

achieve public interest requirements and to exploit new competitive opportunities.

Tsireme et al. (2012) consider the reasons for corporate G-SCM adoption as a result

of command and control instruments (e.g., environmental legislation), economic

instruments (e.g., market-based instruments) and voluntary instruments (e.g., ISO

14011, EMAS).

However, a new approach in the field of corporate environmental management

indicates that human resources play a critical role in the adoption of environmental

management practices (Daily and Huang 2001; Muduli et al. 2013). Daily and

Huang (2001) maintain that management commitment, environmental training

programs for employees and rewards systems for staff may facilitate firms to

adopt environmental management practices. Muduli et al. (2013) examine similar

factors for the correct implementation of G-SCM practices by employees. They

identify that human resources are a very important factor for implementing a

business environmental strategy. In particular, senior management support is con-

sidered very important in order to implement environmental management strategies

within the supply chain. The implementation of voluntary environmental manage-

ment practices creates different types of organizational culture inside an organi-

zation such as employees who put emphasis on diverse facets of sustainability such as

staff development, environmental protection and economic values (Linnenluecke

and Griffith 2010).
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Green et al. (1996) highlight that managers which are informed on environ-

mental issues are more likely to adopt G-SCM practices. This implies that managers

and staff who are better informed concerning their responsibilities for the natural

environment might shift to G-SCM more easily (Darnall et al. 2008). Environ-

mental awareness of managers/owners of SMEs regarding environmental impacts

for which their firms are responsible might be a potential driver that leads them to

adopt G-SCM (Gadenne et al. 2009).

A rational hypothesis is:

H1: The higher the environmental awareness of managers/owners of SMEs, the easier their

decision is to invest in G-SCM.

SMEs have a wide range of alternative practices to G-SCM such as: green

purchasing, green suppliers and green supply chain practices. Zhu and Sarkis

(2004) classify green supply chain management practices in four categories: inter-

nal environmental management, external G-SCM practices, investment recovery

and eco-design. The first category includes top management commitment, environ-

mental management systems (e.g., ISO 14001) and environmental auditing sys-

tems. The second category encompasses practices regarding suppliers’
environmental strategies and purchasing issues as well as cooperation with cus-

tomers for making environmentally friendly products and packaging design. The

third category refers to design products by introducing the protection of the natural

environment and the fourth category includes investment recovery practices such as

products and materials recovery at the end of product life cycle. Diabat and

Govindan (2011) expand the list with strategies with reverse logistics and reducing

energy consumption throughout the supply chain. Nikolaou et al. (2013) provide

guidelines to incorporate sustainability and corporate social responsibility princi-

ples into reverse logistics. Their methodology is based on the Global Reporting

Initiative mainly for transparency reasons.

Similarly, many authors focus on green purchasing techniques and the selection

of green suppliers (Min and Galle 1997; Zsidisin and Siferd 2001). Min and Galle

(1997) classify green purchasing methods in two categories: source reduction (e.g.,

recycling, reuse, remanufacturing) and waste minimization (e.g., biodegrading,

nontoxic incineration). They also identified that the most important reason for

adopting a technique for greening their purchases is legal requirements and

avoiding potential liabilities for the disposal of hazardous materials. Additionally,

many academics have proposed mathematical techniques for assisting firms in

selecting suppliers with environmentally friendly performance (Noci 1997; Bai

and Sarkis 2010). These techniques are based on multicriteria (e.g., AHP, ANP)

and mathematical methodologies (e.g., uzzy) in order to provide standard steps in

procedures of selecting green suppliers (Handfield et al. 2002; Awasthi et al. 2010).

The adoption of such practices in turn will entail benefits for SMEs. Similarly,

these practices will be adopted more easily by managers/owners who are informed

of/about the benefits of environmental management practices. Pujari et al. (2003)

identify a significant statistical relationship between corporate environmental per-

formance and top management support and supplier involvement to green supply
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chain management. Chiou et al. (2011) recognize that greening the suppliers is

positively associated with green innovation, corporate environmental performance

and corporate competitive advantage. These results are based on a study of

124 companies in Taiwan. Carter et al. (2000) support that managers’ choices in
purchasing practices might play a critical role in corporate environmental perfor-

mance. For example, recycled packaging contributes to eliminating the cost of

packaging and transportation costs due to reducing packaging weight.

A rational hypothesis is:

H2: The managers who know the benefits of green supply chain management are more

likely to implement these practices.

However, some factors hinder SMEs to adopt environmental strategies. For

instance, the limited financial resources and the lack of time to take on additional

initiatives (e.g., environmental) are two indicative barriers for SMEs (Cote

et al. 2008). Similarly, Govindan et al. (2014) mention that SMEs have fewer

opportunities to produce practical environmental information, have smaller amount

of resources (e.g., technology, funds, time, environmentally educated employees)

and personal incentives (e.g., personal views of managers/owner regarding envi-

ronmental performance). Walker et al. (2008) state that there are barriers which

hinder firms in the adoption of G-SCM practices such as the local character of a

green supply chain project, a lack of resources, a lack of essential information, a

small number of suppliers, and relevant legislation.

Additional another range of internal barriers could play a negative role in

adopting G-SMC such as institutional norms and values. Bowen et al. (2001)

introduce the concept of ‘environmental illiteracy’ of employees who work in

purchasing departments as a very important barrier for firms in adopting environ-

mental management practices. The majority of managers consider green supply

chain management as additional costs. Moreover, the lack of mechanisms and tools

facilitating the collection of environmental data and employees with relevant

experience are very important internal barriers. It is obviously that managers who

are informed about the barriers might be reluctant to adopt G-SCM.

A rational hypothesis is:

H3: Managers informed about the barriers of G-SCM are more likely to be reluctant to

implement such practices.

3 Methodology

This section describes the methodology employed. A questionnaire research meth-

odology was used. The methodology includes four sub-sections. The first illustrates

the research framework which outlines the rational connections of hypotheses

development. The second section includes criteria used to select the sample. The

third section analyzes the main parts of the questionnaire and the final section

describes basic variables which are statistically tested.
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3.1 Research Framework

The research framework assists in developing an investigation tool of identifying

the relationships of rational hypotheses developed in the previous section. The

research strategy of this paper is based on Fig. 1. This implies that managers with

environmental knowledge are more likely to implement G-SCM practices. This is a

rational and expected result since managers are informed regarding G-SCM prac-

tices and similar success stories of other firms. Similarly, the managers who are

well informed about the benefits of G-SCM might be willing to implement these

practices. This shows that managers are informed regarding new innovations,

reducing operational costs, improving reputation and gaining competitive advan-

tage. Finally, managers who are informed about the barriers SMEs face when

implementing G-SCM practices are more likely to be reluctant to adopt such

practices.

3.2 Sample Selection

The data used in this research is from a questionnaire survey conducted among

managers in the Greek manufacturing industry. The research focuses mainly on

general managers/owners since the small size of sampled firms restricts their

capability for greater specialization and several distinct departments (e.g., logistics,

accounting, human resources). These companies were selected by using three

criteria: the type of firm (SMEs), the geographical proximity (the industrial area

of Thessaloniki, Greece) and previous experience in supply chain management

practices (implementation of any type of supply chain management). This study

focuses on 250 SMEs from different manufacturing sectors with less than

10 employees. Managers provided answer only for their firms. 185 questionnaires

were sent via e-mail and 65 questionnaires via face-to-face meetings. The response

rate is 32% or 80 questionnaires. Research was conducted from 2014 to 2015.

Table 1 shows the geographical allocation of SMEs in the area of Thessaloniki.

H2(-)

H1(+)

H3(+)       

Barriers of G-SCM

Managers

Benefits of G-SCM

Implementation of 

G-SCM

Environmental 

Awarness

Fig. 1 Research framework
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In particular, the research was focused on the industrial area of Thessaloniki

(Sindos) where approximately 700 firms operate. As aforementioned, only

250 firms (36%) operate in manufacturing sector, the rest of the sample operates

in service sectors.

Table 2 indicates the distribution of firms per size and industry using the number

of employees. There are six main industrial sectors which range from the food

industry to the steel industry. The majority of firms belongs to the food industry and

paint manufacturing. The electronic and chemical industries employ the majority of

employees (average 10 employees).

3.3 Questionnaire Structure

The data used in this study is arisen from questionnaire responses of Greek

managers. The final version of questionnaire is tested prior to the data collection

by three experts in green supply chain management and two managers. After final

corrections as result of experts feedback, the questionnaire is classified in four parts

and includes 18 questions in total. Each question is measured in a 5-point Likert

scale: 1 not at all, 2 not very much, 3 quite a lot, 4 much, and 5 very much. The first

part of questionnaire intends to draw data regarding the knowledge of managers/

owners about general environmental problems and the responsibilities of SMEs to

the natural environment. The second part includes questions to draw information

regarding the viewpoints of managers/owners on environmental practices which are

available for SMEs in the context of supply chain management. The third part of the

questionnaire includes questions concerning the barriers to the adoption/imple-

mentation of environmental management practices across the supply chain which

SMEs encounter. The effects of the economic crisis on the decision of managers to

Table 1 Geographical

distribution of the sample
Area Frequency %

Eastern Thessaloniki 42 52.5

Western Thessaloniki 23 28.75

Central Thessaloniki 15 18.75

Total 80 100

Table 2 Sampled SMEs per sectors

Industry Number of firms Average of employees

Food industry 23 8

Painting manufacturing 21 8.5

Electronic manufacturing 15 10

Chemical industry 9 10

Wine industry 7 7.5

Steel industry 5 9.5
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implement environmental management practices are also investigated. The last part

includes a number of potential benefits for SMEs when adopting G-SCM.

3.4 Variable Description: Statistical Test

Data was analyzed using SPSS software. In particular, some Spearman rank corre-

lations were run. The basic variables which are used to answer the hypotheses

developed in the previous section are presented in Table 3. The variables ENVPRO,

FIRMRESP, and ENVSYT seek information regarding the level of knowledge of

managers/owners about general environmental issues and the responsibilities of

SMEs to them. Additionally, the variables ENVPRAC, ENVSUP and ENVTRANS

are associated with environmental management practices in the context of supply

chain. Finally, variables ENVBAR and ENVIBEN provide information regarding

the potential barriers and benefits of firms in order to implement environmental

green supply chain management.

It is worth noting that the Table 3 includes 35 variables which are which are

codified questions. The initial (18) questions provide many alternative options for

respondents. For example, a question regarding the knowledge of environmental

management practices (one question) includes 5 alternative options for respondents

such as wastewater, water consumption, paper consumption, plastic consumption,

energy consumption, air pollution.

4 Results and Discussion

This section analyzes the findings of this study. The analysis has been made

according to the three hypotheses which were developed in the second section.

4.1 How Environmental Awareness of Managers/Owners
of SMEs Affect Their Propensity to Invest in Green
Supply Chain Management Practices

Table 4 shows the level of knowledge of respondents regarding general environ-

mental problems and the environmental responsibilities of SMEs. Respondents

consider climate change to be the most significant problem and also consider

natural resource depletion to be an important responsibility of SMEs. The second

important option of respondents is regarding water pollution (ENVPRO1). This is a

rational finding since the majority of managers run firms in water-intensive sectors

and are highly-dependent on water and wastewater legislation. However,
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respondents seem to have little knowledge regarding water consumption

(FIRMESP2) and paper consumption (FIRMESP3). This implies that respondents

are aware of wastewater problems but not issues regarding water consumption. This

is a rational finding since water scarcity issues are not reported in the area where the

firms examined are located.

Table 3 Variable description

Variable Description Average St deviation

ENVPRO1 Water pollution 0.33 0.122

ENVPRO2 Climate change 0.83 0.343

ENVPRO3 Natural resource depletion 0.15 0.313

ENVPRO4 Energy pressures 2.35 1.319

FIRMRESP1 Wastewater 3.28 1.133

FIRMRESP2 Water consumption 2.41 1.144

FIRMRESP3 Paper consumption 3.42 1.282

FIRMRESP4 Plastic consumption 3.24 1.490

FIRMRESP5 Energy consumption 3.11 1.335

FIRMRESP6 Air pollution 3.93 1.028

ENVSYST1 Environmental Management Systems (ISO 14001) 3.20 1.300

ENVSYST2 Eco-label 3.14 1.243

ENVPRAC1 Paper recycle 4.34 0.912

ENVPRAC2 Renewable Energy use 4.14 0.898

ENVPRAC3 Cooperation with NGOs 4.38 0.780

ENVSUP1 Recyclable raw materials 4.48 0.633

ENVSUP2 Recyclable packaging 3.22 1.145

ENVSUP3 Reuse packaging 3.26 1.255

ENVTRANS1 Clean technology 2.19 1.160

ENVTRANS2 Vehicles management 4.44 0.820

ENVTRANS3 Common orders with other firms 2.55 1.175

ENVTRANS4 Less use of packaging 2.12 1.458

ENVBAR1 Lack of environmental legislation 4.15 1.175

ENVBAR2 Less environmental knowhow 0.86 0.348

ENVBAR3 Low environmental awareness of suppliers 0.22 0.310

ENVBAR4 Low environmental awareness of staff 2.35 1.422

ENVBAR5 Lack of financial resources 3.22 1.122

ENVBAR6 Lack of subsidies 2.44 1.130

ENVBAR7 Effects of economic crisis 3.43 1.275

ENVBENEF1 Reduction of penalties 2.28 1.485

ENVBENEF2 Lending incentives 1.84 1.342

ENVBENEF3 Improved infrastructure 1.16 2.321

ENVBENEF4 Information campaigns 3.25 1.421

ENVBENEF5 Tax reduction 2.20 1.115

ENVBENEF6 Government subsidies 2.45 1.108
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Table 5 shows Spearman correlations. In particular, a high positive correlation

seems to be achieved between the knowledge of managers/owners regarding envi-

ronmental issues and SMEs’ environmental responsibility with their decision to

implement G-SCM. For example, those managers/owners who were informed

about water pollution, are more likely to adopt environmental management prac-

tices such as ISO 14001 (rs¼ 0.396, p< 0.01), Eco-label (rs¼ 0.671, p< 0.01) and

paper recycling (rs¼ 0.228, p< 0.01). This is rational since the majority of firms

examined operate in sectors where severe legal requirements regarding wastewater

treatment are in place. Additionally, those managers/owners who consider the

discharge of wastewater a significant responsibility of their firms, are willing to

implement ISO 14001 (rs¼ 0.423, p< 0.01) and clean technology (rs¼ 0.340,

p< 0.01). This shows that managers would face potential water problems through

holistic environmental management practices which could offer win-win solutions

such economic and environmental factors (Porter and van der Linde 1995).

4.2 How the Knowledge About Benefits of Green Supply
Chain Management Practices Are Positively Related
to Green Supply Chain Management Practices

Table 6 shows the level of knowledge of respondents regarding the benefits gained

by SMEs as a result of/when incorporating environmental concerns into the supply

chain management. Respondents consider the lending incentives (ENVBENEF2) a

very important benefit as well as the reduction of penalties as a result of

non-compliance (ENVBENEF1) with environmental regulations. Respondents

want to avoid potential penalties which are associated with environmental issues

such as water pollution. It is worth noting that government subsidies are ranked

third in the list. It seems that respondents prefer to avoid potential litigation risks,

Table 4 Knowledge of managers/owners about environmental problems

Not at all

(1)

Not very

much (2)

Quite a lot

(3)

Much

(4)

Very

much (5)

Rankinga

(4)þ (5)

ENVPRO1 6 5 5 51 33 2

ENVPRO2 4 5 1 40 50 1

ENVPRO3 1 8 24 37 28 5

ENVPRO4 2 9 32 41 15 7

FIRMRESP1 1 15 18 48 18 4

FIRMRESP2 1 6 20 49 24 3

FIRMRESP3 23 32 24 12 7 10

FIRMRESP4 12 35 28 17 6 9

FIRMRESP5 2 13 22 37 24 6

FIRMRESP6 5 20 40 21 12 8
aThis column is the sum of the fourth column (much) and fifth column (very much)
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while preferring to cooperate with the private rather than public sector in order to

raise financial resources to invest in environmental management practices. The

avoidance of public authorities could be explained through cultural, sociological

and structural characteristics. The worst rating in the list is for improved infra-

structure (ENVBENEF3) and governmental information campaigns (ENVBENEF2).

They are consistent in their response by demonstrating reluctance for the public

sector. Social capital and trust of a number of public institutions are very limited at

times of financial crises.

Table 7 shows Spearman correlations for the second hypothesis. There is a

positive correlation between the knowledge of managers/owners about the benefits

of implementing G-SCM. In particular, managers/owners who consider lending

incentives important are positively associated with practices IS0 14001 (rs¼ 0.330,

p< 0.01), Eco-Label (rs¼ 0.393, p< 0.01) and Renewable energy (rs¼ 0.278,

p< 0.01). It is obvious that the managers who have greater trust in the private

sector for raising financial resources they show a preference to invest in a holistic

environmental strategy in order to exploit new opportunities. Those managers who

consider governments subsidies to be important are negatively associated with ISO

14001 (rs¼�0.242, p< 0.01) and Renewable energy (rs¼�0.242, p< 0.01). This

shows that managers who are after state money (without risk) have presented a

reactive view for environmental problems. They seem to be reluctant regarding

voluntary strategies such as ISO 14001 and renewable energy. This could be

explained by firms only addressing legal requirements for environmental

protection.

Table 6 Knowledge of managers/owners for benefits of green supply chain management

Not at all

(1)

Not very

much (2)

Quite a lot

(3)

Much

(4)

Very

much (5)

Ranking

(4)þ (5)a

ENVBENEF1 5 2 21 57 15 2

ENVBENEF2 1 0 7 46 44 1

ENVBENEF3 0 7 29 49 15 4

ENVBENEF4 0 18 33 27 22 6

ENVBENEF5 0 10 33 39 18 5

ENVBENEF6 0 1 33 52 13 3
aThis column is the sum of the fourth column (much) and fifth column (very much)

Table 7 Second hypothesis correlations

ENVSYST1 ENVSYST2 ENVPRAC1 ENVPRAC2 ENTRNS2

ENVBENEF1 0.330** 0.393** 0.278*

ENVBENEF2 0.224* 0.240*

ENVBENEF3 0.373** 0.598**

ENVBENEF4 0.256* 0.256* 0.423**

ENVBENEF5 0.257*

ENVBENEF6 �0.242* �0.242*
*Correlation is significant at the 0.05 level (2-tailed)
**Correlation is significant at the 0.01 level (2-tailed)
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4.3 How the Knowledge of Managers/Owners About
the Barriers of Implementing Green Supply Chain
Management Practices Make Them Reluctant to Adopt
These Practices

Table 8 shows the level of knowledge of respondents regarding the barriers faced by

SMEs in their effort to implement G-SCM. The most significant barrier is the lack

of awareness of staff regarding green practices (ENVBAR4). The respondents

classify the lack of environmental legislation (ENVBAR1) in second place. This

implies that middle and low level managers have a low level of knowledge

regarding environmental legislation. This is confirmed from the majority of the

literature regarding SMEs and environmental management (Brammer et al. 2012).

Hillary (2004) points out that a significant factor that affects the degree of compli-

ance of SMEs with environmental legislation is the absence of a central source to

inform them. Similarly, managers classify low environmental know-how in third

place. This is confirmed by a number of studies of the corporate environmental

management field where the success of environmental management practices is

linked to the environmental experience of managers and employees (Boiral 2002).

It is worth noting that the economic crisis is of little importance for SMEs

(ENVBAR7). This implies that managers consider it an important strategy to

adopt environmental management practices. They believe new opportunities

could be exploited and they could gain sustainable competitive advantage for

other firms. They also state that their exports could be strengthened mainly to

countries with high average salaries, disposable income and GDP.

Another significant finding is the low classification of a lack of financial

resources as a barrier to SMEs. This finding is not confirmed by other studies.

The majority of studies show that managers of SMEs maintain that one important

factor which hinders their effort to green their firm and supply chain is a lack of

financial resources and opportunities to identify them. However, the respondents

support that financial opportunities for environmental strategies do exist.

Table 8 Knowledge of managers/owners about barriers to the implementation of green supply

chain management practices

Not at all

(1)

Not very

much (2)

Quite a lot

(3)

Much

(4)

Very much

(5)

Ranking

(4)þ (5)a

ENVBAR1 4 7 22 46 20 2

ENVBAR2 0 9 28 46 16 3

ENVBAR3 1 12 28 48 10 5

ENVBAR4 1 5 9 37 46 1

ENVBAR5 6 13 33 37 10 6

ENVBAR6 2 6 30 44 16 4

ENVBAR7 4 16 22 2 12 7
aThis column is the sum of the fourth column (much) and fifth column (very much)
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Table 9 shows Spearman correlations. There is a positive correlation between

barriers and environmental management practices of G-SCM (e.g., Eco-label;

rs¼ 0.233, p< 0.01). The explanation is that the negative influence of these barriers

is very limited in managers’ opinion. The Economic crisis affects negatively the

decision of managers to adopt environmental management practices (rs¼�0.229,

p< 0.01). This means that their decision to adopt green supply chain strategies

move in different direction in relation to economic crisis. Therefore, the recovery of

the economy from financial crisis will drive managers to adopt green supply chain

practices.

5 Conclusions

This paper aims to identify how the knowledge of managers/owners regarding

environmental responsibility of firms, barriers and benefits of implementing envi-

ronmental management practices in the overall supply chain management affect

their final decision to implement these strategies. The contribution of this paper is to

connect previous literature with the knowledge of managers which is a very impor-

tant factor in the adoption of green supply chain management practices. The com-

mitment of top management for implementing environmental management

practices is a very significant reason for the success of corporate environmental

policy (Daily and Huang 2001; Linnenluecke and Griffiths 2010).

The previous literature mainly focuses on knowledge of G-SCM practices and

did not investigate the benefits and barriers to adopting these practices. The findings

show that several barriers and benefits exist which seem to play a critical role in

managers/owners decisions lending incentives being one the main driving factors.

Similarly, many barriers are identified that affect managers/owners decisions to

adopt green supply chain management, such as the effect of the economic crisis and

the lack of financial resources. In particular, the first hypothesis has been supported.

Knowledge regarding environmental topics and G-SCM practices seems to be

very important. Managers consider significant to have knowledge regarding

Table 9 Third hypothesis correlations

ENVSYST2 ENVPRAC1 ENVPRAC2 ENVPRAC3 ENVSUP1 ENVSUP2 ENTRNS1

ENVBAR1 0.233**

ENVBAR2 0.272* 0.381** 0.231*

ENVBAR3 0.302** 0.259*

ENVBAR4 0.302** 0.230* 0.249*

ENVBAR5 0.334** 0.249** 0.285*

ENVBAR6 0.229* 0.301**

ENVBAR7 �0.229*

*Correlation is significant at the 0.05 level (2-tailed)
**Correlation is significant at the 0.01 level (2-tailed)
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water pollution, climate change, natural depletion and energy pressures as well as

water consumption practice, wastewater practice and plastic consumption practice.

In addition, the second hypothesis has been supported. The majority of managers

are positive about investing in G-SCM practices in the case where they are well-

informed on the benefits for SMEs of adopting such practices. An important

contribution of these findings is the higher emphasis of managers on the private

financial sector (e.g., private loans) rather than the public financial sector (e.g.,

subsidies). This indicates that managers understand environmental strategies as

strategic tools which offer new perspectives and opportunities and thus tend

adopt proactively G-SCM practices. Finally, the third hypothesis is partially

supported. Although the majority of the parameters have been supported such as

lack of environmental experience of staff, lack of environmental legislation and less

know-how, little significance has been given to the effects of the economic crisis

and lack of financial resources. In particular, a remarkable finding shows that

managers put low emphasis on the economic crisis as a barrier to adopting

G-SCM practices.

As with every research study, there is a limitation which should be mentioned:

the small sample of only 80 SMEs. Although the response rate was 32% and the

majority of present research of SMEs utilize small samples (Lee 2008; Holt and

Ghobadian 2009) due to lack of response to questionnaires (e.g., lack of time,

professional privilege), the merit of this research is the contribution to empirical

knowledge regarding new theoretical hypotheses and not to make general theory.

Another limitation of this study which associated with the previous one (the small

sample of firms) is that the inability to identify significant models with more than

two variables (pair wise comparisons) to improve deeper understand of the existing

correlations and support strongly our findings. This research lays the foundations

for developing a number of future research studies on G-SCM and SMEs. In

particular, studies should be conducted to identify how the level of knowledge

could affect the decision of managers to implement G-SCM practices.
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Retail Category Management: A Review

on Assortment and Shelf-Space Planning

Models

Marina Karampatsa, Evangelos Grigoroudis, and Nikolaos F. Matsatsinis

Abstract Retail Category Management addresses a series of questions and

demands decisions for category managers on critical issues such as product assort-

ment and shelf-space planning. Product assortment planning involves listing deci-

sions based on consumer behavior and substitution effects. Shelf space allocation

involves facing and replenishment decisions based on space elasticity effects and

constraints of limited shelf space and restocking capacity. The complexity of these

questions has grown significantly in recent years due to product proliferation and

various consumer choice effects in the retail environment. It is an increasingly

difficult task for category managers to find an effective assortment due to consumer

preferences instability and the extremely large number of possible assortments.

This chapter presents an updated review on scientific models that deal with assort-

ment and shelf space planning and other related topics, such as consumer response

to stock-outs and consumer perceptions of assortment variety. One of the main

objectives of this literature review is to show that shelf space allocation models do

not clearly and comprehensively address assortment selection, neglect substitution

effects between products, and ignore the stochastic nature of demand. Assortment

planning models on the other hand mostly ignore shelf space constraints and neglect

space depend demand.

Keywords Retailing • Assortment planning • Shelf-space planning • Product

substitution • Variety perceptions

1 Introduction

For retailers, the building block for any kind of management decision is the

category. A category is defined as a distinct manageable group of products that

consumers perceive to be related and/or substitutable (FMI 1995). This group of

SKUs can sometimes be segmented into subcategories or classes. Category
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management in retail (hereinafter referred to as Retail Category Management—

RCM) is a process of managing categories as Strategic Business Units, producing

enhanced business results by focusing on delivering consumer value. It was devel-

oped as a strategy for retailers to successfully compete in each retail category for

the shopper’s loyalty and dollars (Blattberg 1995) and is designed to help retailers

provide of the right mix of products, at the right price, with the right promotions, at

the right time, and at the right place (Gruen and Shah 2000).

In this study, we focus on the literature related to RCM and especially on

scientific models that deal with assortment and shelf space planning. RCM

addresses a series of questions and demands decisions for category managers on

critical issues such as which products to include in an assortment and how to
allocate these products to shelves (issues related to assortment and shelf space

planning respectively).

Several mutually reinforcing trends in retail environment have made these

decisions two of the most critical marketing and operational decisions in the

industry nowadays. One such trend is product proliferation and the fact that

competition for shelf space is at an all-time high (Ball 2004; H€ubner 2011; Murray

et al. 2010). Since the 1990s, there has been a significant proliferation in new

product items in retail stores as both manufacturers and retailers saw it as a strategic

way for increasing market shares (Drèze et al. 1994). Retailers have also introduced

new categories into their stores (e.g. fresh produce, organic products) in order to

satisfy diverse consumer needs. The average number of different items in overall

store assortments had increased by 20% between 1970 and 1980, by 75% between

1980 and 1990 (Greenhouse 2005) and by 30% between 2000 and 2009 (H€ubner
2011). These new products and categories are putting a tremendous demand on the

available shelf space which is practically fixed and every day becomes scarcer for

existing stores.

At the same time, retailers have been experiencing a steady increase in their

operational costs as a consequence of carrying the aforementioned large assort-

ments of products and a pressure to improve their operational efficiency because of

the increased levels of competition in the industry. Krafft and Mantrala (2010) in

their book “Retailing in 21st century” indicate that competiveness of both

U.S. retail and global marketplace is escalating. Reyes and Frazier (2007) suggest

that while gross margins average about 28% of sales, net profits after taxes are only

1% for the grocery retail industry in U.S., causing retailers to continually search for

operational efficiency and even greater customer satisfaction.

How to control such spiraling costs from increased levels of product assortments

and competition in an industry already marked by one of the thinnest profit

margins? Not surprisingly, German retailers and consumer goods producers

recently rated “optimization of product portfolio and category management” the

most important task for achieving performance goals according to a survey of

McKinsey and Company (H€ubner 2011). Mantrala et al. (2009) in their seminal

work “Why is assortment planning so difficult for retailers?” refer that assortment

decisions have an enormous impact in the short and long term profitability of a

retailer.
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Retailers in their attempt to offer a balance among variety (number of catego-

ries), depth (number of Stock Keeping Units—SKUs within a category) and service
level (the number of individual items of a particular SKU) are constrained by the

amount of money they can invest in inventory and by their physical space. There-

fore, offering more variety may limit the depth within categories and the service

level, or both. By making appropriate trade-offs with respect to variety, depth, and

service levels, retailers hope to satisfy customers’ needs by providing the right

merchandise in the right store at the right time. If they fail, customers defect,

causing losses in both current and future sales.

Furthermore, a reality faced by retailers in their pursuit of operational efficiency,

is that the majority of shoppers take their purchase decision in-store (Drèze

et al. 1994). This led many retailers to divert a proportion of their marketing budget

from out-of-store media advertising to in-store marketing (Chandon et al. 2009; Ge

et al. 2009). Consequently, it is becoming extremely important for retailers how to

optimally organize their product assortments to generate more profit from their

existing and limited shelf space (Greenhouse 2005; H€ubner 2011; Lim et al. 2004;

Murray et al. 2010).

The goal of this study is to identify and structure these planning problems and

constraints and their effects in RCM. It provides a summary of empirical studies,

consumer choice and demand estimation theories, and the latest advances in scienti-

fic modeling in the area of RCM.

The remainder is organized as follows. The second section sets the scope of

RCM and other related definitions. The third section review the published empirical

studies on topics related to retail category management, such as customer driven

substitution, consumer perceptions of assortment variety, and the sales—space

relationship between unit sales and self-space. The forth section review the most

popular approaches for demand estimating, while the fifth section identify research

progress in assortment and shelf space planning. The concluding section provides

an outlook on further research areas.

2 Definitions and Scope of Retail Category Management

In the retail environment, products are grouped together into categories to reflect

customers’ needs based on how the product is used, consumed or purchased. RCM

aims to provide the shoppers and consumers with what they want, where they want

it, and when they want it. Consistent with the above analysis, RCM can be

characterized as a multi-perspective same-time decision problem (H€ubner 2011),
where a series of questions have to be solved jointly: what to list (assortment

planning), how to put the products into the shelves (shelf planning), how often to

replenish (inventory planning) and how to prize (price planning).
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According to Table 1, these planning questions are defined as:

• Assortment planning involves decisions about (de-) listing products. According

to K€ok et al. (2009), a retailer’s assortment is defined by the set of products carried

in each store at each point in time. Consistent with the aforementioned definition,

the goal of assortment planning is to specify an assortment that maximizes sales

subject to various constraints, such as limited budget for purchasing products,

limited shelf space for displaying products, and other constraints such as the desire

to have at least two vendors for each type of product. One main feature that needs

to be reflected in assortment optimization is the integration of consumers’ substi-
tution behavior; their willingness, in other words, to accept a substitute when their

favorite product is not available. Traditionally, assortment planning belongs to the

field of strategic planning and has a long-term planning horizon.

• Shelf space planning refers to the problem of allocating the available shelf space

among the selected items to be included in the product assortment (Hariga

et al. 2007). This is done by assigning facing quantities to individual products

under the constraints of limited shelf sizes and restocking capacity (H€ubner and
Kuhn 2012). The goal of shelf space planning is to improve the return of inventory

investment, enhance consumer satisfaction by reducing out-of-stock occurrences

and increase sales and profit margins (Yang 2001). An underlying assumption in

shelf space planningmodels is that the sales of a product depend on space allocated

to it aswell as the space allocated to its competitive products (own- and cross-space

elastic demand). Therefore, many researchers have estimated the demand using

space elastic functions. These functions are mathematical expressions where the

coefficients are called space elasticities. Space elasticity is defined as the sensitivity

of the customer to the inventory (or number of facings) displayed in terms of

quantity bought (Hariga et al. 2007). Shelf space planning belongs mainly to

operative planning and has a mid- to short-term horizon.

• Inventory planning deals with the restocking decisions about the timing and the

size of the orders to be placed for each of the products included in the

Table 1 Retail category management decision aspects

Decision

aspects Decision area Effects and constraints

Assortment

planning

Assortment size, listing

(delisting) of products

• Substitution demand

• Budget and space constraints

Shelf space

planning

Shelf space allocation, number of

facings

• Space-elastic demand

• Space constraints, restocking capacity

Inventory

planning

Restocking and replenishment

frequency

• Space-elastic demand

• Customer reactions to stock-out

• Operational restocking constraints and

costs

Price planning Pricing of products • Price-elastic demand

• Retailer’s price image, category role,

budget constraints
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assortment. Other relevant planning questions are related to shelf replenishment

processes, such as refilling quantities and refilling cycles. Proper inventory

planning strives to ensure that markdowns due to overstock and lost sales due

to stock-outs are minimized. Inventory planning has a similar to shelf space

planning horizon and it also belongs to operative planning.

• Price planning sets prices for each of the products included in the assortment

relatively to other product prices and competition. The goal for a retailer when

optimizing pricing in a category of products is to drive sales, volume, and profit

while maintaining his price image and the category’s role. An underlying

assumption in price management is the price elasticity of demand. Price elastic-

ity measures the responsiveness of demand to changes in price for a particular

product as well as for its competitive products (own- and cross-price elastic

demand). Price planning belongs either to tactical or operative planning

depending on retailer and the way a company selects to execute their strategic

planning. Consequently, price planning usually has a mid- to short-term horizon.

3 Related Literature and Empirical Studies

In this section, we briefly review the literature and the published empirical studies

on topics related to retail category management, such as customer driven substitu-

tion, consumer perceptions of assortment variety, and the sales—space relationship

between unit sales and self-space.

3.1 Customer Driven Substitution

Consumers sometimes cannot find their favorite product in a store and settle for

another similar product instead. This is called substitution according to K€ok and

Fisher (2007). Demand substitution arises in two basic forms: Stock-out- and

assortment-based substitution (K€ok et al. 2009):

• Stock-out-based substitution is the switch to an available variant by a customer

when his favorite product is carried in the store, but is stocked-out at the time of

his shopping trip.

• Assortment-based substitution is the switch to an available variant by a

customer when his favorite product is not carried in the store’s assortment.

When customers cannot find their favorite product in a store they visit, because it

is either temporarily stocked out or not carried at all, they tend to behave in a variety

of ways:

• Substitute: buy one of the available items in the category of his/her interest,

• No purchase: decides to leave the store and forgo the purchase
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• Delay: decides to come back later for his/her favorite product,

• Store switch: decides to leave the store and search for his/her favorite product at

another shop.

Table 2 summarizes the findings of empirical studies on consumer substitution

behavior. For example, Sloot et al. (2005) examine how consumers behave when

their preferred bread product is out-of-stock, based on 3800 customer interviews

performed in three stores of a large Dutch grocery retail chain. Their key obser-

vation is that even though customers have a high willingness to substitute (up to

54%), still 19% of they may (in case of a stock-out) decide to buy their bread

elsewhere, which is still a large amount of lost sales. Gruen et al. (2002) surveyed

more than 71,000 customers worldwide and found that 26% of customers encoun-

tering a stock-out situation substitute brand, 19% substitute another product of the

same brand, 31% buy the same product at another store, and 15% choose to delay

or cancel their purchase.

According to ECR Europe (2003), when facing an out-of-stock, European

consumers are more likely to switch brand than retailers (37% and 16% respec-

tively), with the rage of observed behaviors varying widely. Another 9% of

consumers will decide not to purchase at all, which means that 9% of the intended

purchases facing a stock-out are definitely lost. According to the same study, the

industry forfeits approximately 4 billion euros in sales yearly, because of this 9% of

consumers that decide to opt not to buy at all. For an industry suffering from low

margins, this is unacceptable.

The previously mentioned studies examine the consumer response to stock-outs,

albeit they do not clearly exclude assortment-based substitution. One of the few

studies that investigate the consumer response to out-of-stocks as opposed to

Table 2 Empirical studies on consumer substitution behavior

Authors

No purchase

(%)

Delay

(%)

Store switch

(%)

Substitution

Same brand

(%)

Other brand

(%)

Walter and Grabner

(1975)

– 3 14 19 64

Emmelhainz

et al. (1991)

– 13 14 41 32

Campo et al. (2000)

(Cereals)

4 49 3 44

Campo et al. (2000)

(Margarine)

2 30 2 66

Zinn and Liu (2001) – 15 23 62

Gruen et al. (2002) 9 15 31 19 26

Sloot et al. (2005) 3 23 19 18 36

ECR Europe (2003) 9 17 21 16 37

van Woensel

et al. (2007)

– 6 10 84

Verbeke et al. (2013) – 23.4 20.1 56.6
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permanent assortment reductions (PAR) is the paper of Campo et al. (2000). They

report that although the retailer losses in case of a PAR may be larger than those in

case of an OOS, there are also significant similarities in consumer reactions in the

two cases and OOS reactions for an item can be indicative of PAR responses for

that item.

The above mentioned papers showed that between 44 and 84% of demand can

be substituted. The substitution potential, according to other studies, depends on

product, situation and consumer characteristics. Fitzsimons (2000) deduces that

substitution behavior is driven by the personal commitment to the non-stocked item

and the difficulties of switching initial choice. Ge et al. (2009) conclude that the

presence of sold-out products may influence the consumers’ purchases in two

possible ways. First, sold-out products may create a sense of urgency for consumers

to expedite their purchases, which the authors call an immediacy effect. Second,

sold-out products may enhance the perceived attractiveness of products similar to

the sold-out products, which the authors refer to as an informational cascades effect.

Nevertheless, all the above studies verify that substitution behavior is inherent in

the retail environment and needs to be reflected in category planning optimization.

3.2 Consumer Perceptions of Assortment Variety

This section is dedicated to empirical studies that focus on the way consumers

perceive and evaluate product assortments. Consumer assortment evaluations have

been shown to be one of the top three criteria, along with location and price, in

determining retail patronage (Broniarczyk and Hoyer 2010). In the 1980s and early

1990s, retailers assumed that larger product assortments better met consumer needs

and this led to the expansion of the average number of different items included in

overall store assortments (see chapter “The Application of a Business Process

Modeling Architecture in the Supply Chain of a Manufacturing Company: A

Case Study”). However, several empirical studies put this assortment proliferation

into question.

As part of its 1993 report, the Food Marketing Institute conducted a field study in

which it reduced SKUs in six product categories (cereal, pet food, salad dressing,

spaghetti sauce, toilet tissue, and toothpaste) at 24 test stores. Superfluous SKUs

were eliminated and shelf space was held constant, with more space now allocated

to items with higher market share. The results showed no significant impact of SKU

reduction on sales, which suggested that efficient assortment might result in cost

savings without loss of sales. However, it was difficult to draw definite conclusions

as the magnitude of SKU reduction in these categories was ambiguous

(Broniarczyk and Hoyer 2010). In another series of in-store studies, Drèze

et al. (1994) examined a 10% reduction of low-volume SKUs in eight test catego-

ries over a 4-month period. Their shelf-reset procedure was similar to that in the

Food Marketing Institute study, with shelf space held constant and freed-up shelf

space reallocated to high-volume SKUs. Across eight categories, they found that
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sales increased by 4% for 30 test stores compared with 30 control stores. These

results began to indicate the possibility that smaller assortments might even have a

positive effect on sales for retailers.

Recent empirical studies entirely challenge the common assumption that having

more choices is necessarily more motivating for consumers than having fewer.

Consumer choice models often assume that customers are perfectly knowledgeable

about their preferences and the product alternatives which are offered to them.

Therefore, consumers are always better off when they choose from a broader

assortment of products. This implicit assumption that more choice benefits con-

sumers is consistent with the classical economic and psychological theories that

larger assortments should always be beneficial to consumers because they provide a

potentially better probability that consumers will find their ideal product and offer

flexibility for variety seekers (Chernev 2003; Iyengar and Lepper 2000). On the

contrary, recent findings have suggested that consumers might perceive large

assortments negatively and that increasing the choice set may confuse them, create

frustration or a sense of being overwhelming, increasing the probability of delaying

their choice or not choosing at all (Dhar 1997; Iyengar and Lepper 2000).

To complicate even more the retailer’s challenge when choosing an assortment,

an empirical study conducted by Broniarczyk et al. (1998) showed that the actual

variety of an assortment may not match the perceived variety a consumer experi-

ences. This perception can be influenced by:

• the space devoted to a category (Broniarczyk and Hoyer 2010),

• the presence or absence of a favorite item (Amine and Cadenat 2003;

Broniarczyk et al. 1998),

• the similarity of items (Hoch et al. 1999),

• or the arrangement of the assortment and how it is organized (Morales

et al. 2005; Simonson 1999).

3.3 The Sales: Space Relationship

In their pursuit of operational efficiency, a key reality faced be retailers is the fact

that the majority of consumers decides about their final purchases in the store

(Chandon et al. 2009; Drèze et al. 1994; Ge et al. 2009). A series of experimental

studies conclude that product location and facing area can influence consumers’
attention and purchase behavior. For example, Chandon et al. (2009), using an

eye-tracking experiment, found that the number of facings has a strong impact on

consumer attention. Going from 4 to 8 facings increased the probability of noticing

the item by 28% and the probability of reexamining it by 40%. But adding

additionally four facings only added an extra 7% to noting and extra 19% to

reexamination. They identify facing variation as the most significant effect

among in-store factors, even stronger than vertical and horizontal positioning and

pricing.
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Other field experiments tried to quantify the relationship between demand and

space. Even though, all agreed that a significant relationship exists, they couldn’t
agree in their estimates of space elasticities (most vary between 0.15 and 0.8). The

diversity in empirical estimates of space elasticities is mainly due to the different

methodology and data used in each study (Desmet and Renaudin 1998).

Among many studies using store experimentation, the most interesting are the

study of Curhan (1972) which, taking a large sample, found an average value of

0.212 for space elasticity, and the large scale work of Drèze et al. which concluded

that the number of facings allocated to a product is one of the least important

success factors, whereas the position of the product on the shelf seems to be far

more important for determining sales. Drèze et al. (1994) concluded that super-

market retailers should expect 4–5% profit gains in category sales from better product

positioning and space allocation. Both draw the conclusion that most products

receive an over-allocation of shelf space. In another study (Hansen and Heinsbroek

1979), the authors surveyed about 20 experiments in order to evaluate the space

elasticity of demand and they found a low average space elasticity of 0.15. Finally,

in their research, Corstjens and Doyle (1981) found an even lower mean value of

0.086.

4 Consumer Choice Modeling and Demand Estimation

Consumer choice models constitute the fundamental platform for category plan-

ning. In this chapter, we provide a review of those models that may be classified as:

utility based models, exogenous demand models, and space-elastic demand models.

In assortment planning, the most popular approaches for demand estimating are

multinomial logit models and exogenous models. In shelf space planning, on the

other hand, the demand rate is formulated as a function of the shelf space allocated

to products (space-elastic models). In Sect. 4.4, we also briefly discuss the esti-

mation of the demand models mentioned in the preceding sections, depending on

the type of data available.

Before proceeding, we will define the notation for category planning in a single

category or subcategory at a single store. This notation is common throughout this

chapter.

N The set of products in a category or subcategory N ¼ 1, 2, 3, . . . n
S The subset of products carried in the assortment S � N
ri Selling price of product i
ci Purchasing cost of product i
λ Mean number of customers visiting the store per period
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4.1 Utility Based Models

Utility based choice models assume that consumers are rational utility maximizers

and associate a utility Ui with each product i 2 N. In addition, for the consumers

that choose not to purchase any product there is a no-purchase option denoted i ¼ 0,

with an associated utility U0. According to utility based models, each customer

when offered an assortment chooses the option with the highest utility in

S0 ¼ S [ 0f g.

4.1.1 Multinomial Logit Model

The Multinomial logit (MNL) model is a discrete choice model that is commonly

used in marketing and economics literature, and has recently been applied in

assortment and inventory planning as well. MNL models use consumer preferences

in order to compute the probability of each product, carried in the assortment, to be

chosen by each customer visiting the store. The model has the appeal that even

though it is stochastic in nature, it manages to capture decision variables in its

formulation.

As mentioned before, each customer chooses the variant iwith the highest utility
Ui among the set of the available options, i 2 S0. The utility Ui can be decomposed

into two parts, the deterministic component ui and a random component ξi.

Ui ¼ ui þ ξi

The ξi are assumed to be identical and independent Gumbel random variables with

mean zero and scale parameter μ. A higher μ implies a higher degree of hetero-

geneity among the customers. This suggests that though the different customers

have the same expected utility for a given product, the realized utility will be

different. This may be due to the heterogeneity of preferences across customers or

unobservable factors in the utility of the product.

The Gumbel distribution is closed under maximization. Hence, the probability

that a customer chooses product i 2 S0 is

pi Sð Þ ¼ e
ui=μX

kES0
e
uk =μ

This closed form expression makes the MNL model an ideal method for modeling

customer choice in analytical studies. Starting with the seminal work of Guadagni

and Little (1983), an enormous number of marketing researchers found that MNL

model is very useful in estimating demand for a group of products. In Sect. 4.4, we

will briefly discuss the parameter estimation of MNL model, depending on the data

available.
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The most important criticism of MNL model originates in its Independence

Irrelevant Alternatives (IIA) property. This property can be stated as follows: The
ratio of the probabilities of any two alternatives is independent of the choice set.
That is, for any choice sets C1 and C2 such that C1 � Cn and C2 � Cn, and for any

alternatives i and j in both C1 and C2, we have:

p i
��C1

� �
p j
��C1

� � ¼ p i
��C2

� �
p j
��C2

� �
The IIA property of MNLmodels is a limitation for some practical applications. For

example, IIA property does not hold when there are groups of alternatives in the

choice set which are more similar to each other than with the rest of products.

Consider an assortment consisting of two products from different brands. If brand

loyalty is high, adding a new product can cannibalize the sales of the product with

the same brand more than the sales of the alternative product. Unfortunately, IIA

property does not capture this significant feature of consumer choice.

Various schemes have been proposed for dealing with the IIA property. The

Nested Logit (NL) model introduced by Ben-Akiva and Lerman (1985) is one.

Usually in NL models a two-stage nested process is used. Subsets of alternatives

which are similar are grouped in hierarchies or nests, e.g. the choice set is

partitioned into nests of SKUs from the same brand. The consumer chooses with

a certain probability one of the nests, from which he then chooses a variant from

that particular nest. In the NL model the IIA property no longer holds, when two

alternatives do not belong to the same nest. However, different nest structures will

produce different results and that leads to the main disadvantage of the NL models.

Their use requires the knowledge of key attributes and their hierarchy for con-

sumers and makes estimation problems more difficult (K€ok et al. 2009).

4.1.2 Locational Demand Model

Lancaster (1966, 1975) proposed an extension of MNL model, the locational model

of consumer choice behavior which is also utility-based. In this model, products are

perceived as bundles of characteristics or attributes and individual preferences are

defined on these characteristics rather than on the products themselves. We assume

that each characteristic or attribute is quantifiable. We define the preference spec-

trum or the attribute space to be the space of all possible combinations of levels of

attributes, where each point corresponds to a potential product location in the

category. Each individual is characterized by an ideal point in the attributes

space, which corresponds to his most preferred combination of attributes.

Suppose that there arem characteristics of a product. Let zj denote the location of
variant j in Rm. Consider a consumer whose ideal product is defined by y 2 Rm. The

utility of variant j for the consumer is
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Uj ¼ k � rj � g y; zj
� �

where k is a positive constant, rj is the price, and g : Rm ! R is a distance function,

representing the disutility associated with the distance from the consumer’s ideal
point. The consumer chooses the variant that gives him the maximum utility.

There is one major difference between the locational choice model and the MNL

model. In the locational choice model, IIA property does not hold and substitution

between products is localized to products that are close to each other in the attribute

space. Hence, the firm can control the rate of substitution between products by

selecting their locations to be far apart or close to each other.

4.2 Exogenous Demand Model

Exogenous demand (ED) models are the most common demand model in the

literature of inventory management. ED model specify the demand directly for

each product and what a consumer does when his preferred product is not available.

Consumers choose from an item set N ¼ 1f 2, . . . , i, . . . , j, . . . ng. If the preferred
item j is not available, either because it is out-of-stock or because it is not included

assortment at all, an individual consumer might accept another item i as a substitute
according to a defined substitution probability μji. The parameter μji makes it

possible to differentiate between items with varying substitution rates.

The substitution probability matrix for multiple items can be written as:

μij ¼
0 μ12 . . .
μ21 0 . . .
. . . . . . . . .

2
4

3
5

In ED models the substitution probability depends on the type of substitution consi-

dered. For example, sometimes the substitution probability is equally distributed

among the competing products, while in other cases the probability either is possi-

ble among neighboring products only or is considered to be a weighted ratio of the

demand of the competing products.

4.3 Space Elastic Demand Models

Profit optimization models in shelf space planning formulate the demand rate as a

function of the shelf space allocated to products. According to (K€ok et al. 2009),

this view seems especially relevant for fast moving products whose demand is

sufficiently high that a significant amount of inventory is carried on the shelf.

46 M. Karampatsa et al.



Space models cluster around the following two streams: Own-space elastic

demand models and Own- and cross-space elastic demand models.

4.3.1 Own-Space Elastic Demand Models

The demand function under this model is written as a function of the space allocated

to an item. For example, if the item i’s demand is denoted by di, the following

applies:

di ¼ ai kð ibiÞβi

The base demand is ai, ki, is the number of facings allocated to item i, bi is the item’s
breadth, βi the space elasticity expressed as a power function. In Sect. 3.3, we

briefly discuss the empirical estimates of space elasticities and the fact that most of

them vary between 0.15 and 0.8.

4.3.2 Own- and Cross-Space Elastic Demand Models

Some shelf space models deal with the effect of cross-space elasticity as it was

proposed in the influential work of Corstjens and Doyle (1981). They formulate a

demand function that additionally includes cross-space elasticity γji as follows:

di ¼ ai kibið Þβi
Y j ¼ 1

i 6¼ 1

I

kibið Þγji

where i ¼ 1, 2, . . . , I and the set of facings of product i is kk ¼ 1, 2, . . . , Ki. The

cross-space elasticity γji quantifies the effects of neighboring items j on the sales of
the item i.

Discussion on cross-space effects is ambiguous in the pertinent literature

according to H€ubner and Kuhn (2011a). On the one hand, K€ok et al. (2009) argue

that there is no empirical evidence that product level demand can be modeled with

cross- space elasticity and on the other hand Zufryden (1986) describes that

consideration of cross-elasticity at an individual level would be impossible in

practice due to the overwhelming number of cross-elasticity terms that would

need to be estimated.

4.4 Demand Estimation

This section is referring to the estimation of demand according to MNL and ED

models. The estimation method depends on the data available.
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4.4.1 Demand Estimation with MNL Model

Two different types of data are usually used in estimating the parameters of MNL

model:

• Panel data

Panel data present histories of purchases for a sample of households. The

seminal work of Guadagni and Little (1983) was the first successful attempt to

estimate the parameters of MNL model using panel data. After them, an enor-

mous number of papers followed trying to understand the impact of marketing

mix variables on demand of products (Guadagni and Little 2008). Consider the

purchase decision of a household visiting a store at time t. The deterministic

component of the utility uit is specified as a linear function of m independent

variables including constants specific to each product, price, promotion, brand

loyalty of the household to the brand of product i (taken to be the exponentially

weighted average of past purchases of the brand, treated as 0–1 variables) and

finally size loyalty (which is analogous to brand loyalty).

Let xit ¼ xit1, xit2, . . . , xitmð Þ denote the vector of these attributes for the

household’s shopping trip at time t, S0t denote the assortment at time t including
the no-purchase option, and β ¼ β1, β2, . . . , βmð Þ denote the vector of common

coefficients.

uit ¼ βxit, i ¼ 1, 2, . . . , n

The outcome yit of the choice of a household in time t is given by the panel data and
is

yit ¼ 1, if product i was chossen in time t
0, otherwise

�

The β are unknown constants to be determined by calibration. Calibration is done

by maximum likelihood, using the probability formulation of MNL and the above

formulation of uit to calculate the likelihood function. In order to obtain the

maximum likelihood estimates (MLE) for the β, the log of the likelihood function

is used by multiplying the probability of the observed choices across all t:

L βð Þ ¼
X
t

X
i

yit βTxit � ln
X
k2S0t

eβ
Txkt

 !

The log-likelihood function is concave (McFadden 1974), therefore any nonlinear

optimization technique can be used to find MLE estimate of β.
Fader and Hardie (1996) extended the work of Guadagni and Little and

suggested an attribute based approach to estimate demand from panel data.

Consumer utility for a product is expressed in terms of its attributes, dropping

the product-specific dummy variables. The attribute-level utilities are used to
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determine choice probabilities (based on an MNL model) and the likelihood of

observing the given transaction data. They use maximum likelihood to estimate

the parameters of the model. Estimation is parsimonious as they only need to

estimate attribute-level utilities, and their model has the added advantage of

being able to estimate demand of new products.

• Sales transaction data

Consider a demand process where consumer arrivals follow a Poisson process

with rate λ and consumers select a product according to MNLmodel. If customer

arrivals, purchases and no-purchase outcomes are completely observed, then one

can estimate the demand parameters using maximum likelihood methods. How-

ever, in practice only purchases are observed, and hence it is not possible to

distinguish between a period with no arrivals, and a period with arrivals but no

purchases.

Talluri and van Ryzin (2004) use sales transaction data (records of purchase time

and product choice for each customer) to estimate demand in the context of

airline revenue management. Sales transaction data is an incomplete data set

because only the arrivals of customer that made a purchase are recorded. To

overcome this problem Talluri and van Ryzin (2004) use the Expectation-

Maximization (EM) algorithm to correct for the missing data. This method starts

with arbitrary initial estimates of the demand parameters and uses Bayes rule to

estimate the missing data. These estimates are now used to compute the condi-

tional expected value of the likelihood (the expectation step), and the resulting

expected log-likelihood function is maximized to generate new estimates for the

demand parameters (the maximization step). This procedure is repeated until it

converges.

4.4.2 Demand Estimation with Exogenous Demand Model

Here we review the methodology proposed by K€ok and Fisher (2007) to estimate

assortment based substitution rates using sales data. K€ok and Fisher use an exo-

genous demand model to study a joint assortment selection and inventory planning

problem in the presence of shelf-space constraints. They consider assortment-based

substitution and assume that substitution demand accrues to available products in

proportion to their original market share, as in the MNL model. They provide a

process for estimating demand and substitution rates and apply their method to data

from a large Dutch grocery retailer.

The data set they use includes the number of customers visiting each store each

day, sales for each product each store each day and values of variables like price

and promotion and other variables that influence demand such as weather, holidays.

They use a three stage hierarchical model for demand estimation: (1) purchase
incidence: whether or not to buy form a subcategory, (2) choice: which particular

product in the subcategory to buy, (3) quantity: how many units to buy. The demand

for product i is
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Di ¼ Kπpiqi

where K is the number of customers visiting the store the given day, π is the

probability of purchase incidence, pi is the choice probability and qi is the average
quantity of units that a customer buys given the purchase incidence and choice of

product i. The product choice pi is modeled with MNL framework. It is computed as

piht, where subscript h denote store index and t denote time index (day of store

visit), from sales data as the ratio of number that bought product i to number of the

customers that bought any product from the subcategory at store h on day t. It is
computed as the probability of purchase history πht from sales data as the ratio of

customers that bought any product form the given subcategory to the number of

customers visited the store h on day t. Finally, they compute qiht form sales data as

the number of units of product i divided by the number of customers who bought

product i at store h on day t. More details can be found in the paper.

K€ok and Fisher also proposed a methodology to estimate substitution rates using

sales data as well. Their methodology can be briefly explained as follows. They

suppose that there are two types of stores: those that carry full assortments N and

those that carry smaller assortments S � N with 100% service rate (i.e. no stock-

out-based substitution). They observe Di for product i 2 S from sales data and they

also observe di for product i 2 N from sales data from a store that carries full

assortment. They conclude that substitution exists if
X

i2SDi >
X

i2Sdi Finally,
they find the substitution rate that minimize the total error between the theoretical

and the observed sales across all available data from multiple stores and different

time periods. More details of the methodology can be found in the paper.

The proposed methodology by K€ok and Fisher has many advantages. First of all,

the substitution rate estimated by the methodology for assortment based substi-

tution can be also used for stock-out-based substitution. According to Campo

et al. (2004), there are significant similarities in consumer reactions to a permanent

assortment reduction and to stock-outs. Another advantage is that it enables us to

estimate the demand rates of products in a store including those that have never

been carried in that particular store.

5 Scientific Models for Retail Category Planning

This section is dedicated to scientific models that have been introduced in the field

of retail category planning and, in particularly, to scientific models for assortment

and shelf space planning. As we demonstrate in the following sections of the

chapter, shelf space models have a deterministic nature, whereas assortment models

are predominately stochastic. An extensive presentation of the related papers can be

found in Appendix, sorted by the year of publication.
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5.1 Scientific Models for Assortment Planning

In this section, we focus on the retailer’s problem of choosing, from a set of

N potential SKUs in a retail category, K SKUs to be carried at each store so as to

maximize revenue or profit. We review scientific models and algorithms for

demand forecasting and assortment optimization and demonstrate their use in prac-

tical applications. Assortment optimization research has been based on both styl-

ized models intended to provide insight into structural properties of optimal

assortments and decision support models intended to guide a manager planning

retail assortments.

The main body of literature on assortment models focuses on assortment deci-

sions at a single store. Most of the papers on assortment optimization include both

the selection of items to stock (assortment selection) and deciding the inventory

levels for each item in the assortment (inventory optimization). Table 3 summarizes

the major assortment planning studies and structures them according to key char-

acteristics. Specifically, the studies are grouped by the demand estimation model

(Multinomial Logit, Exogenous Demand or Locational Choice model), the type of

substitution (static or dynamic) and the solution method that has been used in each

model, along with the average number of items used in the test cases. Moreover, the

table column entitled “Model considerations” contains specific references to the

type of solutions provided by each model, such as assortment, inventory and price

optimization. Finally, the table in column “Model enhancements” exhibits other

directions that each study has contributed to, such as consumer search cost and

supplier selection.

In Sects. 5.1.1–5.1.3, we review papers categorized according to the demand

model that they are based on. In Sect. 5.1.4, we review papers that deal with

assortment planning in decentralized supply chains. Finally, Sect. 5.1.5 discusses

dynamic assortment planning models in which the retailer updates his demand

estimates every period and updates his assortment throughout the season.

5.1.1 Assortment Planning with MNL

Van Ryzin and Mahajan (1999), in their influential work, study an assortment

planning approach with assortment-based substitution, where the demand derives

from stochastic choice processes in which individual purchase decisions are made

according to a Multinomial Logit (MNL) random utility model. Their objective is

utility maximization in the setting of the Newsboy problem. They assume identical

costs and prices for all items. Mahajan and van Ryzin (2001) study the same

problem under dynamic substitution (assortment-based and stock-out-based substi-

tution). By comparing the results of a stochastic gradient algorithm with two

newsvendor heuristics, they conclude that the retailer should stock more of the

more popular variants and less of the less popular variants than a traditional

newsvendor analysis suggests.
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There was also many attempts to extend the van Ryzin and Mahajan model. For

example, Cachon et al. (2005) study the van Ryzin and Mahajan model in the

presence of consumer search. Maddah and Bish (2007) try to extend it by consid-

ering the pricing decisions as well. Li (2007), on the other hand, assumes that the

demand for each product is proportional to a random store traffic volume and

extends van Ryzin and Mahajan to allow for unequal unit prices and costs across

variants.

There is also an interesting category of models that try to deal with the Inde-

pendence of Irrelevant Alternatives (IIA) property. As it was indicated in the

Sect. 4.1.1 paragraph, the major criticism of the MNL model stems from this

property. For example, Chong et al. (2001) extend the classical Guadagni and Little

(1983) model using a nested MNL model. They propose three new brand-width

measures that capture the similarities and the differences among products within

and across brands. Another example is the work of Sinha et al. (2012). They

developed a category management tool that it was successfully implemented in a

wine company (Beringer California Collection). Their model uses a mixed MNL

model in order to estimate what they call as transferable and non-transferable

demand (substitutable and non-transferable demand) of each product and use a

Genetic algorithm to optimize the assortment.

Finally, we would like to refer to the works of Smith (2009) and Miller

et al. (2010) who try to incorporate into their models the heterogeneous customer

preferences using the notion of “consideration sets”. Smith (2009) develops an

assortment optimization model that includes heterogeneous consumers׳ store and

product choices in the MNL framework. He indicates that under two extreme cases

(the retailer is either a monopolist or a marginal player in the market) the model can

be (approximately) solved via a simple ranking procedure. He also conducts an

empirical analysis over the optimization of an assortment of DVD players, and

argues that a substantial increase in expected profit may be achieved when cus-

tomers are segmented according to consideration sets and the retailer uses this

information correctly. Miller et al. (2010) consider the retailer’s assortment selec-

tion problem with heterogeneous customers and test the impact of different con-

sumer choice models on the optimal assortment. They develop a sequential choice

model in which customers first form Consideration Sets and then make product

choices based on the MNL model.

5.1.2 Assortment Planning with Exogenous Demand Models

In this subsection, we review related assortment planning models that use exo-

genous demand (ED). One of first papers that introduce the use of ED models in

assortment planning was the work of Smith and Agrawal (2000). They develop a

probabilistic demand model that capture the effects of substitution and a methodo-

logy for selecting item inventory levels so as to maximize the total category profit.

They use the binomial distribution to model the demand of each item, whereas the

supply process is modeled as a Newsboy model.
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Rajaram and Tang (2001) and Shah and Avittathur (2007) also use the basic

Newsboy model into their formulation. Shah and Avittathur (2007) study multi-

item inventories and propose a heuristic for assortment decision and stocking

levels. Rajaram and Tanganalyze the impact of product substitution on retail

merchandizing with a service-rate heuristic. They evaluate the impact of substi-

tution on order quantities and expected profits and show that substitution reduces

shortages and overstocking costs.

K€ok and Fisher (2007), in their influential work, employ an exogenous stochastic

model of substitution and develop an estimation methodology for the substitution

rates using sales data from different stores with varying assortments. They propose

an iterative optimization heuristic for the assortment planning and inventory prob-

lem with out-of-assortment (OOA) and out-of-stock (OOS) in the presence of con-

straints on shelf space, maximum inventory levels and order lead times. Shelves are

divided into facings, but do not account for space elasticity.

Y€ucel et al. (2009) model an assortment and inventory problem under consumer-

driven demand substitution that takes into account other issues such as supplier

selection, shelf space constraints and poor quality procurement. They conclude that

neglecting consumer substitution, excluding supplier selection or ignoring space

limitations all have significant impact on the efficiency of retail assortments.

Finally, Rooderkerk et al. (2013) note that a product is a stronger substitute for

similar products than it is for dissimilar ones. They call this phenomenon “the

similarity effect” and argue that discrete choice models that do not account for

similarity effects may lead to suboptimal assortment decisions. Attempting to

address this challenge, they develop a methodology that consists of an attribute-

based model of store-level SKU sales and utilize a very large neighborhood search

heuristics to provide solutions to the resulting optimization problem.

5.1.3 Assortment Planning Under Locational Choice Demand Models

In this subsection we review the work of Gaur and Honhon (2006) who studied the

assortment planning model under the locational choice demand. The authors con-

sider both static and dynamic substitution. Under static substitution, they show that

the distance between products in the optimal assortment is large enough so that

there is no substitution between them. Under dynamic substitution, they derive

lower and upper bounds on the optimal expected profit and propose two heuristics

based on these bounds. In a numerical study using 3150 problem instances, they

find that the average optimality gaps of the heuristics are 1.44 and 1.24%. The

optimality gap of each heuristic decreases as mean demand increases, as consumer

preferences become more homogeneous, as the profit margin increases, and as the

degree of substitutability of products increases.
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5.1.4 Assortment Planning in Decentralized Supply Chains

Singh et al. (2005) and Aydin and Hausman (2009) are the only cases in the liter-

ature that incorporate supply chain considerations into assortment planning. In the

first work, the authors present an analytical model that facilitates comparison of

assortment and stocking decisions in alternative supply chain structures, and try to

describe the critical influence of the structure of a supply chain on the depth of the

optimal assortment chosen by the decision-maker in each supply chain. They

investigate a traditional channel where the retailer stocks and owns the inventory

and makes the assortment and stocking decisions and a drop-shipping channel

where the wholesaler stocks and owns the inventory for multiple retailers and

makes both the decisions. They demonstrate that the structure of the optimal assort-

ment in both channels is given by a single threshold policy. A key result is that over

a wide range of problem parameters, it is cost-efficient for the wholesaler in the

drop-shipping channel to offer a larger assortment to her customers than the retailer

in the traditional channel. Moreover, the assortment offered by the wholesaler in the

drop-shipping channel increases with the number of retailers in the channel and her

relative margin.

In the latter work (Aydin and Hausman 2009), the authors study a single-retailer,

single-manufacturer supply chain, where the retailer decides what assortment to

offer to end customers. They find that the retailer chooses a narrower assortment

than the supply chain optimal assortment since her profit margins are lower than

that of the centralized (vertically integrated) supply chain. The manufacturer can

induce coordination by paying the retailer a per-product fee, resembling the slotting

fees in the grocery industry, while making both parties more profitable.

5.1.5 Dynamic Assortment Planning with Demand Learning

Even though, retailers implicitly know that they should modify or adapt their assort-

ments over time in response to environmental trends, all of the assortment planning

papers reviewed in the previous sections consider static assortment planning prob-

lems and do not consider revising or changing assortment selection as time elapses.

One of the first attempts into this area was made by Caro and Gallien (2007).

Caro and Gallien study a discrete-time finite-horizon problem using a multi-armed

bandit formulation and Bayesian learning. At each time period, the retailer must

decide the subset of products to offer based on historical sales data. This problem

relates to the classical exploration versus exploitation trade-off. The firm must

decide whether to optimize revenues based on the current information (exploi-

tation), or try to learn more about the demand of products not in the assortment with

the hope of identifying popular products (exploration). The authors propose a

simple index policy based on a relaxation of the dynamic program. In most of

this inventory-related research, however, pricing policies and their impact on

revenues and demand learning are not investigated.
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Sauré and Assaf (2013) also study a dynamic assortment planning problem in

which an MNL demand model drives consumer choice with a capacity constraint.

They present an assortment planning algorithm that simultaneously learns the

underlying MNL parameters and optimizes profit, by balancing the tradeoff

between exploration and exploitation.

5.2 Scientific Models for Shelf Space Planning

Managing shelf space is critical for retailers in order to attract customers and opti-

mize profit. The decisions relating to the products to be stocked among a large

number of competing products and the amount of shelf space to allocate to those

products is a question central to retailing. As shelf space is a scarce and fixed

resource, and the number of potentially available products continually increases,

retailers have a high incentive to make these decisions correctly.

Table 4 summarizes the major shelf space studies and structures them according

to key characteristics. Specifically, the studies are grouped by the type of demand

model (space elastic and/or price elastic demand) that has been used in each model,

as well as other demand effects such as marketing and substitution effects. More-

over, the table contains specific references to the type of costs taking into account

by each model (e.g. listing, ordering, and replenishment costs). Finally, the studies

are grouped by the solution method that has been used in each model, along with the

average number of items used in the test cases.

Shelf space models cluster around the following three streams: shelf space

allocation models with own space-elastic demand (Sect. 5.2.1), shelf space allo-

cation models with own space- and cross-space elastic demand (Sect. 5.2.2) and

integrated shelf space allocation and inventory planning models (Sect. 5.2.3).

5.2.1 Shelf Space Allocation Models with Own Space-Elastic Demand

For the first stream of space allocation models, an influential study was published

by Hansen and Heinsbroek (1979). They formulate the total category profit as a

maximization problem with the number of facings as a decision variable. The

authors also incorporate into their model cost and demand effects, but do not reflect

cross-product relations. Further developments in this stream are published by the

following researchers. Zufryden (1986) suggests the use of dynamic programming

to solve a problem of shelf-space allocation with space elasticity and marketing

variables. His formulation allows the consideration of general objective-function

specifications and provides integer solutions.

An interesting paper by Yang and Chen (1999) assumes linear profit as long as

the number of facings for each product is between some lower and upper bounds.

They formulate their shelf space allocation problem with vertical and horizontal

space allocation effects and, although there are no cross-effects, this is the first
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shelf-space model to include location effects. Yang (2001) proposes a knapsack

heuristic for this model.

His heuristic allocates shelf space with respect to a descending order of sales

profit for each item per display length, but finds an optimal solution only for

simplified versions. Hwang et al. (2005) assume that the display level significantly

influences the sales of products and propose an integrated mathematical model,

which combines the shelf space allocation model and inventory-control model with

the objective of maximizing the retailer’s profit. Due to the complexity of the

integrated model, Hwang et al. proposed a gradient search heuristic and a genetic

algorithm to resolve the model.

Two non-linear models are provided by Bai and Kendal (2005) and Bai

et al. (2008), where demand is a function of the amount of displayed inventory

and the space elasticity of the product. Gajjar and Adil (2008) try to propose an

alternate linear model for this non-linear model by Bai and Kendal (2005), using

piecewise linearization. They obtained the tight upper bounds using linear pro-

gramming relaxation in their linear model. Gajjar and Adil (2011) develop a local

search heuristic which obtained better results compared to greedy heuristics, simu-

lated annealing heuristics and heuristics proposed by Bai et al. (2008). Another

non-linear problem was proposed by Hansen et al. (2010). They present a retail

shelf-space decision model that incorporates a nonlinear profit function, vertical

and horizontal effects, and product cross-elasticity. They investigate meta-

heuristics for decision models with facing-dependent demand and vertical and

horizontal location effects.

Reyes and Frazier (2007) propose a shelf-space allocation model that considers

the tradeoff between profitability and customer service level under the nonlinear

demand of price and shelf space allocation. Finally, Murray et al. (2010) jointly

optimize a retailer’s decisions for product prices, display facing areas, display

orientations, and shelf-space locations in a product category. They solve the

resulting optimization problem with an MINLP-solve.

5.2.2 Shelf Space Allocation Models with Own Space- and Cross-Space

Elastic Demand

In their work, Corstjens and Doyle (1981) formulate a maximization problem based

on individual and cross-product demand. They suggest a method for allocating shelf

space to categories and include cross-space elasticity in the demand calculation.

Their signomial geometric programming method optimizes shelf space for catego-

ries, but Borin et al. (1994) show that the reported solutions violate the constraints

in seven out of ten cases. In addition, the multiplicative model predicts zero demand

for a given category if the space of any other category is set to zero. Bultez

et al. (1989) apply Corstjens’ model at brand level, assuming identical cross-

elasticity within product groups.

Borin et al. (1994) extend the demand function of Corstjens and Doyle (1981) by

allowing simultaneous decisions about assortment selections and shelf space
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allocations. They describe unmodified, modified, acquired and stock-out demand.

Modified demand arouses from in store attractiveness of products. Acquired

demand captures assortment decisions. Stock-out demand arises when total demand

exceeds shelf inventory and consumers switch to other items. They assume constant

market size and distribute the volume of delisted items according to the market

shares of remaining items. The resulting model optimizes return on inventory and is

solved using simulated annealing heuristic procedures.

Irion et al. (2011) further extend the Corstjens and Doyle’s model. They consider

purchasing costs, interest rates and listing costs. The model chooses integer facings

to optimize profit under shelf space and facing constraints. They propose a piece-

wise linearization technique for approximating the complicated nonlinear model of

shelf space allocation problem that relaxed the non-convex optimization problem

into a linear Mixed Integer Program (MIP). Proposed MIP not only generated near

optimal solutions, but also provided a posteriori error bound to evaluate the quality

of the solution.

Finally, Lim et al. (2004) build on Yang and Chen (1999) model by optimizing

with meta-heuristics. They present two extensions to this model. First, they con-

sider product groupings, where cross-product affinity is modeled as a linear com-

bination of the Yang and Chen (1999) profit function and an additional profit term.

Second, they consider a general nonlinear profit function.

5.2.3 Integrated Shelf Space Allocation and Inventory Planning Models

Although some existing space allocation models (e.g. Borin et al. 1994) use return

on inventory as the objective and take stock-outs into consideration, they do not

explicitly include the conventional inventory control decisions as variables. Urban

(1998) provides the first enhancement with available inventory and replenishment

systems by integrated the inventory control model with the product assortment and

space allocation models. In addition, a greedy search and a genetic algorithm were

developed to resolve the integrated model. Inventory control integration with space

allocation is proposed by Hwang et al. (2005). They optimize order quantity,

facings and shelf positioning using a generalized reduced gradient algorithm and

a genetic algorithm, but exclude assortment decisions.

Abbott and Palekar (2008) develop retail replenishment models considering a

linear function of sale rate to effective shelf space. They determine the optimal

replenishment cycles for products given the costs of restocking and sales effects of

inventory-elastic demand. They present exact and approximate solutions for single-

and multi-product cases by formulating an economic order quantity problem with

time-varying. The model does not optimize assortment and facing because it

requires an initial space assignment as input.

Hariga et al. (2007) develop an integrated model that consider product assort-

ment, self-space allocation, and inventory replenishment problems. The decision

variables are display locations, order quantities and the number of facings in each

display area. The non-linear problem could be solved exactly for a four-item case,
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but requires a heuristic for a larger, practical case. They also omit integer facing

values.

Ramaseshan et al. (2008) determine a heuristic for shelf space allocation,

product assortment, and inventory quantities. Their model uses the generalized

reduced gradient algorithm to generate an approximate solution for up to 14 items.

H€ubner and Kuhn (2011a, b) extend traditional shelf space models by integrating

out-of-assortment substitution effects and replenishment constraints. The proposed

models take into account facing-dependent restocking constraints and manage to

reflect the actual retailers’ replenishment policy. A transformation of the MINLP

into a specialized knapsack problem is proposed and the model is capable of dealing

with large, realistic category sizes with up to 250 items using CPLEX. Furthermore,

the models reflect basic supply levels ensuring appropriate service levels with

limited replenishment capacity.

Tsao et al. (2014), motivated by the significant influence of trade allowance on

the efficiency of shelf- space allocation, develop a model for optimizing category-

level shelf-space management. A multi-player Retailer Stackelberg game is intro-

duced to model the interaction between retailer and manufacturers. With this

framework, a retailer maximizes profit by taking the manufacturers’ trade allow-

ance response into account, which provides a realistic approach of simultaneously

determining the shelf-space and trade promotion decisions under the consideration

of interactions among products. A piecewise linearization method is employed to

reformulate the Mixed Integer Nonlinear Programming (MINLP) problem into a

linear MIP problem for optimal solutions.

6 Conclusions

This paper presented an updated review on topics related to RCM, such as scientific

models that deal with assortment and shelf space planning. The complexity of these

planning tasks has grown tremendously in recent years due to product proliferation

and various consumer choice effects in the retail environment. It is an increasingly

difficult task for category managers to find an effective assortment due to consumer

preferences instability and the exponential number of possible assortments. We

showed that, despite longstanding recognition of its importance, no dominant

methodology for RCM exists and scientific models address only some of the factors

that make assortment and shelf space planning so challenging.

Shelf space allocation models do not clearly and comprehensively address

assortment selection, neglect substitution effects between products and ignore the

stochastic nature of demand. The generally proposed method of handling assort-

ment decisions for non-listed items is to assume no demand (no assortment-based

substitution). Assortment planning models, on the other hand, mostly ignore shelf

space constraints and neglect space depend demand. Even though, the studies have

contributed to various directions, such as supplier selection and purchasing sets of

items, only three studies include limited space constraints. Moreover, none of the
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studies analyzed take into account the space elasticity effects of a higher number of

facings.

In summary, academic models should endeavor to provide more valuable

insights and directions to practitioners for category planning. The industry could

benefit greatly from scientific models that provide insights into which factors

prevail and which have less importance. For example, more empirical work is

needed in understanding the impact of different variables in store choice and

purchasing behavior. Other demand effects based on empirical findings

(e.g. variety perceptions or other marketing variables) must be incorporated in the

future models. Finally, the problems of assortment selection, space allocation,

pricing and replenishment are interrelated. Consequently, in the future the focus

must be on integrated models that reflect these interrelated issues.

In the future, we strongly believe that retailing will continue to evolve as a

wonderful new application domain in Operational Research. Particularly in RCM, it

seems to us that academic research could make a tremendous difference in retailing

by contributing in this area, much as it has done in other areas like finance,

marketing and strategy (K€ok et al. 2009). According to Fisher (2009) “retailing is

an industry in transition from decision making almost exclusively based on art to a

well-balanced blend of art and science”. Retailing will always be a mix of art and

science, with the relative proportions depending on the nature of the product

category. For example, there is a greater tendency for apparel to depend on art

than there is for other categories like food of hardware. Over the last decade, the

amount of science in this mix has been steadily increasing. Many successful

analytic software companies have been emerged, some started with the help of

academics and based on their research. Retailers care most about efficiency and

profitability. So, even though they are by nature suspicious of scientific

implementations, any use of science that can demonstrate a significant improve-

ment in results will get a serious look from them.
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Sauré D, Assaf Z (2013) Optimal dynamic assortment planning with demand learning. Manuf Serv

Oper Manag 15(3):387–404

Shah J, Avittathur B (2007) The retailer multi-item inventory problemwith demand cannibalization

and substitution. Int J Prod Econ 106(1):104–114

Simonson I (1999) The effect of product assortment on buyer preferences44The paper has

benefited from the comments of Ran Kivetz. J Retail 75(3):347–370

Singh P, Groenevelt H, Rudi N (2005) Product variety and supply chain structures. Working Paper,

University of Rochester, Rochester

Sinha A, Sahgal A, Mathur S (2012) Category OptimizerTM: a dynamic-assortment, new-product-

introduction, mix-optimization, and demand-planning system. Mark Sci 32(2):221–228

Sloot LM, Verhoef PC, Franses PH (2005) The impact of brand equity and the hedonic level of

products on consumer stock-out reactions. J Retail 81(1):15–34

Smith SA (2009) Optimizing retail assortments for diverse customer preferences. In: Retail supply

chain management, vol 122. Springer, New York, NY, pp 183–205

Smith SA, Agrawal N (2000) Management of multi-item retail inventory systems with demand

substitution. Oper Res 48:50–64

Talluri K, van Ryzin G (2004) Revenue management under a general discrete choice model of

consumer behavior. Manag Sci 50(1):15–33

Tsao Y-C, Lu J-C, An N, Al-Khayyal F, Lu RW, Han G (2014) Retailer shelf-space management

with trade allowance: a Stackelberg game between retailer and manufacturers. Int J Prod Econ

148:133–144

Urban TL (1998)An inventory-theoretic approach to product assortment and shelf-space allocation.

J Retail 74(1):15–35

Van Ryzin G, Mahajan S (1999) On the relationship between inventory costs and variety benefits

in retail assortments. Manag Sci 45(11):1496–1509

van Woensel T, van Donselaar K, Broekmeulen R, Fransoo J (2007) Consumer responses to shelf

out‐of‐stocks of perishable products. Int J Phys Distrib Logist Manag 37(9):704–718

Verbeke W, Farris PW, Thurik R (2013) Consumer response to the preferred brand out-of-stock

situation. Eur J Mark 32(11/12):1008–1028

Walter CK, Grabner JR (1975) Stockout cost models: empirical tests in a retail situation. J Mark

39(3):56–60

66 M. Karampatsa et al.



Yang M-H (2001) An efficient algorithm to allocate shelf space. Eur J Oper Res 131(1):107–118

Yang MH, Chen WC (1999) Study on shelf space allocation and management. Int J Prod Econ 60:

309–317

Y€ucel E, Karaesmen F, Salman FS, T€urkay M (2009) Optimizing product assortment under

customer-driven demand substitution. Eur J Oper Res 199(3):759–768

Zinn W, Liu PC (2001) Consumer response to retail stockouts. J Bus Logist 22(1):49–71

Zufryden FS (1986) A dynamic programming approach for product selection and supermarket

shelf-space allocation. J Oper Res Soc 37(4):413–422

Retail Category Management: A Review on Assortment and Shelf-Space Planning. . . 67



Cultural and Creative Industries Innovation

Strategies for New Service Development

Using MCDA

Fotis Kitsios, Eleni Champipi, and Evangelos Grigoroudis

Abstract The continuous development of new services is a prerequisite for the

development and prosperity of Museums in today’s competitive environment. So

far, however, limited research effort has been devoted on the development process

of innovative services within cultural and creative industries and particularly

Museums. Given the crucial importance of cultural organisations for the dynamic

cultural and creative industries, this research work aims at studying the develop-

ment of new innovative services in the Museums of Athens and their ability and

capacity to adopt innovation management (i.e., development, organisational, func-

tional and technological aspects of management) as the basic strategy for diversifi-

cation. To achieve this task, a systematic desk-top research took place in order to

identify and analyse models, practices and processes available on the design and

development of new services. Based on the results of this work, a survey was

designed aiming to identify the current status with regards to innovative services

development and innovation management within Athenian Museums. The field-

work was carried out in 62 museums in Athens and investigated the development

process of 184 different services. The analysis was based on data collected via an in

depth structured interview with questionnaires from museum directors knowledge-

able about new service development in their organisation. A multicriteria methodo-

logy was used to examine the potential of a predictive model for successful new

service development projects in the cultural industry.
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1 Introduction

The cultural heritage is understood as a double entity of financial and cultural

capital. It constitutes a tradable commodity, which can be sold to large public

audience groups. As cultural capital, it is connected with both the preservation of

old items and their messages, and also with their contribution to education and

civilisation. As financial capital, cultural heritage contributes to the financial

growth, becomes a central part of local communities and is incorporated in life-

styles that serve a new order of financial things. It also takes part into the develop-

ment of the tourist industry and specific parts of it, such as cultural tourism. The

cultural heritage is used to create directly “saleable” tourist products and to offer

new jobs.

Museums, taking part into the modern cultural industry, have been reformed

both internally, with changes and reclassifications, and externally, in shape and

type. The changes have been made in public organisations, as well as in the private

sector. Museums are considered as non-profitable organisations, where social

targets prevail (education, maintenance, research, etc.). Nevertheless, they have

similarities with organisations whose target is profit, since they follow commercial

and financial targets by offering visitors an alternative activity of “leisure time

industry”.

The commercialisation of museums, especially the public ones, is an issue that is

under criticism from various scientific and also social groups. It is, however,

required from them to be economically viable as private businesses, to adopt

marketing techniques, and to develop an active approach towards the public, both

to their sponsors and their competitors, if they want to “survive” in a period of time

that the public and private resources are constantly disappearing.

The constant development of new services is a prerequisite for the growth and

the welfare of Museums in the modern competitive business environment. For this

reason, it is considered as a complex and difficult work. Until today, the research

work which has been done relating to the development process of new services in

the museums is limited.

Taking into consideration the crucial importance of cultural organisations as a

dynamic cultural industry, the purpose of this research is to study the development

process of new services in Athens Museums and their competence in the adoption

of management of innovation (productive, developmental, organisational, oper-

ational, technological) as a basic strategy of their differentiation.

In this framework, some scholars (Camarero and Garrido 2008, 2009, 2012;

Bakhshi and Throsby 2010; Camison et al. 2009; Barczak et al. 2006; Casta~ner and
Cavotta 2010; Casta~ner 2014) attempted to investigate the financial performance

through the development of new services at Museums (financial results, revenues
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from funding and sponsorships), the impact of organisational size on novelties and

their business management, on the technology and creating value, as well as on the

social performance that a cultural mission achieves. This way they tried to encour-

age cultural institutes to be directed to the market, services and innovation. The

present study, however, is the first empirical research of the success factors in New

Service Development (NSD), studying specifically the cultural and creative indus-

tries, as well as the first one that analyses the innovation process in NSD using

multicriteria methodologies.

The rest of the paper is organised as follows: Section 2 reviews studies of success

factors, which are critical in service innovation, and discusses the relevant empiri-

cal research. Section 3 describes the data and methods used in the analysis, whereas

Sect. 4 presents the obtained results. Finally, Sect. 5 concludes the paper and

proposes some future research directions.

2 Literature Review

Services are a key pillar of the economy of every country today. NSD and service

innovation are key factors for profitability and competitiveness of businesses today.

But several studies indicate the limited research that has been conducted in this

field. These researches are related mainly in financial services and in recent years

researchers focused on tourism, due to its continuous increasing importance. The

academic community and businesses have focused more on these research fields in

recent years.

Studies researchers started from 1980. After investigating service characteristics

which distinguish them from products, researchers turned their attention to identi-

fying the stages necessary to develop successful services and define the success

factors of new and innovative services.

Empirical research on new product development goes back to the 1970s, initially

focusing on factors that influence the success of new tangible products. However,

there are significant differences between products and services that distinguish New

Product Development (NPD) from NSD: lack of tangibility, simultaneous produc-

tion and purchase, variability and corruptibility (Kotler 2000; Reicheld and Sasser

1990). Thus, in later research efforts, the success factors for service development

were approached by separate and specialised studies that used methodologies

varying from direct matched pairs to multivariate tools and techniques.

On the early stages, research on NSD discriminated successful from unsuccess-

ful services (Myers and Marquis 1969; Rothwell et al. 1974), as these two catego-

ries were approached separately from each other. Later researches introduced

control groups that allowed the discrimination between success and failure, as

well as the simultaneous comparison between multiple successful and unsuccessful

services (Cooper and Kleinschmidt 1987; De Brentani 1986; Edgett and Parkinson

1994; Maidique and Zirger 1984). The comparison between success and failure in

services was also the subject of studies that were performed during the 90’s and
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00’s. These particular studies tried to identify the factors that lead to success in

NSD (Flikkema 2008; Van Riel et al. 2004; De Jong and Vermeulen 2003; Buisson

et al. 1997; Martin and Horne 1995). The majority of these studies use standard

statistical methods and multivariate analysis. However, there are very limited

studies that analyse data from cultural and creative industries aiming at a predictive

model and even fewer ones that specialise and focus on Greek industry.

The comparison method has also been used with good results in a number of

studies on new services. For example, Edgett and Parkinson (1994) used it to

compare new service development in British building societies that were registered

and maintained active membership status in the Building Societies Association.

Edgett and Parkinson (1994) used it to compare new service development activities

in UK banks and building societies. In a study of new commercial service compa-

nies Cooper and de Brentani (1991) compared successful and unsuccessful services

in a way similar to the methodology previously used by Cooper (Edgett and

Parkinson 1994; Ernst 2002).

The success of the comparative methodology for tangible new product studies

earlier and for new services later, indicated that this approach would be suitable and

reliable for this study. A useful framework has been provided by these studies for

similar work in a service setting, as each attempt has identified new product

development characteristics that effectively discriminate between successful and

unsuccessful new products (Edgett and Parkinson 1994).

Ottenbacher et al. (2006) applied multivariate statistics techniques (i.e., discri-

minant analysis) and identified that seven factors play a distinctive role in the

outcome of high contact NSD in hospitality services. Also, in another survey he

determined nine factors that promote successful service innovations (Ottenbacher

and Gnoth 2005). In this context, Angelopoulos et al. (2010) suggest a conceptual

model in order to investigate CSF in NSD projects in electronic government. They

connected previous NSD studies with the new digital economy services. The

authors justify and build on the existing literature that advocates the use of CSF

as a tool to study the implementation of these projects (Angelopoulos et al. 2010).

A later study in the hotel sector used a multicriteria methodology (i.e., UTADIS

method) to examine and compare the results with other popular classification

methods, in order to develop a predictive model for NSD success (Kitsios

et al. 2009). The same determinant factors emerged as critical, but the study offered

an improved accuracy in the prediction of the success in future new services, which

was also measured with a Likert-type scale. The criteria, which seemed to have a

lower contribution to the success of NSD, were further examined, in order to

investigate whether an intensive performance in these criteria follows a predictable

behaviour for the NSD result (Kitsios et al. 2013, 2015).

The differentiation strategy approach for Greek museums in order to handle the

demanding business environment is very difficult and must be effective. The

challenge for the museum executives is very significant and nobody wants to be

excluded from such a holistic development that comes upon. Thus, it is important to

examine if it is possible for someone to investigate the development of successful
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new services in museums. It is also important to examine if there are any factors

that are able to discriminate the successful from the unsuccessful new services.

3 Methodology

3.1 Data and Variables

Based on the aforementioned framework, this study extends the use of Multicriteria

Decision Analysis (MCDA) in predicting the success of new services in the Greek

cultural and creative industries. The main purpose of the study is to give insights on

NSD in the museum industry, focusing on the city of Athens.

Examining the descriptive variables that appear in literature and are tested by

trial and error in various studies of development of new services (Cooper 2001; De

Brentani 2001; Cooper and De Brentani 1991; Harrington and Ottenbacher 2010;

Kitsios et al. 2009; Voss et al. 2006; Camarero and Garrido 2009; Kitsios 2005;

2006), a set of variables is identified that are sufficient to describe the phenomenon

of the development of new services in Museums.

Collecting determinant factors of success in NSD defined in Greek and inter-

national literature, a 126-factor questionnaire was formulated and used in inter-

views conducted in 70 different cultural organisations of Athens. There was a

positive response from 62 organisations, 40 out of which were public and 22 private.

The total number of new services, developed and completed by the interviewed

organisations during the last five years was 184, including successes and failures.

Data were collected by direct in depth interviews with the museum managers.

To identify the determinants of success or failure for a new service, 126 variables

were developed and tested in nine categories (company profile, new services

generally, description of new service offered, idea generation sources, activities

for new service development, organisation, resource allocation, market potentiality,

market synergy). First, respondents were asked to select and refer to one new

service. Then, they were asked to indicate the level of quality of performance,

with the way each of the 126 variables reflected the events that occurred during the

NSD process. Success and failure was defined by each respondent in terms of their

own company’s interpretation of whether or not the new service met their success

criteria. The variables were measured using a 5-point Likert-type point scale

anchored at each end with “percentage of 0%—not done” and “100%—completely

done”. This approach produced a more reliable rating than continuous scales

(Churchill 1987). Moreover, a five-point Liker-type scale was adopted for measur-

ing the dependent variable that refers to the new service success or failure. This is

one of the most important advantages of the study, since the majority of previous

researches consider the new service success as a dual dependent variable, ie success

or failure (Kitsios et al. 2009). The adopted larger measurement scale is more
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consistent with practice, while it may significantly improve the accuracy of the

prediction model.

Out of the initial set of 126 variables, 33 were finally selected for the develop-

ment of reliable success/failure prediction models. These were selected with correl-

ation analysis of the variables in the same category; those with the lower correlation

were preferred.

Given the classification of the projects as successful or failures, the objective of

the analysis was to explore the development of a reliable success identification/

prediction model, which aggregates all the relevant information as described by the

selected variables. MCDA methods, often encountered in decision-making situ-

ations, are well-suited for such kind of data. Thus, in this study, a MCDA classifi-

cation methodology, namely the UTADIS method, was employed to implement a

disaggregation approach. The next section describes briefly the employed

multicriteria methodology.

3.2 Multicriteria Methodology

As mentioned earlier in Sect. 3.1, the UTADIS method, which implements a dis-

aggregation approach (Zopounidis and Doumpos 1999; Doumpos and Zopounidis

2002) has been selected for the present study.

The UTADIS method leads to the development of an additive value function that

is used to estimate the expected outcome of each NSD project. The developed

additive function has the following general form:

V xið Þ ¼
Xn
j¼1

wjvj xij
� � 2 0, 1½ � ð1Þ

where xi ¼ xi1; xi2; . . . ; xinð Þ is the description of project i on the set of n evaluation
criteria (i.e., the 25 selected variables), wj is the trade-off constant of criterion j and
vj �ð Þ is the marginal value function of criterion j. The trade-off constants are

non-negative, sum up to 1 and are often interpreted as proxies for the relative

important of the criteria in the mode. On the other hand, the marginal value func-

tions provide a mechanism for decomposing the aggregate result (global value) in

terms of individual assessment at the criterion level. Both the global value V(xi) and
the marginal values are normalized in [0, 1], with higher values associated with

higher likelihood of success.

To avoid the estimation of both the criteria weights and the marginal value

functions, the transformation uj xij
� � ¼ wjvj xij

� �
can be used. This way, the additive

value function (1) is simplified as follows:
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V xið Þ ¼
Xn
j¼1

uj xij
� � ð2Þ

The assignment of a project i into one of the k predefined classes is determined

by comparing its global value V(xi) to the k � 1 thresholds 0 < t1 < t2 < . . . < tk�1

< 1 that distinguish the classes. Thus, a project i is assigned to group ‘ if

t‘ � V xið Þ < t‘�1.

The estimation process for the additive value function and the cut-off thresholds

use a set of data to fit the model (reference set of m projects) using linear

programming techniques. The objective of the method is to develop an optimal

additive model that minimises the classification error for the projects in the refer-

ence set. This is achieved through the solution of the following optimisation

problem:

min
Xm
i¼1

σþi þ σ�i
� �

s:t: :
Xn
j¼1

uj xij
� �þ σþi � t‘ � δ for each project i from class ‘ ¼ 1, . . . , k � 1

Xn
j¼1

uj xij
� �� σ�i � t‘�1 � �δ for each project i from class ‘ ¼ 2, . . . , k

uj xij
� �� uj xi0j

� � � 0 for all j ¼ 1, . . . , n and projects i, i0 with xij � xi0jXn
j¼1

uj xj*
� � ¼ 0,

Xn
j¼1

uj x*j

� �
¼ 1 j ¼ 1, . . . , n

t‘ � t‘þ1 � ε ‘ ¼ 1, . . . , k � 2

σþi , σ
�
i , t‘ � 0 i ¼ 1, . . . , m, ‘ ¼ 1, . . . , k � 1

ð3Þ

where σþi (σ�i ) is the classification error for project i from group ‘ with respect to the
lower (upper) threshold of the group, xj * and x	j denote the anti-ideal and ideal

performances on criterion j, and ε, δ � 0 are user defined constants. With a piece-

wise modelling of the marginal value functions, the above optimization formulation

can be expressed in linear programming form. A detailed description the model and

its properties can be found in the works of Zopounidis and Doumpos (1999) and

Doumpos and Zopounidis (2002).

4 Results

One of the most important results of the UTADIS method refers to the estimation of

the weights of the examined factors. These weights are shown in Table 1 and

represent the overall relative importance or the contribution of a variable in the

new service success/failure.
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Table 1 Estimated weights for the examined variables

Criteria/variables

Weights

(%) Notation

The objectives were expressed as contribution in the final income and/or

profit of the company

2.68 x1

“Good” projects which did not fit with the strategy of the organisation

were dismissed at times

3.03 x2

A systematic effort was pursued by the company for the capture and

collection of new ideas

2.62 x3

The idea was derived from insistence and not from passive search 3.76 x4
Group decision based on informal discussion—not using specific tech-

niques (criteria lists, ranking forms, etc.)

2.58 x5

Individual decision taken informally (not using specific techniques) 2.63 x6
Existed access in secondary published data 3.07 x7
The preliminary assessment of the market and technical needs was well

supported by written evidence (documented)

13.08 x8

Customer opinion of the new product was obtained very early in the

development process

2.74 x9

Official go/kill decision making process was developed after conducting

“business” and economic analyses

2.63 x10

A superficial analysis was made: not formal, approximately guesses and

estimates

2.56 x11

A multi-disciplinary project team was organised with members coming

from different departments of the company in order to support the new

service development project

2.60 x12

The cross-functional team was responsible for the result 2.55 x13
Public opinion assessment was designed 2.57 x14
The new service development period was shortened 2.71 x15
The concept of service underwent numerous revisions throughout the

development process

2.57 x16

During the various stages of the development process, a series of “go /

kill” decisions took place

2.61 x17

Enough time was invested in testing the new service to ensure that all

technologies were working appropriately

2.67 x18

The organisation was certain for planning new service technically—

there were no errors or technical failures

2.65 x19

Training frontline staff for the conception of new ideas 2.78 x20
Developed and shared comprehensive manual with clear instructions for

use and distribution of the new service

2.60 x21

The promotion plan was tested in selected audience segment only 2.55 x22
The promotion plan was tested in selected geographical point 2.81 x23
The costs were reviewed 2.57 x24
Promotion by commercial flyers, web, exhibitions, press conference and

advertisements, but not special promotion or training for the sales force

2.60 x25

Very limited effort was put: nothing really exceptional for the promotion 2.56 x26
A full-scale launch occurred with an identifiable set of marketing activ-

ities specific to this product

2.56 x27

(continued)
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Overall, twelve criteria accounted more than 45% of the total trade-offs. These

criteria are summarised in Table 2. As it can be concluded, criterion x8 is very

significant according to the UTADIS method. The preliminary assessment of the

market and technical needs was well supported with written evidence (documented)

emerged as the most decisive and critical factor in NSD success, having a high

weight in the UTADIS model and a high significance in the final success ratio of

Table 1 (continued)

Criteria/variables

Weights

(%) Notation

There was a high level of awareness within the company where this new

product was being developed

2.69 x28

The various employees who participated in the development of this

service were appropriately qualified for their mission

2.52 x29

Sufficient resources—people, time and money—were committed so that

operational or process activities could be undertaken effectively and on

time

3.03 x30

We knew well the size of the potential market for our product 3.03 x31
The product fitted well with the current image of our company in the

marketplace

2.71 x32

By the time we commercialised our product, we understood our potential

customers’ needs and desires for their product

2.70 x33

Table 2 Criteria account more than 45% of the total trade-offs

Criteria/variables

Weights

(%) N

The preliminary assessment of the market and technical needs was well

supported by written evidence (documented)

13.08 x8

The idea was derived from insistence and not from passive search 3.76 x4
Existed access in secondary published data 3.07 x7
“Good” projects which did not fit with the strategy of the organisation were

dismissed at times

3.03 x2

Sufficient resources—people, time and money—were committed so that

operational or process activities could be undertaken effectively and on time

3.03 x30

We knew well the size of the potential market for our product 3.03 x31
The promotion plan was tested in selected geographical point 2.81 x23
Training frontline staff for the conception of new ideas 2.78 x20
Customer opinion of the new product was obtained very early in the devel-

opment process

2.74 x9

The product fitted well with the current image of our company in the

marketplace

2.71 x32

The new service development period was shortened 2.71 x15
By the time we commercialised our product, we understood our potential

customers’ needs and desires for their product

2.70 x33
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new services. 13.08% of the final service success is guaranteed by forecasting the

service performance, rather than beginning the procedure and organising it step by

step, as the project goes by.

In addition, the following criteria are significant according to the UTADIS

method:

• x4: The idea was derived from insistence and not from passive search,

• x7: Existed access in secondary published data,

• x2: “Good” projects which did not fit with the strategy of the organisation were

dismissed at times,

• x30: Sufficient resources—people, time and money—were committed so that

operational or process activities could be undertaken effectively and on time,

and

• x31: We knew well the size of the potential market for our product

The weights of all these criteria are similar and add 15.92% in the final success

ratio.

Finally, other important criteria include the following:

• x23: The promotion plan was tested in selected geographical point,

• x20: Training frontline staff for the conception of new ideas,

• x9: Customer opinion of the new product was obtained very early in the devel-

opment process,

• x32: The product fitted well with the current image of our company in the

marketplace,

• x15: The new service development period was shortened, and

• x33: By the time we commercialised our product, we understood our potential

customers’ needs and desires for their product emerged also as critical factors.

It is very important to mention that the multicriteria methodology classified the

results with an extremely high accuracy, reaching an 82.06% of correct overall

classification in all categories. This high level accuracy indicates that the multi-

criteria methodology performs quite well for the classification of all the new service

projects. Detailed classification results are given in Table 3.

Finally, the aggregation of the estimated criteria weights into the main factor

categories justifies the aforementioned findings. In particular, as shown in Fig. 1,

the preliminary assessment (e.g., resources and time investment, market target

focus) and the idea generation are the most important dimensions, having an

Table 3 Detailed

classification results (%)
Predicted category

1 2 3 4 5

Actual category 1 0.00 3.80 0.00 0.00 0.00

2 0.00 58.15 0.00 0.00 0.00

3 0.00 0.00 1.63 0.00 0.00

4 0.00 0.00 4.35 22.28 0.00

5 0.00 0.00 2.17 7.61 0.00
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aggregated weight of 13.1% and 6.4%, respectively. Strategy focus is also an

important category of variables affecting the success/failure of new services

(weight 5.7%), while market synergy, sources training, market assessment and

sales testing, systems planning and control, new service development planning, idea

preliminary assessment, organization, business analysis, process, market launch

and project team creation seem to play a less important role but with a weight value

close 5% each.

It would be also very useful to analyse how the studied criteria factors contribute in

the overall success of new services according to their performance level. This can be

examined by the estimatedmarginal value functions resulted by the UTADISmethod.

The value functions of the six most important criteria are presented in Fig. 2.

The curve shape of the value functions indicates the demanding level of the

examined criteria. In particular, a convex form shows a high demanding level, i.e.,

the contribution of this criterion to the new service success/failure is not high,

unless its requirements are greatly fulfilled. The opposite occurs in the case of a

concave form, i.e., the contribution of this criterion to the new service success/

failure is high, even if its requirements are not greatly fulfilled. Based on the results

of Fig. 2, the following should be noted:

(a) The weight of the most important criterion “A preliminary assessment of

technical needs fully supported by written evidence” differs from all the others

and its value function has a different form too. As it can be observed, this

particular criterion plays a very important role in the new service success, only

5.14%

5.16%

5.18%

5.19%

5.21%

5.21%

5.28%

5.32%

5.36%

5.38%

5.41%

5.71%

6.38%

13.08%

0% 3% 6% 9% 12% 15%

Project team creation

Market launch

Process

Busines analysis

Organization

Idea preliminary assessment

Plannig and NSD

Systems plannind and control

Market assessment/Sales testing

Human resources training

Market synergy

Project focus strategy

Idea generation

Preliminary assessment

Fig. 1 Estimated importance for the main factor categories

Cultural and Creative Industries Innovation Strategies for New Service. . . 79



0.00
0.05

0.89
0.94 1.00

0.00

0.20

0.40

0.60

0.80

1.00

Not done (0%) Almost not

done (25%)

Partially done

(50%)

Almost done

(75%)

Completely

done (100%)

A preliminary assessement of technical needs
fully supported by written evidence

0.00

0.20

0.36

0.84
1.00

0.00

0.20

0.40

0.60

0.80

1.00

Not done (0%) Almost not

done (25%)

Partially done

(50%)

Almost done

(75%)

Completely

done (100%)

The idea derive from insistence and not from 
passive search

0.00

0.36

0.56

0.76

1.00

0.00

0.20

0.40

0.60

0.80

1.00

Not done (0%) Almost not

done (25%)

Partially done

(50%)

Almost done

(75%)

Completely

done (100%)

Existed access to secondary published data

Fig. 2 Value functions (normalized) for the most important criteria

80 F. Kitsios et al.



0.00

0.20

0.59

0.79
1.00

0.00

0.20

0.40

0.60

0.80

1.00

Not done (0%) Almost not

done (25%)

Partially done

(50%)

Almost done

(75%)

Completely

done (100%)

"Good" projects that did not fit with the 
strategy of the organization have been rejected

0.00

0.20

0.40

0.80
1.00

0.00

0.20

0.40

0.60

0.80

1.00

Not done (0%) Almost not

done (25%)

Partially done

(50%)

Almost done

(75%)

Completely

done (100%)

Sufficient resources are committed for effective 
and on time operational/process activities

0.00

0.20

0.56

0.80
1.00

0.00

0.20

0.40

0.60

0.80

1.00

Not done (0%) Almost not

done (25%)

Partially done

(50%)

Almost done

(75%)

Completely

done (100%)

Knowledge of the size of the potential market 
for the product/service

Fig. 2 (continued)

Cultural and Creative Industries Innovation Strategies for New Service. . . 81



if it is partially, almost or completely fulfilled (i.e., their performance should be

greater than 50%).

(b) The other criteria seem to have the same weights and their demanding levels are

similar. In particular, the “The idea derive from insistence and no from passive

search”, “Existed access in secondary published data”, “"Good" projects which

did not fit with the strategy of the organization have dismissed at times”,

“Sufficient resources—people, time and money—are committed so that oper-

ational or process activities can be undertaken effectively and on time” and

“We knew well the size of the potential market for our product”, appear to have

a neutral demanding level, i.e., the larger their performance, the grater their

impact to the new service success.

5 Conclusions

The main aim of this study is to highlight the NSD procedure in cultural and

creative industries especially in Athens museums and to give an insight of how

museums managers undertake the necessary activities in order to ensure that the

new services are successful and profitable. The predictive model that was eventu-

ally developed can accurately distinguish success and failure cases of new services,

setting relative weights for each one of the factors that have emerged as critical.

Thus, there is a clear and important implication that there is correlation between the

development procedure and the eventual success or failure of a new service.

The overriding finding of the investigation is that new product success is closely

linked to what activities are carried out in the new services process, how well they

are executed, and the completeness of the process. That is, people and not solely the

nature of the market, the type of technology, or even the synergy or fit between the

project and the organisation-doing tasks and, most importantly, people doing them

well, contribute strongly to new services success.

Having as main focus the museums services sector in Athens, the overall

findings of this study could trigger a comparison with other countries that may be

considered as the main competitors of the Greek cultural sector. They could also

raise questions of whether the findings can be generalised and used in other sectors

of the cultural and creative industries or in the service industries, in general. Finally,

a cross-time comparison and application of the new service success model would be

an interesting and much needed scientific challenge. Innovation is a necessity for

both private and public organisations. Especially in times of crisis, like the current

one, the implementation of innovative policies is a key factor for strengthening the

position of the cultural organisations. Apparently, two approaches are offered to the

cultural organisations to follow: (i) an operational approach based on the market

orientation, and (ii) a cultural approach based on the orientation of growth of the

achieved services.
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Fostering a Competitive Differentiation

Strategy for Sustainable Organizational

Performance

Dimitrios Mitroulis and Fotis Kitsios

Abstract Market orientation has always been a critical factor of creating useful

business knowledge. As a result, this kind of information is crucial for creating

dynamic innovation capabilities. Knowing and affiliating that to their strategy,

firms could be able to differentiate easily from their competitors. Having taken

into consideration the above framework, they are led to better organizational

performance. The only way to achieve such a project is to be always up-to-date

and proactive. Added value, competitive advantage, customers’ satisfaction are

some of the missions that a business should be able to accomplish. The purpose

of this research is to present how SMEs’ could adjust their strategy depending on

their customer and competitors’ orientation, innovation capabilities so that organi-

zational performance could be achieved. Differentiation is a weapon which is

difficult to use successfully. Most of the researches have shown the importance of

innovativeness and performance. However, this research is going to show how

differentiation and competitive innovation strategy could affect the organizational

performance, not only financially but also non-financially.

Keywords Market orientation • Innovation management • Differentiation

strategy • Competitive advantage • Organizational performance

1 Introduction

Being competitive is a crucial capability of today’s organizations. Successful

innovation management appears to be a catalyst in their growth. How could a

firm achieve competitive advantage without being competitive? Market orientation

is the answer. According to Avlonitis and Gounaris (1999), customer satisfaction is

very important for the firms’ actions and strategic moves. Moreover, market

orientation is always useful due to offering information that could help firms be
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competitive (Salavou et al. 2004). The latest researches about market orientation

argue that customer satisfaction and proactive market orientation are, in fact, the

keys to sustainable competitive advantage. Customers always seek for added value.

Firm’s mission is to make it a long-term dynamic capability. In order to survive,

organizations should be able to innovate. This could be achieved on by creating

dynamic capabilities, on which innovation process could be based (Yang 2011;

Jiménez-Jiménez et al. 2008). Business capabilities have a significantly sensitive

connection with the generation of market oriented knowledge. This could lead firms

to differentiate from their competitors and achieve superior competitive advantage.

It is very important to quickly overcome as many competition obstacles as possible,

so that they get a high percentage of loyalty and market share. However, it is of

great importance to disseminate the generated knowledge among the inside units

and employees of the organization, generating a constantly reactive system of

adapting in every change of its environment.

Firms try to wield their best efforts for achieving profits that make possible their

survival, the covering of their expenses and the maximization of their values

(Kumar et al. 2011; Jiménez-Jiménez and Sanz-Valle 2011; Salavou et al. 2004;

Erdil et al. 2004; Wong 2013). Hence, it is vital that managers identify and

understand strategic orientations, for instance market orientation, to make firms

likely to achieve competitive advantage that leads to superior organizational per-

formance. Innovation enhances the organizational capability to face the uncertainty

and turbulence. Firms could seek new opportunities and exploit the existing ones

more efficiently (Gunday et al. 2011; Salavou et al. 2004; Han et al. 1998; Avlonitis

and Gounaris 1999; Jiménez-Jiménez et al. 2008; Yang 2011; Tidd 2001; Cepeda

and Vera 2007; Avlonitis et al. 2001; Jiménez-Jiménez and Sanz-Valle 2011;

Kumar et al. 2011). Moreover, innovation is also comprised the key factor of

creating and sustaining of competitive advantages, which as a result leads to the

expansion of the organizational performance. Being innovative is related to flexi-

bility. Flexibility facilitates firms to find easier to adapt to their environment,

enabling them to leverage opportunities better than their competitors. In order to

succeed within a competitive environment, firms ought to be more innovative.

Firms must be up-to-date of the changes that continuously appear in the market.

This involves staying oriented to their customers, adopting a market orientation

strategy (Laforet 2009). The ultimate target of developing a market orientation

strategy deals with enhancing organizations with innovativeness and performance.

Market orientation is major for organizations to be competitive in the global

market. Responding to the constantly changing customers needs and service, firms

have to make sure that they provide sufficient services to their customers. Market

orientation is supposed to be an organizational culture that assist firms achieve

sustainable competitive advantage via creating superior customer value (Narver

and Slater 1990; Han et al. 1998). Customer needs change rapidly. Therefore,

market orientation requires a clear understanding of present and future demand

dynamics of targeted customers. Strategic orientations such as customer and com-

petitor orientation, are really important for competitive advantages (Sørensen 2009;

Zhou et al. 2005; Slater and Narver 1994; Jiménez-Jiménez et al. 2008). Linking
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market orientation to organizational performance, there is a well-based relationship

in the literature, due to showing market orientation as a crucial success factor for

organizational performance (Tsiotsou and Vlachopoulou 2011). As a result, the

critical success of any company lies within the its ability to serve its customers.

These leads firms to the adoption of more market-based strategies (e.g. market

orientation) to improve its performance (Li and Zhou 2010; Hooley et al. 2003).

Even though a significant amount of studies on market orientation, competitive

advantage and organizational performance could be found in the marketing litera-

ture, few researches have been investigating the relationship among customer

orientation, innovation differentiation and organizational performance. It is vital

managers to realize and measure the impact of customer orientation on organiza-

tional performance via innovation management. Additionally, a business creating

useful dynamic capabilities for the improvement of the organizational performance

could achieve sustainability and competitive advantage. The importance of “Mar-

ket orientation-Innovation management-Organizational performance” chain and its

advantages on implementing a differentiation strategy could be crucial for today’s
management.

The major purpose of this study is to explore the relationship between market

orientation, innovation management and organizational performance. The research

questions of this study are: What is the importance of utilizing market oriented

knowledge through innovation management to achieve superior competitive advan-

tage that leads to greater organizational performance? In the rest of the discussion,

this paper reviews the theoretical background and theories following a certain

methodology. This is followed by a detailed questionnaire created according to

the discussed literature. The questionnaire and the scales that are developed, could

lead to a successful future research. Finally, the paper presents the discussions on

the findings and academic and managerial implications.

2 Literature Review

Following the framework presented in Fig. 1, this study points out the problem of

improving the organizational performance via utilizing market orientation and

fostering innovation management as a process of creating a sustainable competitive

advantage and generally, sustainable performance. Additionally, this research is

based on Webster and Watson (2002) proposed research methodology. In order to

create a complete literature review, which is concept-centric, there should be an

appropriate organizing framework. These requirements are satisfied by presenting

the main concept of the research, setting some helpful definitions and moreover

organizing a systematic search among the relevant published papers. Analyzing and

categorizing the results of the literature research, we try to increase the knowledge

of the subject, leading to the evaluation of the results. Finally, the results are

explained. In this section, a review of the found germane literature is resented.
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2.1 Identifying and Choosing the Relevant Publications

The published work concerning the concept of this study was found by research

among a variety of articles in “Google scholar”, “Scopus”, “Science Direct” and

“Web of Science”. In order to find out the appropriate and most relevant published

work, key-words and some of their combinations have been used: “organizational

performance”, “innovation management”, “market orientation”. Gathering all the

related published researches, we reached a number of 2,003 publications. However,

it was not possible to use all of them due to not being in the same direction with this

research. In this manner, the most interesting and relevant published works have

been chosen. The abstracts of all the chosen publications were read and categorized

according to their concepts. Some of them were rejected due to not fulfilling some

certain criteria. Moreover, some were chosen from the references of some articles,

as they were really helpful. On the other hand, a large number of publications were

rejected due to not being available as a full text. The remaining articles were read

and analyzed. The final selection of the articles that have been used in the literature

review was done following some criteria:

• The article should be in English.

• The article should be in a peer-viewed journal or conference proceedings

or book.

• The article should cover business topics.

Applying the above mentioned filters, the titles and abstracts of the publications

were scanned for the above mentioned key words and categorized according to their

relevance. Unfortunately, full texts could not be accessed for all of the selected

papers, reducing the sample of the used references. In line with review of the

publications, the introductions, the discussions and conclusions of all remaining

Identify 
the 
problem

Search for 
the 
appropriate 
literature

Select the 
appropriate 
literature, 
define 
methodology, 
definitions, 
concept and 
objectives

Analyze, 
categorize and 
evaluate the 
results

Present the 
results

Fig. 1 Framework of the research methodology
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articles were examined, leading to the exclusion of more articles. The citations of the

remaining articles were then reviewed, identifying another a number of potentially

relevant researches, some of which could not be accessible. All over again, intro-

ductions, discussions, and conclusions were examined and irrelevant articles were

excluded as they did not cover issues related to the appropriate concept. The rest

publications were reviewed based on the full text leading to some more exclusions.

The rest were analyzed and categorized according to their concept. However, only

the proper papers were qualified to be used in the literature review (Fig. 2).

The final number of the used references is 120, all of which were accepted by the

above criteria. These papers were studied, categorized and analyzed, giving the

result written below. The researches were categorized according to the central

variables of this research study. Each reference focuses either on the variables or

the relationship between them. Specifically, the major elements that are discussed

in this research are the following:

• Market orientation

• Innovation management

• Competitive differentiation strategy

• Organizational performance

2,003 • Potentially relevant articles

1,238 • Exclusion based on abstracts

765 • Articles for further review

162 • Full text not accessible

603 • Articles for further review

198 • Exclusion after review of introduction, discussions and conclusion

405 • Articles for further review

53 • Back referencing

16 • Full text not accessible

18 • Exclusion after review of introduction, discussions and conclusion

424 • Articles for further review

305 • Exclusion based on full texts

119 • Final articles selection

Fig. 2 Article selection process (Bondarouk and Friebe 2014)
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2.2 Results of Research

See Tables 1, 2 and 3.

2.3 Theoretical Background

2.3.1 Market Orientation

Firms try to become more market-oriented and customer-driven in order to create

and offer superior customer added value, anticipating greater customer satisfaction

and loyalty in the longer term (Hult 2011). Market orientation and its importance in

the superior customer value and organizational performance has inspired a rich

literature in marketing research studies (Kohli and Jaworski 1990; Narver and

Slater 1990; Kohli et al. 1993; Slater and Narver 1994; Jaworski and Kohli 1996;

Avlonitis and Gounaris 1997, 1999; Han et al. 1998; Cavera et al. 2001; Tomášková

2009; Hult 2011). It seems to be one of the hottest research methods founded on

marketing conceptions and marketing management. In the early 90s of the twenti-

eth century Kohli and Jaworski and Narver and Slater re constructed the idea of

market orientation. It is supposed to be a method to redound a more effective

management of organizations. This idea was osculated by many researchers among

these years. These studies implicated definitions of market orientation, force of

market orientation on business performance, implementation of market orientation

into management of organizations and methods for measuring market orientation.

Additionally, it is well related to organizational innovation and innovation man-

agement (Han et al. 1998). A wide range of methods have been stated in the

previous years, but most of these methods include the knowledge of Kohli and

Jaworski (MARKOR) and Narver and Slater (MKTOR).

Narver and Slater (1990) occupied customers orientation, competitors orienta-

tion and interfunctional co-ordination, as behavioral component, in addition to

decisions components such as endurance and profitability. It relates two stakeholder

orientation, referring to customers and competitors (Hooley et al. 2003; Kumar and

Subramanian 2000; Dawes 2000; Farrelly and Quester (2003); Pumphrey 2004; Liu

1995). Measurement of market orientation includes marketing activities, the devel-

opment of new products, marketing plan, segmentation, management activities,

marketing research. Deng and Dart (1999) additionally introduced performance

orientation in market orientation research. Gima (1995) implemented market per-

formance in market orientation based on collecting market information, developing

a market-oriented strategy and responding to customers, related to customers

orientation and competitors orientation. Moreover, organizational prosperity was
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Table 1 Market orientation authors and components

Authors Components of market orientation

Kohli and Jaworski 1990;Vazquez et al. 2002;

Farrelly and Quester 2003; Han et al. 1998;

Kohli et al. 1993; Jaworski and Kohli 1996

• Gaining information,

• Information dissemination,

• Information response

Narver and Slater 1990; Harris and Ogbonna

2001; Kumar and Subramanian 2000; Slater and

Narver 1994; Mitroulis and Kitsios 2014

• Customer orientation,

• Competitor orientation,

• Interfunctional co-ordination

Liu 1995; Avlonitis and Gounaris 1997 • Interfunctional co-ordination,

• Customer orientation

Deng and Dart (1999) • Customer orientation

• Competitor orientation

• Interfunctional co-ordination

• Profit orientation

Gima 1995 • Gaining of information

• Strategy developing

• Implementation of market orientation

(All customer oriented)

Fritz 1996; Deshpande and Farley 1998; Hajjat

2002

• Customer orientation

Lado et al. 1998 • Gaining information and analysis: (Cus-

tomer, Distributor Competitor, Environ-

ment)

• Interfunctional co-ordination and strategy:

(Customer, Competitor, Environment)

Farrell and Oczkowski 2002; Dawes 2000; Far-

rell 2002; Varela and Rio 2003

• Gaining information

(Customer, competitor, interfunctional

co-operation)

• Information dissemination

(Customer, competitor, interfunctional

co-operation)

• Response on the information

(Customer, competitor, interfunctional

co-operation)

Avlonitis and Gounaris 1999 • Interfunctional co-ordination

• Competitor orientation

Cadogan et al. 1999; Gray et al. 1998 • Gaining information

• Information dissemination

• Information response

• Profit orientation

• Orientation on some components of external

environment

Akimova 2000 • Competitor advantage orientation

• Response to hostility environment

Harrison-Walker 2001; Hooley et al. 2003 • Competitor orientation

(Gaining information, information dissem-

ination, interpretation and response)

• Customer orientation (Gaining information,

information dissemination, interpretation

and response)

• Business performance orientation

(continued)
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introduced connected to customer orientation (Fritz 1996; Deshpande and Farley

1998; Hajjat 2002). Deshpande and Farley (1998) focused on customers’ no

expressed wishes, identifying firms as a service to customers and management in

the sense of long-term customers, in the concept of customer orientation. Lado

et al. (1998) developed a different perception of market orientation as a degree of

using information about stakeholders (i.e., end customers, distributors, competitors

and environment), implementations on strategic activities, interfunctional coordi-

nation and response to gaining information about them. Gray et al. (1998)

implemented response and profit as parts of market orientation components.

The process of defending market share, success of new products, sells improve-

ment, customer loyalty, return of investments and performance related market

orientation, costs, market turbulence, competitors’ ability, technology turbulence,

customers’ ability, market growth, size of the market, entrance barriers and sup-

pliers’ ability were also discussed as concepts of market orientation (Oczkowski

and Farrell 1998; Cadogan et al. 1999). Avlonitis and Gounaris (1999) dealt with

the definition of marketing orientation supposing that market orientation is the same

as marketing orientation. They analyzed interfunctional coordination including the

approach of risk management, centralization, formalization and moderation of

competition (Avlonitis and Gounaris 1997). Akimova (2000) assessed market

orientation from the view of gaining competitive advantages, responding to

unfriendly environment and performance (Akimova 2000; Helfert et al. 2002).

Dawes (2000) highlights the analysis of customer, analysis of customer response,

competitors’ orientation and information dissemination. Harrison-Walker (2001)

Table 1 (continued)

Authors Components of market orientation

Helfert et al. 2002 • Customer orientation

• Profit orientation

• Interfunctional co-ordination

• Gaining information

Pulendran et al. 2003 • General aspect

• Politic aspect

• Interaction aspect

• Business performance orientation

Bigne et al. 2004; Tomášková 2009; Hult 2011;

Sørensen 2009; Zhou et al. 2005; Tsiotsou and

Vlachopoulou 2011; Panigyrakis and

Theodoridis 2007; Narver et al. 2004; Li and

Zhou 2010; Salavou et al. 2004; Zolfagharian

2010; Liao et al. 2011; Raju et al. 2011;

Haugland, et al. 2007; Megicks and Warnaby

2008; Ramaseshan et al. 2002; Wood

et al. 2000; Lonial et al. 2008; Pumphrey 2004

• Competitor orientation

(Gaining information, information dissem-

ination, interpretation and utilization)

• End-customer orientation

(Gaining information, information dissem-

ination, interpretation and utilization)

• Distributor orientation

• Orientation on some components of external

environment

• Interfunctional coordination
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include competition orientation, customer orientation and business performance

stating it as a process of gaining information, information dissemination, interpre-

tation the information and utilization the information (Farrelly and Quester 2003;

Varela and Rio 2003; Vazquez et al. 2002). Pulendran et al. (2003) showed market

orientation as dependent on marketing plans such as general perspective, rational

perspective, political perspective and interactional perspective and interfunctional

Table 2 Innovation management authors and components

Authors Components of innovation management

Gunday et al. 2011; Jiménez-Jiménez

et al. 2008; Salavou et al. 2004; Yang 2011;

Damanpour 1996; Damanpour and Evan 1984;

Laforet 2009; Damanpour and Schneider 2006;

Leal-Rodrı́guez et al. 2014; Nasution

et al. 2011; Kitsios et al. 2009; Naidoo 2010;

Damanpour et al. 1989; Keskin 2006; Low

et al. 2007; Matear et al. 2002; Dibrell

et al. 2011; Sondergaard 2005; Aldas-Manzano

et al. 2005; Mavondo et al. 2005; Tajeddini

et al. 2006; Kim and Pennings 2009; Sandvik

and Sandvik 2003; Roberts 1999; Thornhill

2006; Brown and Eisenhard 1995; Kitsios and

Sindakis 2014; Caves and Ghemawat 1992;

Mitroulis and Kitsios 2014; Damanpour &

Gopalakrishnan 1998; Wolfe 1994; Baker and

Sinkula 2002; Balkin et al. 2000; Lyon and

Ferrier 2002; Weerawardenaa and O’Cassb
2004

• Organizational innovation (Administrative

innovation, product/service innovation,

process innovation, etc.)

Jiménez-Jiménez et al. 2008; Salavou

et al. 2004; Yang 2011; Damanpour 1996;

Damanpour and Schneider 2006; Leal-

Rodrı́guez et al. 2014; Matear et al. 2002;

Dibrell et al. 2011; Aldas-Manzano et al. 2005;

Mavondo et al. 2005; Tajeddini et al. 2006;;

Sandvik and Sandvik 2003; Mitroulis and

Kitsios 2014; Weerawardenaa and O’Cassb
2004

• Acquisition, dissemination and use of new

knowledge (Utilizing market-oriented

inflows)

Gunday et al. 2011; Salavou et al. 2004; Han

et al. 1998; Avlonitis and Gounaris 1999;

Jiménez-Jiménez et al. 2008; Yang 2011; Tidd

2001; Cepeda and Vera 2007; Avlonitis

et al. 2001; Jiménez-Jiménez and Sanz-Valle

2011; Kumar et al. 2011; Damanpour and

Schneider 2006; Leal-Rodrı́guez et al. 2014;

Mavondo et al. 2005; Tajeddini et al. 2006; Kim

and Pennings 2009; Sandvik and Sandvik 2003

• Capabilities (Management of the resources

creating unique abilities for the

organization)

Porter 1980; Jiménez-Jiménez and Sanz-Valle

2011; Kumar et al. 2011; Tajeddini et al. 2006;

Mitroulis and Kitsios 2014; Kim and Pennings

2009

• Differentiation (Offering superior, different

and unique product/service to the

customers)
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coordination. Bigne et al. (2004) argued that price policy, market tendency, seg-

ments identification, new products success, stimulation for including the changes to

the strategy and fluently information between customers and companies in market,

are really critical factors of being market-oriented. Customer orientation, compet-

itor orientation and interfunctional coordination are the mostly used components in

the literature. Furthermore, it seems that market orientation is well related to

organizational performance. However, business performance is not a component

of market orientation, it is one of its consequences.

Market orientation is an important factor of creating and delivering superior

customer value and improvement of organizational performance. Considering the

fact that customer needs change rapidly, a market orientation claims the under-

standing of both the present and future demand dynamism of target customers. The

market orientation dimensions (i.e., customer and competitor orientation), seem to

be two crucial strategic orientations of achieving a competitive advantage

(Sørensen 2009; Zhou et al. 2005; Slater and Narver 1994; Dawes 2000). Market

orientation forms a primary success factor for organizational performance (Tsiotsou

and Vlachopoulou 2011; Panigyrakis and Theodoridis 2007; Narver et al. 2004;

Raju et al. 2011). Moreover, it enhances a firm’s performance, providing differen-

tiation and cost advantages (Li and Zhou 2010; Salavou et al. 2004; Zolfagharian

2010). Therefore, market orientation affects performance measures and impacts a

number of different levels of organizational performance (Liao et al. 2011).

2.3.2 Innovation Management

Apart from market orientation and its rich knowledge enhancement, organizations

should have a constantly running routine called innovation management. If firms

want to survive, they should be market driven. However, if firms want to succeed,

they should be innovative. Organizational innovation is a means of response to the

market. Organizational innovation is influenced by the market orientation. Jiménez-

Jiménez et al. (2008) mention that innovation is the organization’s means of

Table 3 Organizational performance authors and components

Authors

Components of organizational

performance

Ferraresi et al. 2012; Hassim et al. 2011; Teece 2007; Erdil

et al. 2004; Herath and Mahmood 2013; Al-alak and Tarabieh

2011; Kotler 2010; Gunday et al. 2011; Salavou et al. 2004;

Mitroulis and Kitsios 2014; Han et al. 1998; Jiménez-Jiménez

et al. 2008; Li and Zhou 2010; Zhou et al. 2009; Sindakis and

Kitsios 2014; Cano et al. 2004; Wong 2013; Damanpour and

Schneider 2006; Matear et al. 2002; Mavondo et al. 2005; Kim

and Pennings 2009; Sandvik and Sandvik 2003; Raju

et al. 2011; Haugland et al. 2007; Megicks and Warnaby 2008;

Ramaseshan et al. 2002; Wood et al. 2000; Lonial et al. 2008;

Porter 2004

• Customer satisfaction and
market performance

• Financial performance
• Innovation performance
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response to the market. Additionally, innovation has to be developed and executed

as an internal part of the business strategy (Gelard and Emamisaleh 2014). In

addition, they support the importance of innovation to the organizational perfor-

mance, indicating that it should be followed by the appropriate action plan. Market

orientation has been proven to influence the firm’s innovation management

(Jaworski and Kholi 1993; Dibrell et al. 2011; Nasution et al. 2011; Naidoo

2010). Additionally, innovation influences organizational performance

(Damanpour and Evan 1984; Damanpour et al. 1989; Naidoo 2010).

Innovation is not only restricted to innovations on products or services but also

includes ways of improving management (Tajeddini et al. 2006; Naidoo 2010;

Kitsios et al. 2015a, b). Successful innovations endow firms with a competitive

edge in changing environment (Kim and Pennings 2009). According to Damanpour

and Evan (1984), innovation is vital for coping with environmental changes or

launching changes within the firm. Therefore, firms should develop and/or intro-

duce their new organizational applications by successfully integrating technical

changes (product, process or organizational innovation or the operationalization of

a service) or administrative innovation (related to procedural, structural or authority

tasks), in order to advance their level of goal success (Damanpour et al. 1989;

Damanpour and Evan 1984). Han et al. (1998) and Mavondo et al. (2005) conclude

that market-oriented firms are essentially more innovative, leading to their better

organizational performance. This conclusion is explained by the fact that is com-

posed by three major components which are intelligence generation, dissemination

and response related to environmental changes (Jaworski and Kholi 1993; Kohli

and Jaworski 1990; Jiménez-Jiménez et al. 2008). Therefore, firms are obliged to

facilitate the necessary organizational, process and product, innovations to meet the

continuous changes of the increasingly inconsistent competitive environment so as

to meet present and future needs, identified by market intelligence. Dibrell

et al. (2011), who refer to the same situation but on the three components of market

orientation from Narver and Slater (1990). A market orientation philosophy aims at

meeting customer constantly changing needs, therefore, organizations have to be

innovative in order to be more flourishing in the market. Market-oriented compa-

nies tend to satisfy current and future customers and are able to use their customer

and competitors’ knowledge in order to change products and processes, meet

customer’s requests, develop new products and identify potential new customers

(Dibrell et al. 2011; Salavou et al. 2004). Liao et al. (2011) and Aldas-Manzano

et al. (2005) argue a positive relationship between market orientation and organi-

zational innovation.

Both industrial and service sector provides reach literature of the relationship

between market orientation and innovation. Sondergaard (2005) states that market

orientation positively influences the development of new products in industries.

Dibrell et al. (2011) reveals the importance of product innovation which influences

market orientation in industries. Matear et al. (2002), analyzing service firms,

examined the mediating effect of innovation in the relationship of market orienta-

tion and organizational performance. Furthermore, Laforet (2009) indicates that

high-tech organizations advantage most from greater market orientation, when they
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are compared to low-tech organizations. Low et al. (2007), examining small and

medium enterprises, indicate that innovation is positively correlated to market

orientation. Keskin (2006) concludes that market orientation, whether of industrial

or services firms, has a direct impact on their innovation.

Market orientation has been widely related with innovation and its outcomes. A

variety of research studies expose a positive impact of market orientation on new

products/service development specifically at the early stages of the product life

cycle (Kohli and Jaworski 1990; Vazquez et al. 2002; Farrelly and Quester 2003;

Kohli et al. 1993; Jaworski and Kohli 1996; Liu 1995; Narver and Slater 1990;

Kumar and Subramanian 2000; Slater and Narver 1994; Gima 1995; Farrell and

Oczkowski 2002; Avlonitis and Gounaris 1999; Akimova 2000; Dawes 2000;

Farrell 2002; Varela and Rio 2003; Bigne et al. 2004; Laforet 2009). The organi-

zational innovation process is to extensively depended on the amount of informa-

tion gained in the market. Firms needs to be market-oriented in order to be aware of

the changes in the customers’ needs and behaviours, and watchfully monitor

competitors’ and suppliers’ behaviors (Kohli and Jaworski 1990; Vazquez

et al. 2002; Farrelly and Quester 2003; Kohli et al. 1993; Narver and Slater 1990;

Kumar and Subramanian 2000; Slater and Narver 1994; Avlonitis and Gounaris

1997). A very rich literature supports the impact of market orientation on firm’s
innovativeness both in service and manufacturing companies (Gunday et al. 2011;

Salavou et al. 2004; Han et al. 1998; Avlonitis and Gounaris 1999; Jiménez-

Jiménez et al. 2008; Yang 2011; Tidd 2001; Cepeda and Vera 2007; Avlonitis

et al. 2001; Jiménez-Jiménez and Sanz-Valle 2011; Kumar et al. 2011). Innovative

firms are likely to be more efficient, achieving higher performance, and ensuring

their survival (Damanpour and Schneider 2006; Leal-Rodrı́guez et al. 2014; Kitsios

et al. 2009). Organizations that promote creativity and innovation are more likely to

identify and attract opportunities that might lead to better results. Innovation always

include a certain degree of risk and its success is never guaranteed. Most research

studies hypothesize the existence of a positive relationship between innovation and

performance (Ferraresi et al. 2012; Hassim et al. 2011; Teece 2007; Erdil

et al. 2004; Herath and Mahmood 2013; Al-alak and Tarabieh 2011; Kotler 2010;

Gunday et al. 2011; Salavou et al. 2004; Han et al. 1998; Jiménez-Jiménez

et al. 2008; Li and Zhou 2010; Zhou et al. 2009; Cano et al. 2004; Wong 2013).

An innovative approach enables firms to deal with a turbulent and dynamic

environment, helping them to achieve and sustain long-term competitive advan-

tages (Leal-Rodrı́guez et al. 2014; Mitroulis and Kitsios 2014; Salavou et al. 2004;

Han et al. 1998; Jiménez-Jiménez et al. 2008).

Creating innovation capabilities and giving emphasis to every innovation type

(organizational, administrative, process, production, technical and marketing inno-

vation) is going to make a successful introduction of competitive advantage.

Competition is the force of innovation (Salavou et al. 2004). Innovation manage-

ment is the means of creating innovation capabilities (Salavou et al. 2004; Han

et al. 1998; Avlonitis and Gounaris 1997; Jiménez-Jiménez et al. 2008). Innovation

management process, includes acquisition, dissemination, and use of new knowl-

edge (Jiménez-Jiménez et al. 2008; Salavou et al. 2004; Kitsios and Sindakis 2014;
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Yang 2011; Damanpour 1996; Kitsios et al. 2015a, b; Mitroulis and Kitsios 2015).

Every innovation type (administrative process, production, technical and marketing

innovation) must be managed in the appropriate way so that the organization could

enrich its capabilities (Gunday et al. 2011). Innovation management is the process

of creating innovation capabilities (Salavou et al. 2004; Han et al. 1998; Avlonitis

and Gounaris 1999; Jiménez-Jiménez et al. 2008; Yang 2011; Tidd 2001; Kitsios

et al. 2009). In fact, innovation capabilities are the foundation of competitive

advantage, combining new resources and information (Cepeda and Vera 2007;

Avlonitis et al. 2001; Erdil et al. 2004; Jiménez-Jiménez and Sanz-Valle 2011;

Kitsios and Sindakis 2014; Kumar et al. 2011). Differentiation is about offering

superior, different and unique product/service to the customers. Organizations

which adopt differentiation usually charge a higher price for their offerings than

their competitors because of the unique features that they offer (Porter 1980).

Finally, as Damanpour and Evan (1984) have proven, innovation improves the

organization’s outcome.

2.3.3 Organizational Performance

Organizational performance is a very crucial factor for a successful business. It

depends on customer satisfaction, financial, market and innovation performance.

The measurement of performance deals with market share, sales of new products,

the rates of return on investment and evaluation of internal factors such as opera-

tional improvements (Ferraresi et al. 2012; Hassim et al. 2011, 2011; Teece 2007;

Erdil et al. 2004; Herath and Mahmood 2013; Mitroulis and Kitsios 2014).

Researchers have approached differently the measurement of business perfor-

mance. Two basic approaches of business performance measurement have been

applied, concluding the distinction of two categories: subjective and objective

measures. Most objective measures are based on financial data, reports and infor-

mation which, on the other hand, may be subjectively constructed. Obtaining

objective data is hard to gain which leads to the use of subjective measures (Cano

et al. 2004; Hooley et al. 2003) Managers are usually very busy and there is a risk

that the questions, concerning organizational performance, might not be answered

and managers may be reluctant to provide exact numerical values of analyzed

indicators. It might be impossible to compare organizations of dissimilar sizes,

operating in different industries, using different financial standards and defining

their markets in diverse ways (Avlonitis and Gounaris 1997; Hooley et al. 2003).

Market orientation and organizational performance seems to be an important

research area, regarding market orientation studies. Narver and Slater (1990) were

the first who empirically verified the effects of market orientation on organizational

performance, focusing fully on this relationship. Ramaseshan et al. (2002) also

conclude a strong positive influence between market orientation and performance,
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implementing the development of new products or services, both in the industrial

and the service sectors. Ge and Ding (2005) investigated the relationship of market

orientation and organizational performance, showing a positive relationship

between them. Both financial measures of performance such as, customer and

employee satisfaction, service quality, and non-financial measures of performance,

including market segment, occupancy rate and operating profit. A strong positive

connection between market orientation and all forms of organizational performance

is established. Haugland, et al. (2007) support a well-built positive relationship

between market orientation and organizational performance, including as indica-

tors, the return on assets, the perception of profitability compared to competitors

and productivity, in the hotel industry. Megicks and Warnaby (2008), supported a

strong positive correlation linking market orientation and organizational perfor-

mance, in the retail sector, analyzing the return on investment of the firm and

customer retention in a three-year period. Additionally, Wood et al. (2000) shared

the same view in public hospitals. From another point of view, Lonial et al. (2008)

prove that there is a positive relationship between market orientation and the

development of new services, however, they do not prove any relationship between

market orientation and financial performance.

Research linking innovation and organizational performance has found a posi-

tive relation existing between them (Damanpour and Evan 1984; Damanpour

et al. 1989; Caves and Ghemawat 1992; Brown and Eisenhard 1995; Roberts

1999; Thornhill 2006; Kitsios and Grigoroudis 2014). Innovation has a variety of

conceptualizations in the literature (Damanpour et al. 1989; Wolfe 1994;

Damanpour and Gopalakrishnan 1998); but, most definitions of innovation indicate

that innovation involves the adoption of a new ideas or behaviors. Considering that

this research analyzes the how management innovation could influence the organi-

zational performance. This study assumes a broad concept of innovation that

includes the adoption of (a) organizational innovation, consisting of any new

product/service, process, marketing and administrative innovation, (b) the ability

of managing acquisition, dissemination and use of new knowledge, utilizing

market-oriented inflows, (c) creating useful capabilities and (d) trying to differen-

tiate through their innovation management creating competitive advantages. Inno-

vation assists the firms to cope with changes in their external environment and it is

one of the key drivers of a long-term successful organization, particularly in

dynamic markets (Baker and Sinkula 2002; Balkin et al. 2000; Lyon and Ferrier

2002; Wolfe 1994). For these reasons, innovative firms are more capable of facing

the challenges faster and taking advantage of new products/services and market

opportunities better than non-innovative ones (Brown and Eisenhard 1995). More-

over, it is easy to recognize in the literature that innovation has a positive contri-

bution to organizational performance. Damanpour et al. (1989), who firstly

associated innovation and organizational performance, concluded that changes in

the structure and their consequent innovations, either technical or administrative,

lead to a better performance. Jiménez-Jiménez and Sanz-Valle 2011 found that the

innovation-performance relationship is stronger in larger organizations, consider-

ing their capability of have more resources to invest. They, also, claim that the
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impact of innovation on performance is greater in industrial sector than in service

sector. The age of the company also enhances innovation, mainly due to lack of

organizational routines of new companies. Given the innovation-performance lit-

erature found, it could be concluded that innovation is the mediator of market

orientation and organizational performance relationship (Sandvik and Sandvik

2003).

Consequently, the ultimate success of any business lies within its ability to serve

its customers. This means that firms should implement market-based strategies,

such as market orientation, in order to improve their overall performance (Zhou

et al. 2009; Li and Zhou 2010). Kotler (2010) concluded that in order to measure an

organization’s performance, firms should consider customer satisfaction, customer

preference, share of customer mind, customer perception, and so on. Eventually,

market orientation is described as marketing’s explanation of performance differ-

entials between firms. Organizational performance is supposed to be the firm’s
ability to meet the needs of its stakeholders and its own needs for survival and

growth (Al-alak and Tarabieh 2011; Sindakis and Kitsios 2014). The harmonious

existence of innovation strategy within the general strategy of the organization

could provide a stable base for more successful business strategy, operations and

higher levels of performance (Wong 2013; Porter 2004).

2.3.4 Competitive Differentiation Strategy

Achievement of competitive advantage is critical for organizations. Competitive

advantage is defined as a product or service of higher firm’s customers value than

similar offerings of its competitors (Baltzan and Phillips 2010; Porter 2004). In

other words, the firm owns useful products, services, capabilities that its compet-

itors do not. Competitive advantages are usually temporary as competitors often

search for ways to duplicate the competitive advantage (Baltzan and Phillips 2010).

In order to stay to the lead of competition, organizations have to constantly develop

new competitive advantages. An organization should be capable of analyzing,

identifying and building up competitive advantages using tools such as Porter’s
Five Forces, implementation of the three generic strategies and value chains (Porter

1985, 2004). Porter states that in order to analyze a firm’s environment, five

competitive forces must be engaged (Baltzan and Phillips 2010). These are the

rivalry of competitors within its environment, threat posed by alternate products or

services which might influence market share, threat of new entrants into its markets,

negotiating power of customers and negotiating power of suppliers. These five

competitive forces could be well-related to market orientation.

To endure and succeed, organizations are obliged to develop and implement

strategies to effectively respond to the above five competitive forces. Differentia-

tion, cost leadership and focused strategy are three competitive strategies that

Porter introduced in 1985. Building a differentiation-based advantage, firms seek

differentiation designing, producing and offering a highly distinctive or unique

product or service features that create high value for their customers.

Differentiation-based sources of competitive advantage in the process of adding
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value activities could be built inside the organization (O’Brien and Marakas 2011).

It is a very important strategic consideration that managers must recognize whether

differentiation does not lead to the ignorance of the firm’s cost structure. Consid-
ering that low unit cost is less important than distinctive product/service features to

firms differentiation strategy, the firm’s total cost structure is really substantial

(Tampoe 1994; Hitt et al. 1998). Generally, the costs of pursuing differentiation

cannot be so high. Firms pursuing differentiation must be in control of expenses to

balance higher costs in key activities. The cost structure of a business fostering a

differentiation strategy still needs to be managed with awareness. Strategic differ-

entiation must, therefore, aim at achieving cost equality or at least, cost proximity

relatively to competitors, through keeping low costs in areas not related to differ-

entiation and not spending too much to achieve differentiation (Beal 2000). On the

other hand, differentiation is not an end in itself. Organizations should continue to

search for new ways to advance the distinctive and unique features of their

products/services and their ability to improve performance and competitive advan-

tages. Gaining a high degree of customer satisfaction could improve profit and

create loyalty leading to a substantial increase in repeat purchases of the firm’s
products (Tampoe 1994; Hitt et al. 1998). Additionally, another advantage is that a

competitive differentiation strategy is based on high quality might increase the

firm’s potential market share (Pitts and Lei 2003).

In fact, competitive differentiation strategies based on high product/service

quality increase market share resulting a significantly increased profitability. Prod-

uct/service quality regularly leads to reputation increase and high demand which is

translated into higher market share. Moreover, differentiation procedures could

overcome substantial loyalty barriers that firms front. Highly distinctive or unique

products/services make it difficult for new entrants to compete with the reputation

and capabilities that existing organizations already possess. Differentiation could

seriously increase the competitive advantages and profitability of firms (Pitts and

Lei 2003; Bansal 2005).

On the other hand, implementing a differentiation strategy could lead to some

disadvantages. To begin with, other organizations might try to imitate organizations

that already have distinctive products, providing a similar or superior product.

Although, differentiation strategies are effective in generating customer loyalty

and higher prices, they do not completely block the market form other entrants

Another disadvantage of differentiation is the difficulty in supporting a premium

product/service price, which becomes familiar to the market. Whenever a product/

service becomes more mature, customers become smarter and claim more require-

ments such as, genuine value and what they are willing to pay. Premium prices

become difficult to defend as customers gain more knowledge about the product. A

high cost structure of a firm practicing differentiation could become a true weakness

when product/service imitations or substitutes, of lower price, strike the market.

Differentiation leaves a firm vulnerable to its product/service offering or value

concept when new competitors enter the market or when customers become more
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well-informed. As a result, firms that are incapable of sustaining their initial

competitive differentiation strategy, are led to future product or service innova-

tions, finding themselves in a dangerous cost disadvantage when large numbers of

customers eventually choose those firms that offer a similar product or service at

lower cost (Pitts and Lei 2003). Finally firms also face risks of overdoing differen-

tiation that overextend the firm’s resources.
Consequently, a competitive differentiation strategy seems to be well related

with market orientation. In order to successfully implement such a strategy, orga-

nizations should always be informed about customers’ wishes, competitors’ move-

ments, intentions and strategies. Focusing in gaining market-based knowledge and

trying to set interfunctional coordination among the organizational units, firms are

capable of being more successful in the market competition (Kotler 2010). The

above assumptions lead to the positive relationship of market orientation and

competitive differentiation strategy. Moreover, there is no sustainable differentia-

tion strategy without an innovation focused intention. Differentiation competitive

strategy is positively related to innovation management due to the unique features

and capabilities that need to be utilized, by the firm, in order to successfully achieve

competitive advantages. Eventually, although implementing a differentiation strat-

egy might lead to some disadvantages, related to high cost, high prices, market

barriers, customers intentions and knowledge, and competitors intentions and

strategies, there is a well-based positive relationship with organizational perfor-

mance (Fig. 3, Table 4).

Fig. 3 Conceptual framework
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Table 4 Concept-centric matrix (Webster and Watson 2002)

Authors MOxIM MOxOP IMxOP

Kohli and Jaworski 1990; Vazquez et al. 2002;

Farrelly and Quester 2003; Kohli et al. 1993;

Jaworski and Kohli 1996; Liu 1995; Narver and

Slater 1990; Kumar and Subramanian 2000; Slater &

Narver 1994; Gima 1995; Farrell and Oczkowski

2002; Avlonitis and Gounaris 1999; Akimova 2000;

Dawes 2000; Farrell 2002; Varela and Rio 2003;

Bigné et al. 2004; Laforet 2009; Nasution

et al. 2011; Naidoo 2010; Damanpour et al. 1989;

Keskin 2006; Low et al. 2007; Dibrell et al. 2011;

Sondergaard 2005; Aldas-Manzano et al. 2005;

Tajeddini et al. 2006; Pumphrey 2004

Positive

relationship

Deng and Dart (1999); Gray et al. 1998; Cadogan

et al. 1999; Harrison-Walker 2001; Hooley

et al. 2003; Helfert et al. 2002; Avlonitis and

Gounaris 1997; Pulendran et al. 2003; Kumar

et al. 2011; Cano et al. 2004; Raju et al. 2011;

Haugland, et al. 2007; Megicks and Warnaby 2008;

Ramaseshan et al. 2002; Wood et al. 2000; Lonial

et al. 2008; Ge and Ding 2005

Positive

relationship

Jiménez-Jiménez et al. 2008; Salavou et al. 2004;

Han et al. 1998; Hult 2011; Zhou et al. 2005;

Tsiotsou and Vlachopoulou 2011; Panigyrakis and

Theodoridis 2007; Li and Zhou 2010; Salavou

et al. 2004; Zolfagharian 2010; Liao et al. 2011;

Damanpour and Schneider 2006; Mitroulis and

Kitsios 2014; Gunday et al. 2011; Avlonitis

et al. 2001; Narver et al. 2004; Sindakis and Kitsios

2014; Zhou et al. 2009; Al-alak and Tarabieh 2011;

Matear et al. 2002; Mavondo et al. 2005; Sandvik

and Sandvik 2003

Positive

relationship

Positive

relationship

Positive

relationship

Yang 2011; Damanpour 1996; Damanpour and Evan

1984; Tidd 2001; Kitsios et al. 2009; Cepeda and

Vera 2007; Jiménez-Jiménez and Sanz-Valle 2011;

Teece 2007; Ferraresi et al. 2012; Hassim

et al. 2011; Kotler 2010; Wong 2013; Herath and

Mahmood 2013; Damanpour and Schneider 2006;

Leal-Rodrı́guez et al. 2014; Nasution et al. 2011;

Naidoo 2010; Damanpour et al. 1989; Tajeddini

et al. 2006; Kim and Pennings 2009; Roberts 1999;

Kitsios and Sindakis 2014; Thornhill 2006; Brown

and Eisenhard 1995; Caves and Ghemawat 1992;

Damanpour and Gopalakrishnan 1998; Wolfe 1994;

Baker and Sinkula 2002; Balkin et al. 2000; Lyon

and Ferrier 2002; Weerawardenaa and O’Cassb
2004

Positive

relationship
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3 Measurement, Scales and Questionnaire

In order to evaluate the theoretical research a questionnaire has been created. The

literature review in the previews section, provides the basis for a survey design.

This study collects and adapts scales from previous works according to which the

items and responses appear on a ten-point Likert scale ranging from 1 (completely

disagree) to 10 (completely agree), a seven-point Likert scale ranging from

1 (completely disagree) to 7 (completely agree) and five-point Likert scale ranging

from 1 (completely disagree) to 5 (completely agree). The questionnaire consists of

32 questions which use a 5-point Likert scale, due to having more studies using it.

• The questions to measure the “market orientation” are those of the scale devel-

oped in the literature and appropriately modified. 6 questions are related to

“customer orientation”; 4 related to the “competitor orientation”; and 4 related

to “interfunctional coordination”, totaling 14 questions.

• The questions to measure the “innovation management” are those of the scale

developed in the literature and appropriately modified. The total number of

questions is 14.

• To measure the organizational performance, 5 questions were included in the

questionnaire. All the questions were adopted and combined from existing scales

in the literature.

The questionnaire has been examined by a group of experts. It is addressed to

general managers, marketing directors and functional managers due to their better

knowing of the internal functions of the organizations (Table 5).

4 Discussion, Managerial and Academic Implications

The literature focuses on the role of firm innovativeness as a source of competitive

advantages for organizations. Recently, variables such as market orientation, gen-

erally strategic orientations, knowledge management and organizational learning

are also being studied as drivers of business performance. This study maintains that

market orientation is a key antecedent of innovation and that they affect perfor-

mance (Jiménez-Jiménez et al. 2008; Salavou et al. 2004; Han et al. 1998; Hult

2011; Zhou et al. 2005; Tsiotsou and Vlachopoulou 2011; Panigyrakis and

Theodoridis 2007; Li and Zhou 2010; Zolfagharian 2010; Liao et al. 2011;

Damanpour and Schneider 2006; Gunday et al. 2011; Avlonitis et al. 2001; Narver

et al. 2004; Zhou et al. 2009; Al-alak and Tarabieh 2011; Matear et al. 2002;

Mavondo et al. 2005; Sandvik and Sandvik 2003). Therefore, this work simulta-

neously assesses the direct link between market orientation and organizational

performance in addition to the mediating role of innovation management formu-

lating a differentiation competitive strategy. This study contributes to enhancing a

recent literature research on the firm’s strategic efforts on market orientation,
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Table 5 Questionnaire

Second-order

variables

First-order

variables Items

Market

orientation

Customer

orientation

1. Monitor the development in demand of existing and

future customers.

2. Understanding of customer needs, as a basis for com-

petitive business strategies.

3. Collecting information on customer preferences and

customer satisfaction.

4. Use of research techniques for gathering information

about customers.

Competitors

orientation

1. Collection and analysis of information about products,

strategies and actions of competitors.

2. Response to competitors movements.

3. Understanding of strengths and weaknesses of current

and future competitors.

4. Effective anticipation of local and foreign in the main

part of the market.

Interfunctional

coordination

1. Effective process of collecting, analyzing and pub-

lishing information on customer satisfaction within the

company.

2. Cooperation of the marketing department with other

departments (e.g. meeting etc.), to predict the future

behaviour of customers and competitors.

3. When a problem arises on a customer or market share,

or find out information about competitors, how quickly is

this information disseminated to all parts of the

organization.

Innovation

management

Differentiation 1. Launch of new products and services to market before

their competitors.

2. Novelty in introducing new or renewal of existing

processes compared to that of competitors.

3. There are innovations which copyright is owned or

innovations that differentiate the firm from competitors.

4. Offer after-sales services and customer support.

Innovation 1. Technological changes, affect the activity and stability

of the organization.

2. Provide additional resources, such as time, money, etc,

to predict a technological change.

3. Search for new management systems, compared to the

corresponding research of the competitors.

4. Rate the employees innovation abilities.

5. Rate the level of introduction of new products / ser-

vices which respond to the customers’ wishes.

6. Focus on gaining customers, for whom we can achieve

a competitive advantage

(continued)
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innovation management in their endeavour of improving firm’s performance

results.

To begin with, we realize a positive correlation market orientation and organi-

zational performance. This result is aligned with previews studies presenting

additional evidence to maintain the relevance of market orientation as a driver of

organizational performance enhancement and consequently as a source of compet-

itive advantage (Narver and Slater 1990; Kumar et al. 2011; Cano et al. 2004; Raju

et al. 2011; Haugland, et al. 2007; Megicks and Warnaby 2008; Ramaseshan

et al. 2002; Wood et al. 2000; Lonial et al. 2008; Kohli and Jaworski 1990).

Secondly, our results support the relationship of market orientation and innovation

management. This finding is related to previous studies concluding that firms, in

order to be innovative, must rely on mechanisms of acquisition and leveraging of

external knowledge from customers, competitors, suppliers, etc., achieving an

interfunctional coordination (Weerawardenaa and O’Cassb 2004; Jiménez-Jiménez

et al. 2008). Finally, our results support the direct effects of innovation management

on financial factors, quality and satisfaction factors of organizational performance.

This work has some important academic implications. It examines an explor-

atory research model of the relationships between market orientation, innovation

management and organizational performance, offering an aggregated perception of

the above elements. Additionally, there is a managerial impact in this research. It

shows the importance of supporting a market oriented strategy along with effective

innovation management, to improve the organizational performance. This strategy

could enchase firms with competitive advantages and sustainability. For managers

this research provides some clear implications. With the intention of reaching better

outcomes and performance, different kinds of information sources should be

utilized. Most notably if the company is targeting to differentiate in the market

through fostering innovation, focus should be put into market information that is

Table 5 (continued)

Second-order

variables

First-order

variables Items

Organizational

performance

Financial

outcomes

1. Return on assets (ROA).

2. Return on investments (ROI).

3. Return on sales (ROS).

4. Increased sales in key products and markets of

company.

5. Efficiency of business in achieving financial targets.

Quality and

satisfaction

1. Market share

2. Customer Satisfaction

3. Productivity

4. Quality of new products/service

5. Employee Satisfaction

6. Flexibility
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currently available or exists in the firm’s internal and external environment. Mainly,

while our study highlights how market orientation and innovation management lead

to differentiation strategy could enhance firms with competitive advantages and

therefore, with sustainability.

This study has a number of contributions to make to marketing theory develop-

ment, as it makes available useful approaching of the literature to managers.

Academically, this research has a contribution to a better understanding of the

interaction of the concepts of market orientation, innovation management, compet-

itive differentiation strategy and organizational performance. It seems that there is a

strong relationship between them, in the literature. Firstly, it is necessary to deepen

concepts in order to test valid scales for industrial and service sectors, for large,

small and medium-sized enterprises, as supported by several researchers (Liao

et al. 2011; Lings 2004; Van Raaij and Stoelhorst 2008). Secondly, this study has

some managerial implications concluding that a greater investment is

recommended on marketing strategies to support the firms’ market orientation so

as to strengthen their market position, in return. Additionally, this implications,

could lead managers to broaden the market orientation and organizational perfor-

mance relationship, since innovation management has a key factor role in harmo-

nizing the external turbulence that may concern them. Therefore, companies could

overcome change in the market and technology so as to improve their performance.

Organizational performance is influenced by market orientation and innovation

management. Obviously, this study added to the previous studies, focusing on a

new questionnaire of measuring market orientation, innovation management and

organizational performance, considering the managers who quest for a sustainable

competitive advantage. Market orientation is crucial to achieving greater levels of

innovation, raising the level of firms performance.

5 Conclusion

This research endeavoured into exploring the firms’ ability use to a sustainable

performance strategy. Based this research, we portray three main conclusions in

order to answer our research questions. To begin with, the most important imple-

mentation is the ability to generate the knowledge to overlap the changes in the

market. Our analysis reveals that market orientation is the main means of gaining

market intelligence as a source of capabilities and differentiation. Moreover, using

innovation management as a process of generating new product/service, novelty,

differentiation, business process renewal and organizational innovation could

achieve better performance. The innovation management process could be more

successful being the result of market orientation. Secondly, market information

appear to have crucial role not only in innovation management but also on creating

a differentiation strategy. Third, organizational performance could be enriched with

satisfaction implications such as, customer satisfaction, human resource satisfac-

tion, apart from financial and non-financial results. Finally, the implementation of
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the research concept into the organization’s value chain creating a successful

strategic impact.

For further research, it would be really interesting to apply this concept in

Greece. Greek SMEs seem to be suffocated by the economic crisis and they have

lost their ability to perform well. As a matter of fact, they should become more

competitive and more customer oriented, in order to gain the needed information

and knowledge for better organizational performance, using innovation as a medi-

ator to success. This research could have an important managerial impact for Greek

SMEs, considering the importance of the sustainable growth and performance, as

they are implied in the literature review. Organizations do their best for the purpose

of achieving profits that ensure the covering of their expenses, their survivals and

maximization of their values (Kumar et al. 2011). Therefore, it is vital that

managers identify and understand strategic orientations such as market orientation

to enable a firm to achieve sustainable competitive advantages and improved

organizational performance.
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Decision Aiding Process in the Frame

of the Strategic Farm Management

Evangelia Krassadaki and Nikolaos F. Matsatsinis

Abstract This chapter is focused on strategy tools adapted for the needs of the

agricultural sector. The increasing complexity and high level of changes in the

agricultural context and economic sector lead to the development of new tools and a

new specialty, the strategic adviser. An adviser based on specific knowledge, skills

and tools offers services at small or very small farm exploitations on strategy issues.

Strategic Analysis is the process of conducting research on the business environ-

ment within which an organisation operates and on the organisation itself, in order

to formulate strategy. Definitions of strategic analysis often differ, but the following

attributes are commonly associated with it, like (a) the identification and evaluation

of data relevant to strategy formulation, (b) the definition and analysis of the

external and internal environment and (c) a range of analytical methods that can

be employed in the analysis.

Commonly used analytical methods in strategic analysis are SWOT, PEST,

Porter’s five forces, four corner’s analysis, value chain, early warning scans, war

gaming, etc. The subsequent sections of this chapter focus on strategic analysis for

farms, as the business context. The PerfEA and the Risk Wheel are presented, as

two useful tools for a strategic adviser. The tools are proposed in the European-level

Leonardo da Vinci project (STRAT-Training), and are adapted for the farm sector.

The tools support the adviser for (a) exploring farm environment, (b) managing

risks and (c) setting up an integrated strategy.

In addition, some aspects in the context of decision aiding process are discussed.

Thus, as a twofold effort herein, we discuss issues related with complex situation in

agro-businesses, like risks handling, and via presenting farm strategy tools we make

links with decision science and multi-criteria decision making.
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1 Introduction

Decisions are the coin of the realm in businesses, even farm exploitations. Every

success or opportunity seized or missed is the result of a decision that someone

made or failed to make. Making good decisions and making them happen quickly

are the hallmarks of high-performing organisations, irrespective of the business

size, how well-known the firm is or how clever the strategy is.

Strategic analysis is the process of conducting research on the business environ-

ment within which an organisation operates and on the organisation itself. Defini-

tions of strategic analysis often differ, nevertheless the following attributes are

commonly associated with it, like (a) the identification and evaluation of data rele-

vant to strategy formulation, (b) the definition of the external and internal environ-

ment to be analysed and (c) a range of analytical tools that can be employed in the

analysis.

In this framework, strategic planning involves the development of long

(medium)-term strategies to increase the profitability and competitiveness of a

business. In case of farm exploitations, either family-driven (small or very small

size) or of bigger size, strategic planning may consider for example the develop-

ment of a new activity (such as organic production), the merging of farms, the

on-farm processing, the direct marketing of products to consumers, the energy

production for the needs of a farm, a semi-industrial energy production unit, the

efficient production of traditional commodities, etc.

In addition, the purpose of strategic planning process is to form a farm exploi-

tation that allows individuals involved to achieve their personal goals. We often

think of making money as our primary personal goal. However, people are complex

individuals. Personal goals may include finishing a college degree, spending more

time with family, creating a college fund for children, buying a vacation home,

getting involved in an organization, doing charitable work, practicing sport, etc.

Personal goals may also focus on activities such as producing safe and nutritious

products for consumers, providing employment for the entire family, providing an

opportunity for the next generation farm members, etc. Subsequently, personal

goals may differ among members of a family, due to their gender (Bańkowska

2005) or age (Harman et al. 1972) or education (Sahin et al. 2013) or experience

(Van Kooten et al. 1986). All or part of the above goals express what in decision

science we call preferences.

Preferences are ‘rational’ desires or are the basis of any decision aiding activity.

There are no activities without preferences expressed as goals, opinions, likeli-

hoods, judges, beliefs, etc. In the sense of decision theory, the first question is who

is involved in decision making in farms or who the decision-maker in agro-business

is. It is reported that even in cases that decisions are made by a single decision-

maker (owner of a farm), they are made under the influence of other people’s
opinions like members of a family, often called ‘significant others’ (Solano

et al. 2001). Of course, there are cases that decisions are made on a group basis,
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where each member equally participates, where this last case is mostly applied in

unions of farmers or even in family farms.

In this framework, setting goals for the strategy of a farm is a complicated issue.

Decisions about agricultural production usually involve multiple goals, sometimes

conflicting. In addition, the context that a farm operates is risky. There are numer-

ous studies that focus on the multiplicity of agricultural producers’ goals, motives

and criteria (i.e. Hayashi 2000; Gasson 1973; Wallace and Moss 2002). Usually,

there are various strategies (alternatives or actions) to implement, which i.e. can be

ranked according to a set of criteria or assessed. It can be stated that the perfor-

mance evaluation and selection of a strategy has multilevel and multi-criteria

features, so it can be regarded as a Multi-Criteria Decision Analysis (MCDA)

task or a Multi-Criteria Decision Making (MCDM) process. MCDM or MCDA,

are disciplines of operations research aimed at supporting decision-makers who

have to make numerous and conflicting evaluations. MCDA aims at highlighting

these conflicts and deriving a way to come to a compromise in a transparent

procedure.

The chapter is organized as follows: second section discusses the decision aiding

process in the frame of farm management. In Sect. 3, first sub-section, an overview

of the most commonly used strategic analysis tools is presented, while in second

sub-section new tools specialized in farm strategy formulation are discussed. In

Sect. 4 a pilot implementation is discussed briefly. In the last section, some

concluding remarks are presented.

2 Decision Aiding Process

Usually, a strategic adviser guides work, rather than executing it. A career as a

strategic adviser is consulting in nature, requiring expert skills and knowledge to

advise companies on what they need to do and how to do it. After an adviser gives a

detailed how-to plan to a business, he might remain on board to monitor, track and

support the new initiative.

Taking into account farm exploitations, as the operational context, strategic

advisers are consultants who help farmers to explore by themselves what they

need to do and how to do it. A strategic adviser, specialized in farm exploitations,

acts completely different in comparison with the usual aforementioned case of

business advisers. In this last case, strategic advisers are simultaneously experts—

analysts—facilitators and mentors who guide farmers.

A strategic adviser is considered as an expert because he/she knows and applies

specific methods and tools adjusted for strategy formulation of the small and very

small exploitations. A strategic adviser is considered as an analyst because he/she is

exploring the current situation of a farm. A strategic adviser is considered as a

facilitator because he/she supports the actively involvement of farm members

during several meetings. Finally, a strategic adviser is considered as a mentor

because he/she encourages participants and builds mutual respect relationships
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during a strong cognitive procedure. In contrast to business consultants, a strategic

adviser never expresses personal opinions, ideas, proposals, preferences, etc.

Mainly, his/her effort focuses on the exploration of the personal goals of farm

members and on the conclusion of a strategy which is adjusted to their needs.

Management support of agricultural activities, although rare in most Southern

European countries, like in Greece, is a promising field in Northern and Central

European countries. In France such services are offered to farmers by specialized

consultants, members of the Agricultural Chamber. In Denmark, such services are a

‘must’ for farmers either because the last are obliged to present an action-plan for

taking a loan from a bank or because they are used to ask this kind of services.

Similar services are offered at farmers in Germany, Holland, UK, etc. Behind the

aforementioned initiatives is the idea that farm management is a complicated task,

which requires other knowledge and skills beyond that of a farmer’s. Even in

countries where someone to become a farmer has to follow a specific educational

path, like in France, specialized management services are offered to exploitations as

these are offered to any other kind of enterprise.

In this framework, a strategic adviser offers his services locally during a series of

workshops with farmers. The relationship between the adviser and decision-maker

(farmer) is close and on a continuous basis for a specific period of time. The

workshops are useful and initially focus on the identification and definition of the

main ‘problem’ of a farm.

As Dewey proposes, problem-solving procedure consists of five consecutive

stages: (a) a felt difficulty, (b) the definition of the character of that difficulty,

(c) suggestion of possible solutions, (d) evaluation of the suggestion, and (e) further

observation and experiment leading to acceptance or rejection of the suggestion.

Herbert Simon (1960) modified Dewey’s list of five stages to make it suitable for

the context of decisions in organisations. According to Simon, decision-making

consists of three principal phases: finding occasions for making a decision, finding

possible courses of action, and choosing among courses of action. The first of these

phases is called ‘intelligence phase’, the second ‘design’ and the third ‘choice’.
Another subdivision of the decision process was proposed by Brim et al. (1962,

p. 9). They divided the decision process into the following five steps: (1) Identifi-

cation of the problem, (2) Obtaining necessary information, (3) production of

possible solutions, (4) evaluation of such solutions, (5) selection of a strategy for

performance, and (6) implementation of the decision.

The approaches by Dewey, Simon and Brim et al., are all sequential in the sense

that they divide decision processes into parts, which always come in the same order

or sequence. Empirical surveys indicate that stages are performed in parallel than in

sequence (Witte 1972). We can claim the same in the frame of the strategic farm

management plus the unexpected circumstances of operations context. Indicatively,

when an adviser cooperates with a farmer, they usually conclude on a set of

problems, goals, risks, visions or challenges that formulate the core of a strategy-

plan or the set of potential actions. If a sequential procedure is followed the initial

‘intelligence phase’ will be followed by the ‘design phase’, which comprises the

problem modelling. In the specific case, as the whole procedure is interactive, the
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adviser supports every stage of strategy formulation, follows-on the whole process

(during the process) and follows-up the implementation (after the process). Thus,

the strategy formulation and implementation constitutes a dynamic activity, which

is adjusted to known or unknown, expected or unexpected, circumstances. There-

fore, the relation between phases is circular rather linear, not sequential as

Mintzberg et al. (1976) proposed.

Usually, at high-risk contexts the follow-on services are appropriate for either

regular support of activities or in case of unexpected circumstances. Additionally,

the follow-up services are necessary for the effective implementation of a strategy

for a specific period of time. These follow-on and/or follow-up services are

essential when new issues emerge that may lead to a completely new strategy, the

modification of an existent strategy or may cause changes of priorities, preferences,

goals, initiatives, strategic actions, etc. Therefore, unknown or unexpected events

(i.e. production destruction due to weather conditions) may lead to modifications in

a dynamic way. This specific effort for follow-on and/or follow-up constitutes what

the PerfEA methodology adopts, called as ‘Continuous Improvement Cycle’ (for
PerfEA see Sect. 3.2).

Moreover, it is noteworthy as Simon (1960, p. 2) claimed that executives spend a

large fraction of their time in intelligence activities, an even larger fraction in

design activity and a small fraction in choice activity. Mintzberg et al. (1976)

concluded that the intelligence phase dominates the other two. In most businesses,

strategic planning isn’t about making decisions as Mankins and Steele (2006)

claim. It’s about documenting choices, often haphazardly. In contrast to this, by

far the largest part of today’s scientific research has focused on multi-stage analysis

by using a combination of SWOT, MCDM and fuzzy sets theory (Celik and Peker

2009; Zaerpour et al. 2008; Zavadskas et al. 2011).

Furthermore, by far the largest part of literature on decision-making has focused

on the evaluation-choice routine. Although many empirical decision studies have

taken the whole decision process into consideration, decision theory has been

exclusively concerned with the evaluation-choice routine. In this framework,

many operations research scientists have tried to combine strategic analytical

tools with multi-criteria methods. For this purpose SWOT and Analytic Hierarchy

Process (AHP) appear mostly in literature. Usually, the data mined by SWOT

analysis are applied as criteria values for MCDM. Multi-criteria methods like

AHP (Saaty 1980), the integrated AHP—ELECTRE method (Kaya and Kahraman

2011), the AHP and Data Envelopment Analysis (DEA) as utilized by Sinuany-

Stern et al. (2011), are usually applied.

Other interesting combinations of SWOT analysis with multi-criteria methods is

the application of the Permutation method of feasible alternatives (Paelnick 1976)

in combination with AHP, as these are applied for the selection of construction

enterprises management strategy (Zavadskas et al. 2011). The evaluation criteria

are selected by taking into consideration the objectives and interests of stake-

holders. The algorithm is a feasible tool to aid in decision making for ranking

alternatives.
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3 Tools and Techniques for Strategic Analysis

One of the key skills of a strategic adviser is his/her capability to realise which

analytical tools or techniques are most appropriate to the objectives of the analysis.

In this sense, the most commonly used tools, like SWOT, PEST and Porter’s five
forces analysis, Four Corner’s analysis, Value Chain analysis, Early Warning scans

and War Gaming, are briefly presented in the following subsection. For a detailed

description on these tools, see CIMA (2007).

Furthermore, tools like PerfEA and Risk Wheel, as these are proposed in the

European-level Leonardo da Vinci project STRAT–Training focusing on farms, are

discussed in Sect. 3.2. These tools are useful as the means for (a) exploring the

context in which farms operate, (b) managing risks and (c) setting up an integrated

strategy. For a detailed presentation of the STRAT-Training project, see https://

strattrainingproject.wordpress.com/.

3.1 Commonly Used Tools and Techniques

SWOT analysis has been widely used in all areas of business management and

strategic management. SWOT analysis is a simple tool that helps in understanding

the strengths, weaknesses, opportunities and threats involved in a project or

business activity. It starts by defining the objective of the project or business

activity and identifies the internal and external factors that are important to achiev-

ing that objective. Strengths and weaknesses are usually internal to the organi-

zation, while opportunities and threats are usually external. Often these are plotted on

a simple 2
 2 matrix.

PEST analysis is a scan of the external macro-environment in which an organi-

zation exists. It is a useful tool for understanding the Political, Economic, Socio-

cultural and Technological environment that an organization operates in. It can be

used for evaluating market growth or decline, and as such the position, potential and

direction for an enterprise.

The Five Forces of competitive position analysis, as developed in 1979 by

M. Porter of Harvard Business School, is a framework for assessing and evaluating

the competitive strength and position of an organization. Strategic analysts use

Porter’s Five Forces to understand whether new products or services are potentially

profitable. The five forces are: supplier power (an assessment of how easy it is for

suppliers to drive up prices), buyer power (an assessment of how easy it is for

buyers to drive prices down), competitive rivalry (number of competitors and

capabilities), threat of substitution and threat of new entry.

The Four corner’s analysis, developed byM. Porter, is a useful tool for analyzing

competitors. It emphasizes that the objective of competitive analysis should always

be on generating insights into the future. The Four corners’ refers to four diagnostic
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components, which are essential to competitor analysis, like: future goals, current

strategy, assumptions and capabilities.

Before making a strategic decision, it is important to understand how activities

within the organization create value for customers. One way to do this is to conduct

a Value Chain analysis. The analysis is based on the principle that organisations

exist to create value for their customers. Thus, the organisation’s activities are

divided into separate sets, which add value. Each value adding activity is consi-

dered as a source of competitive advantage. The steps for the analysis are: Separate

the organisation’s activities into primary and support activities, allocate cost to each

activity, identify the activities that are critical to customer’s satisfaction and market

success.

The purpose of strategic Early Warning systems is to detect and predict strategi-

cally important events as early as possible. They are often used to identify the first

step of attack from a competitor or to access the likelihood of a given scenario

becoming reality. The seven key points of an Early Warning system are: market

definition, open systems, filtering, predictive intelligence, communicating intelli-

gence, contingency planning and finally cyclical process.

War Games are a useful technique for identifying competitive vulnerabilities

and misguided internal assumptions about competitors’ strategies. Simulations of

these scenarios are used to explore the implications of changes in strategy in a

no-risk environment. This technique is particular useful for organisations facing

critical strategic decisions.

3.2 STRAT Proposed Methodologies and Tools

3.2.1 The PerfEA Methodology

The PerfEA methodology (Perfomance globale des Exploitations Agricoles), was

developed as part of a French research project, driven by VetAgro Sup in partner-

ship with SupAgro Florac and APCA-Resolia. The method was tested and adjusted

via a pilot application in seven farms in the agricultural schools of the Auvergne

region (France). For the PerfEA, see http://perfea.org/wakka.php?wiki¼Accueil.

The main consideration for the development of PerfEA is that agriculture is a

complex activity, which leans on natural and human resources aiming to create

added value in a constantly evolving context. Farmers have to adapt their activities

to several issues, like climate changes, agricultural policies, disappearance of

market regulations, etc. From this point of view, strategic management is consi-

dered as a relevant approach, which can support farmers to manage effectively their

property.

The basic idea behind PerfEA is that farm members have to address challenges

for a sustainable development of their unit. In order to achieve this they have to

think in a strategic manner, which is based on a team effort between members and

an expert (strategic adviser).
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The analytical framework of PerfEA is based on a Continuous Improvement
Cycle. The Continuous Improvement Cycle is based on Deming Plan-Do-Check-
Act model. This four-step model as a circle has no end. It is repeated again and

again for continuous improvement. Thus, the adviser offers services adjusted to

regular or irregular circumstances. He/she follows-on and follows-up the whole

process and adjusts the strategy formulation.

Based on the diagnostic analysis that farmers perform of their situation and of

the changes in the operational context, this analytical framework allows them to

establish and implement a continuous improvement project. Therefore, PerfEA

aims to provide the necessary means to manage effectively the farm-activity and

involve participants in a process of continuous improvement.

The whole procedure is supported by an experienced adviser. The adviser is

actively involved in a series of meetings with farm members, organized in their

property. On a team-based activity the adviser following PerfEA methodology tries

to find-out answers during open discussions with farmers. On average, seven

meetings are appropriate for concluding in a strategy formulation. The follow-up

services are appropriate for a certain pre-agreed period of time. Usually, a period of

1 year is enough.

The PerfEA is a three-step methodology which comprises the following:

(a) analysis and strategic thinking, (b) strategy formulation and (c) strategy imple-

mentation (see Fig. 1). Several tools may utilized during a strong cognitive proce-

dure between members of a farm and an adviser, like the Global Performance

Wheel, the SWOT analysis, the cognitive maps and the Balanced Scorecard; all of

them focusing on the exploration and formulation of strategy.

The first step of PerfEA initially focuses on identification of stakeholders of the

exploitation; those individuals or entities directly or indirectly involved in the farm.

The ‘Plan of Borders’, a visualized representation like in Fig. 2, is used to

determine stakeholders and existent relations between them and the farm. This

effort focuses on the clarification of the context in which the farm evolves. Two

circles separate the internal and external border. The internal border includes

owners, decision-makers of the exploitation. Between the internal and external

border there are the employees, who are actively involved, not as decision-makers.

While beyond the external border there are agents, organisations or persons that

affect the farm, like customers, suppliers, etc. Therefore, the ‘Plan of Borders’ aims

to diversify stakeholders by the roles they really have and to clarify the existing

relations between the internal and external environment.

Whenever the stakeholders are clarified, an analysis of current situation follows.

It aims at checking the sustainability of the farm exploitation. Farmers in cooper-

ation with the adviser define past successes and failures, values that lead the organi-

zation, consider the enterprise’s missions and owners’ vision for the near future in a
3–4 years period. All relevant information is collected by the adviser and is organ-

ized into a draft cognitive map.

More specifically the first step of PerfEA, as a strong cognitive procedure and

time-consuming is analysed into three separate phases:
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BALANCED SCORECARD ACTION PLAN
STRATEGIC 

AREA
Strategic 

objectives
Indicators Action Resources Responsible Frequency

Produce of 
the wealth to 

keep the 
capacity to 
adapt the 

farm

Produce 

cheap milk

Variable costs by 

1.000 liters of milk

To limit the 

hay ration by 

dairy cow

To define a 

hay ration with 

700 

kg/cow/year

Employee 

responsible for 

feeding

Every dairy 

campaign

STRATEGIC AREA Strategic objectives Indicators

1st Strategic area:
Produce of the wealth 

to keep the capacity 

to adapt the farm

Have thrifty cows Veterinary average costs by cow

Produce cheap milk Variable costs by 1.000 liters  of milk

Keep an autonomy in 

fodders
300 bales of hay

Produce milk with grass

2.500 to 3.000 liters of milk for 2 

summer days

Have 13 ha furthermore

150 ha. UAA (Utilized agricultural 

area)

Be able to pay an 

employee

Generate € 20,000 plus the margin of 

safety

Fig. 1 The three steps of PerfEA (source: STRAT project)

Fig. 2 The plan of borders (source: STRAT project)
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• Phase 1. Identification of stakeholders, as it is already discussed.

• Phase 2. Analysis of current situation and durability of the exploitation by using

a Global Performance approach.

• Phase 3. Data collection and organization of the information.

In this framework a series of debates, discussions, and exploration activities take

place. The analysis of current situation and durability of the exploitation is based on

the Bossel’s (2001) principles for sustainable development, which are the

following:

• Existence

• Effectiveness

• Security

• Adaptability

• Freedom of action

• Coexistence

• Transmissibility

• Psychological needs

• Responsibility

The specific effort aims at highlighting the main processes of management,

favorable or unfavorable, which guarantee the global performance of the exploi-

tation. For this purpose, the adviser raises a number of questions related to each of

the Bossel principles, as indicatively some of them are presented in the Appendix.

Based on the answers, the adviser prepares a specific Global Performance Wheel
(see an example in Fig. 3). The Global Performance Wheel is a visual represen-

tation of the nine Bossel’s principles, adapted in the farm under consideration. An

additional objective behind this effort is the development of a strategic way of

thinking of farmers, when they make by themselves a diagnosis of the current

situation of the farm.

The description of the current situation includes incentives and perspectives of

farmers, successes and failures of farm, as well as values and missions. The values

constitute major principles, which structure the identity of the farm exploitation,

like i.e. farm profitability versus productivity. The missions justify the existence of

the exploitation (i.e. why does the farm exist? To keep the family farm); while the

vision describes what farmers want to be in the future. Therefore, the vision as a

‘signal’ clarifies the purpose of the whole strategic project. For example, a vision

could be something like ‘to become a benchmark exploitation in the local market’.
In this respect, successes and failures, values and missions constitute a SWOT 2
 2

matrix (see Fig. 4). The SWOT analysis, as a useful and simple tool, is utilized by

the adviser for organizing information and for prioritizing strategic objectives
(i.e. production of cheap milk, secure the farm).

All the above information is utilized for the development of draft cognitive

maps, which allow a visual representation of concepts. Maps are designed by the

adviser on the basis of the information he/she has gathered during meetings and the

analysis made. Thus, taking into account several key strategic elements like
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Fig. 3 The global performance wheel (source: STRAT project)

Fig. 4 A SWOT analysis example
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successes and failures, missions and vision the adviser initially represent graphi-

cally the whole set of strategic objectives of a farm.

The second step of PerfEA focuses on the strategy formulation. The formulation

comprises the following:

(a) Definition of strategy areas, as well as
(b) Identification of measurement indicators.

For the identification of strategic areas (or final strategy) a new cognitive map is

developed, based on the initial draft map. The final strategy consists of few

strategic areas. As it is presented in Fig. 5 two strategic areas are identified.

Each one is based on a number of objectives. The various Strategic objectives
(orange boxes) are linked to each other and are synthesized to few Specific strategic
objectives or goals of the farmer (green boxes). For example, the strategic objec-

tives ‘enlarge buildings’, ‘make cheese’ and ‘create a holiday cottage’ are linked

together focusing on a specific strategic objective ‘have projects’. Or the strategic
objectives ‘have thrifty cows’ and ‘produce cheap milk’ constitute the specific

strategic objective ‘lower production cost’. The whole process is based on a

synthesis of various strategic objectives to goals that farmers would like to achieve

(reduce the production cost, maximize the production, secure the farm, have

projects).

Based on the goals of the farmers, as these are represented by green-color boxes,

the strategic areas can be defined, which constitute the strategy of the exploitation.

According to the example of Fig. 5 the first strategic areamay be something which

is derived by the two specific objectives ‘lower production cost’ and ‘maximise the
production’. Therefore, the farmer and the adviser can describe this strategic area as

‘produce wealth in order to adapt the farm’. Similarly, the second strategic area
that combines both specific strategic objectives ‘secure the farm’ and ‘have pro-
jects’ it could be described as ‘towards a mastered, secure, adaptive and innovative
farm’. It is worthwhile to mention that different display formats in a cognitive map,

Fig. 5 Part of a cognitive map presenting two strategic areas (source: STRAT project)
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like different colors, communicate patterns within the model, like in the example

(green-color for specific strategic objectives or goals of the farmer, orange-color for

detailed strategic objectives).

Since each strategic area has been analysed in a set of detailed objectives
(orange-color items in the cognitive map) the aim is to choose appropriate indi-
cators for measuring them. Therefore, for each detailed objective an indicator is
chosen based on a discussion between decision-makers (owners) of a farm-unit.

Some features of these kind of indicators are:

• Indicators can be financial or not, short or long term, qualitative or quantitative,

retrospective or prospective.

• Indicators represent a certain forward-looking vision.

For example, for the first or second strategic area, which both contain the

detailed strategic objective ‘be able to pay an employee’, the selected indicator
may be something like ‘income of 20,000 € , plus the margin of safety’.

Subsequently, a Balanced Scorecard approach can be utilized at the end of the

second step of PerfEA. Balanced Scorecard, as a strategy performance management

tool, is adapted herein for the needs of PerfEA. Consequently, the tool describes for

each strategic area the detailed strategic objectives and for each of them an indi-
cator. An example is presented at Table 1. Furthermore, the adapted Balanced

Scorecard as it is proposed herein, constitutes a useful tool for the next third step of

PerfEA in order to develop an Action Plan.
The last third step of PerfEA focuses on the strategy implementation. This step

includes two actions. The first action is associated with the development of an

Action Plan, which is based on the adapted Balanced Scorecard (see Table 2), while
the second action constitutes the follow-up procedure.

Table 1 Example of a balanced scorecard-like table

Strategic area Strategic objectives Indicators

First strategic area:

Produce wealth in order to adapt

the farm

Have thrifty cows Veterinary average costs per cow

Produce cheap milk Variable costs by 1000 l of milk

Keep an autonomy in

fodders

300 bales of hay

Produce milk with

grass

2500–3000 l of milk for 2 summer

days

Have 13 ha

furthermore

150 ha UAA (utilized agricultural

area)

Be able to pay an

employee

Income 20,000 €, plus the margin

of safety
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An Action Plan is a set of coherent actions for achieving one or several

objectives, which can improve the farm’s Global Performance. Therefore, farmers

in cooperation with the adviser develop an action plan. The adviser in order to

facilitate the task of identifying actions, it is necessary to find answers in the

following questions:

• Action: type, purpose.

• Resources: which are the necessary resources to implement an action.

• Responsible: who is responsible for the realization of an action.

• Frequency of control: when this action is realized.

The follow-up action is a team-based responsibility of workshops’ participants,
farmers and adviser. It is related with the evaluation of performance and continuous

improvement. For ensuring the implementation of a strategy it is necessary to track

the proposed actions. The steps are:

• At the end of the time period established for each of the proposed action, the

responsible person must check that every action is made properly. If actions are

not completed, he/she will have to think of other measures for achieving selected

objectives (i.e. produce cheap milk).

• The changes must be communicated to the rest of the organization. In this way

all members of the farm know the achievement level of each strategy.

The main advantage of the PerfEA is the full exploration of an exploitation and

its context, and via the step-by-step procedure the conclusion of major strategies.

Strategy areas that influence the decision making are related to an understanding of

the reality of organizational life. This merely cognitive procedure for formulating a

strategy in a group-basis deserves some more comments and links with decision

science and group-decision making.

The adviser’s role as a facilitator for mediating, helping, coaching, mentoring,

etc. the whole project is completely distinct and appropriate as well as necessary for

both the follow-on (during the process) and follow-up (after the process) period.

This role is time consuming and can be described as ‘neutral’. This means that

he/she usually listens carefully, facilitates or manages discussion, handles

Table 2 An example of an action plan combined with a balanced scorecard-like table

Balanced scorecard Action plan

Strategic area

Strategic

objectives Indicators Action Resources Responsible Frequency

Produce wealth

to keep the

capacity to

adapt the farm

Produce

cheap

milk

Variable

costs by

1000 l of

milk

To limit

the hay

ration per

dairy cow

To define a

hay ration

700 kg/

cow/year

Employee

responsible

for feeding

Every

dairy

period

126 E. Krassadaki and N.F. Matsatsinis



objections, enforces dialogue, and tries to explore strategies in cooperation with

participants. He/she may come back to the participants for verification of work-

shops’ conclusions but never expresses personal opinions, judges, preferences,

critiques, etc.

The two roles of the main actors, adviser and decision-maker, are completely

distinct and differentiated. Sometimes the ‘client’ may be an official (manager) of

the agro-business, not necessarily being a decision-maker; he might not have

decision power and may be for instance himself an analyst of the owner(s) part.

For simplicity purposes we can claim that PerfEA lies on a pair of actors: the

adviser and the decision maker(s). This last distinction is not always the case at

decision making process, where both roles of the analyst and the decision-maker

may be undertaken by the same person.

The two actors are in a continuous interaction for a period of time. The results of

this interaction are based on the methodological knowledge, communication and

technical skills of the adviser as well as the domain knowledge of the participants-

farmers. As Tsoukias (2007) claims this decision aiding process is a special type of

decision process called as ‘consensual construction of a client’s concerns repre-
sentation’. The difference between decision making and decision aiding has already

been discussed by Roy (1993), although Roy considers these as two different

approaches and not as different situations as Tsoukias (2007) claims. The whole

constructive approach for the strategy formulation and the handling of each strate-

gic objective by choosing measurable indices is a step ahead of those decision

aiding approaches focusing either on the problem formulation or the evaluation

model.

As it is briefly discussed herein, we can claim from a practical point of view that

the three-step methodology integrates both, the problem formulation and the eval-
uation model. For the last, although nonspecific modelling or algorithm is applied,

the decision-maker(s) throughout the process explores or assesses alternatives,

expresses preferences, makes choices or proposals, rejects or accepts actions,

concludes on objectives in a rational-verbal-interactive way. Therefore, the final

product of this effort is a representation of the decision-maker’s concerns and

decisions.

Many issues emerge during workshops, like concerns for the future, available

resources, etc. all of a descriptive nature. For the needs of problem structuring the

cognitive maps are used. A cognitive map is a representation of the perceptions and

beliefs of an individual about his own subjective world. Cognitive maps are initially

proposed by Eden (1988, 1994), as a visual interactive method for managing

complexity in settings where the decision making effort is rather client-oriented

than solution-oriented. In this case, the concepts of a map do not have any formal

properties and do not necessarily define a structure, like as a hierarchy. Simply

concepts represent what participants know or wish to achieve.

Recently, attention has been increasingly directed towards problems of strategic

decision-making and decision making in turbulent environments. It is recognized

that purely analytical approaches are inadequate to deal with such problems.

Furthermore, Klein and Cooper (1982) use cognitive mapping for analyzing
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decisions during a research wargame. It is worthwhile to mention herein that

PerfEA uses cognitive maps, which express the ‘subjective’ world of an individual

(in cases of one-person farming) or of a group (in case of family-farming or agro-

businesses). This last case, considered as a ‘consensual cognitive mapping’, is the
more often applied since one-person farm units are more rare.

All the effort evolves on a group-basis from the early beginning until the last step

of strategy implementation and follow-up. During this process, decision-makers,

may be either single persons (one-person farming) or many (i.e. family-farming,

agro-business). In cases of family-farming PerfEA suggests that decisions are made

on a consensus basis of the equally participated owners of the farm. Of course in

real contexts, it is not rare that decisions are made by either the man of the family or

the older person of the holding, or whoever has more influence on the others

(‘significant others’). In respect the agro-businesses, where the organizational

structure is more complicated, PerfEA suggests a commitment (contract) of the

organisation with the adviser (or the organization he/she works for). This commit-

ment tries to ‘solve’ issues like: who decides for what problem, what is the

commitment of the staff members on the strategy formulation, what is the role of

each one within the process, etc. Or tries to ‘solve’ issues like who participates in

what step of the process, the strength they may have, the consequences of their

opinion, etc.

Therefore, we cannot generally claim that members of an agro-business equally

participate or all of them participate, or to declare who participates in what step. In

this sense, we cannot for sure claim that group decision-making is a clear mapping

of the reality for strategy formulation in agro-businesses, since is not clear if

members participate during all the steps of strategy formulation, as is the case in

group decision-making.

In contrast to the aforementioned claims, one well-known group decision sup-

port system like the Delphi (Linstone and Turoff 1975), supports a group of

anonymous experts, who equally express their opinion during several rounds of

communications with a director. The experts’ responses are collected and evaluated
by the director. The result of the processed information will again be distributed

among the panel members. Each member receives new information and comment

on them or revise his own opinion. The director will decide when to stop the

process, based on the level of desired consensus. In conclusion, even the Delphi

step-wise process presupposes equal participation of experts (decision-makers) and

the advanced role of a director. Nevertheless, the strategy formulation, as it is

described in the PerfEA method, is a more complicated issue so we claim that

partially could be represented as a group decision-making problem. Indicatively,

for group decision-making methods, tools and algorithms the reader is referred on

Matsatsinis and Samaras (2001) as well as Matsatsinis et al. (2005).
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3.2.2 The Risk Wheel Tool

The most common sources of risk in farming are production, marketing, financial,

institutional and human. Crop and livestock performance depend on biological

processes that are affected by the weather, and by pests and diseases (production

risks). When farmers plant crops or commit resources to raising livestock, they do

not know for certain what prices they will obtain for their products. In situations of

low rainfall, production of crops is often reduced and, as a result, prices rise

(marketing risks). Financial risk occurs when money is borrowed to finance the

farm business. Smallholder farmers, who borrow money at high interest rates may

have particular difficulty making debt repayments. Institutional risks occur when

there are unpredictable changes in the provision of services from institutions that

support farming. Such institutions can be banks, cooperatives, marketing organi-

zations, etc. Human risks refer to health problems that affect farm activities, which

are usually caused by illness or death.

In general, managing risks as a step-wise process requires the following: identify

the possible sources of risk, identify possible outcomes that could occur as a result

of risks, decide on alternative strategies available, assess consequences or results of

each possible outcome for each strategy, and evaluate trade-offs between the cost of

risk and gains that can be achieved.

Good risk management decisions depend on accurate information, which in turn,

requires reliable data. The sources for such data are usually the following:

• Farm records, like data on production, yields, use of fertilizers or seeds, labor.

• Off-farm information, which i.e. comes from statistics, newsletters, other

farmers, traders, suppliers.

• Other information, which is related to issues for food safety or water quality or

animal health, or environmental legislation, etc.

Indicatively, actions that prevent from production risks, in general, may be

something from the following or combination of them:

• Diversification. The production diversification is a useful way to prevent farm

income from unexpected events, which may have negative effects in production

or operations. Such activities may be the following: the engaging in the same

farm enterprise in different physical locations, the managing of multiple farm

enterprises together at any one time, the engaging in the same farm enterprise

over successive periods of time, the generating of income that comes from

off-farm activities, etc.

• Share leases. Under this scheme the owner of the land pays part of the operating

expenses and, in return, receives from the tenant a portion of the crop or

livestock. In this way all production risks are shared between the tenant and

the owner.

• Custom farming. Custom farming involves a farmer entering into an agreement

with an operator to carry out various farm operations. It is also referred to as

‘contractor’ farming. The advantage is that operational costs can be fixed. For
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instance, instead of facing the risk of high equipment costs, the farmer contracts

someone else to do this work.

In particular, the Risk Wheel tool provides an overview of risk factors and

suggests a prioritization of efforts in a farm exploitation. It is based on an Excel

Add-in software and is developed by DAAS—Danish Agricultural Advisory Ser-

vice (Denmark) for the needs of the STRAT project. The Risk Wheel tool allows

the collection, presentation and evaluation of information towards a Holistic Risk

Management approach.

The tool is effective when farm owners have already begun the implementation

of a specific strategy and would like to have an overview of possible risk factors that

may influence their target or may have a negative effect on their goals. Such a

strategy may focuses on a new serious change like a new production or expansion of

a farm or application of a new technology, or merge of farms.

Risks may emerge from sources like, prices’ fluctuation, climate changes,

weather condition, production, interest rates, exchange rates, new legislation,

human factors, etc. The objective is to assume every risk on a ‘gainful’ manner

and adapt the farm strategy effectively via an action plan. Moreover, as Kahan

(2008) suggests the time is another source that may include risk. In particular,

according to Kahan “the time between when a decision is made and when the
outcome or consequence of that decision is experienced also affects risk. The
farmer often needs to integrate what are called short-term tactical decisions with
longer-term strategic decisions. Time also influences the usefulness of information
used in decision-making. The ability of the farmer to respond to events is also
affected by time. These aspects of time make assessing risk more complex”.

The Risk Wheel tool comprises the following five steps (see Fig. 6):

Fig. 6 The five steps of the Risk Wheel tool
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1. Definition of goal and strategy

2. Risk mapping

3. Assessment the impact of risk factors (importance) and their probability to

happen

4. Handling risks (accept, avoid, transfer-share, reduce), and

5. Implementation and follow-up.

Initially, the goal and strategy are declared. The tool is applied when a strategy

has already confirmed and the farmer’s goals have already specified like

i.e. ‘towards a profitable and sustainable agriculture plus a good workplace
environment’.

The tool proposes five major Risk Categories: Market, Financial, Production,

Human, and External. The farmer in cooperation with a strategic adviser concludes

on specific risk issues per category. For this reason the farmer answers a series of

questions raised by the adviser. In preparing for an in-depth discussion of risk, the

adviser should have a clear picture of the farm and farm households in the area,

in addition to an understanding of farming activities and practices.

For example, changes in prices are beyond the control of any individual farmer.

The price of farm products is affected by the supply of a product, demand for a

product, and the cost of production. In addition, a market risk may be caused by the

rising prices of raw materials, a financial risk could be the interest rates or current

liquidity, while a production risk may be related with an animal disease. A human

risk may be caused by an accident, illness or death of farm members, which can

disrupt performance, while an external risk may be the elimination of production

quotas due to EU regulations. For this reason, via an exploratory procedure the

farmer in cooperation with a strategic adviser describes each risk issue that may

affect the existent strategy of the farm. This step is called Risk mapping.

During the third step (Assessment and Priorities) a probability is assigned for

each risk factor using a three-level scale, ‘low’—‘medium’—‘high’. The probabil-
ities are expressed by the farmer and constitute a prioritization of risks factors.

Thus, the probability-scale describes how likely the risk event or condition is to

occur. In this sense, factors which are characterized of high probability are consi-

dered as of primary interest in respect with others of medium or low probability.

At the same step, a second assessment is necessary. This is related to the signifi-
cance level for each risk factor in the sense of the impact it causes. The importance
of each risk factor is expressed in money units. This quantification of impact offers
evidence, facilitates decision making and creates a sense of confidence to overcome

a risk. Let’s say that a farm member will face a health problem. This risk is

characterized as of ‘medium’ probability to occur. However, if a replacement is

necessary by hiring a new employee in the farm, the economic impact is estimated

12,000 € per year. In this way, probability and significance level (economic impact)

are assigned for each risk factor, respectively.

The forth step of the tool deals with the Handling of risks. The proposed choices

for handling risks are either to (a) accept or (b) avoid or (c) transfer-share or

(d) reduce a risk, respectively. For example, a life insurance may be a choice to
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transfer-share a specific risk. At this step, the farmer’s risk tolerance is a useful

information. The risk tolerance may be something from the following:

1. Low willingness to take risks (risk-aversion). The risk-averse farmers try to

avoid taking risks.

2. Neutrality on taking risks (risk-neutrality). Risk-neutral lies between the risk-

averse and risk-taking position.

3. High willingness to take risks (risk-taking). The risk-takers prefer to take a

chance to achieve higher income.

Therefore, the personal willingness to take risks affects the several ways of

handling.

Simultaneously, the Risk Capacity of the exploitation is taken into account. The

Risk Capacity is based on whether risk taking is limited or not, and is depended on

factors such as: if farmers already have significant past investments, if they have got

several loans, etc. A short example follows in Table 3. As it is presented in the

example the strategic objective is related with the evaluation of risks due to the

merging of two farms. In this case the farmer is willing to take risks but the risk

capacity is limited due to previous investments. The detailed risks for the farm-unit

are presented per category at the second and third columns of the Table. Indi-

catively, the volatility in raw material prices is considered by the farmer as a risk of

high probability, which may causes an expenditure of 21,000 €. This is proposed as
a reduced-type of risk. In other words, the farmer concludes to follow some actions,

which can reduce the specific risk. For this reason, he may either look for new type

of raw-materials, instead of those already used, or/and new markets (suppliers).

Despite the fact that the farmer is willing to take risks, the capacity of the

exploitation is limited, so specific actions will be undertaken in order to reduce as

many risks as possible.

Table 3 An example of risks per category

Strategic objective Evaluate risks of merging two farms

Risk taking High willingness to take risks

Risk capacity Limited due to previous investments

Risk Description Probability

Importance

(€) Action

Market Volatility in

prices

Raw material prices High 21,000 Reduce

Financial Loans Payment capacity High 15,000 Accept

Production Crops Rent new land High 4000 Accept

Human Service

replacement

Replace a partner due

to health problems

with an employee

Medium 12,000 Accept

External Environmental

restrictions

Elimination of pro-

duction quotas

Medium 50,000 Reduce
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Another similar example is presented in Fig. 7, which is a screen shot from the

Excel Add-in spreadsheet. For example, the production risk ‘Drop in milk yield’ is
considered as of a medium probability to occur, which if it occurs the cost will be

300 Danish Coronas (or around 2240 €) per year. This risk is considered as

‘accepted’. This means that the farmer will accept the specific risk because he

cannot do something for it. Similarly, all risks are assessed, as are presented in the

example.

At the last step of the Risk Wheel, Implementation and Follow-Up, the adviser

prepares an Action Plan, which is a graphical representation of all possible risks,

designed as a wheel called Risk Wheel. For this purpose, all relevant information is

inserted in a spreadsheet, the Excel Add-in tool. Entering all possible risks and

relevant data, the tool designs in a separate sheet the Risk Wheel, which constitutes

the Action Plan for a farm-unit. The final product of this effort, the Risk Wheel, is

presented to the farmer, confirmed by him and constitutes the plan for further

actions. A Risk Wheel screen shot is presented in Fig. 8. The follow-up services

are related with the implementation of agreed actions. Therefore, for a pre-agreed

period of time, a few months to a year, the strategic adviser guides and supports the

implementation of the action plan.

In general, using this tool it is necessary to consider: goal and applied strategy,

risk taking, risk capacity, type of risks, economic effect (importance), probabilities

and management of risk. All previous milestones are represented in the Risk Wheel,

which coincides with the analyzed case in a farm-unit.

The Risk Wheel tool is useful for collecting, presenting and assessing informa-

tion in a Holistic Risk Management approach of a farm exploitation. During at least

one meeting in the farmer’s property the adviser discusses with the owner, collects

useful information and develops via a spreadsheet the Risk Wheel. His effort, based

Fig. 7 Risk Wheel screen shot of a spreadsheet
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on a comprehensive dialogue, aims to gather appropriate information and translate

it into risks. At the same time the farmer has the chance to explore all potential risks

he may face in near future, give them a priority and decide how to deal with them.

For a more comprehensive analysis of the risks in farming, the reader is referred to

Kahan (2008).

Nonetheless, more specialised methods could be applied for the estimation of

either probabilities, or significance level (importance of risk factors) or for classifi-

cation of risk factors. This last point, reflects on what is well-known in decision

theory as problematic β, a typology for expressing global preference when potential
actions are to be sorted in classes. In this case, four classes are proposed by the Risk

Wheel. These classes are the ‘accept’, the ‘avoid’, the ‘transfer-share’ and the

‘reduce’, respectively. It could be of further research interest, if the specific tool is

used in combination with outranking method Electre-Tri or any classification

method like UTADIS (Devaud et al. 1980). It is worth noting that UTADIS has

been implemented in multi-criteria decision support systems, such as the FINCLAS

(Zopounidis and Doumpos 1998) and the PREFDIS system (Zopounidis

et al. 1996).

Fig. 8 The action plan as a graph (Risk Wheel screen shot)
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3.3 Some Quality Aspects

A range of analytical tools and techniques, as briefly described in this chapter, can

be employed in the strategic analysis. All of them, even those presented for farm

activities, try to identify and evaluate relevant data to form a strategy. It is worthy to

note, that evaluation herein is used in its broader meaning, not strictly the quanti-

tative one, like in the choice phase of Simon where the analyst translate desires,

preferences, opinions, goals, etc., in numbers.

Furthermore, as it is presented in Table 4, some methods and tools mostly focus

on external and/or internal environment of an enterprise. The SWOT analysis

focuses both on internal and external environment, like the PerfEA and the Risk

Wheel. The PEST, Four Corner’s and War Gaming focus on external environment

while Value Chain focus on internal environment.

In addition, all the tools, directly or indirectly, take into account risks. For

example, Risk Wheel or War Gaming are directly related with risks, while

SWOT or PerfEA, among other issues, incorporate any kind of risk or threat for

an enterprise or exploitation.

4 Transfer of Innovation: Pilot Implementation

The transfer of innovative methods and tools in the Greek agricultural sector took

place in 2014 at six local farms, located in the Crete Island. For the needs of the

pilot implementation six post-graduate students of the School of Production Engi-

neering and Management attended a special training course at farm management

strategy issues, lasting one academic semester. After the training the pilot imple-

mentation followed for 6 more months. The PerfEA method applied in five cases,

while the Risk Wheel tool in one case. The details concerning the participating

exploitations in the implementation are presented in Table 5. As it is presented,

most exploitations are family-driven, as it is the usual case in Greece, of small or

very small size. The owners are both decision-makers and workers in most of them,

either full- or part-time farmers. At the olive-oil enterprise there is permanent staff

Table 4 Quality aspects of a

range of analytical tools and

techniques

Tool Focus on external/internal environment

SWOT E/I

PEST E

Porter’s 5 E/I

Four Corner’s E

Value Chain I

Early Warning E/I

War Gaming E

PerfEA E/I

Risk Wheel E/I
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Table 5 Details of farm exploitations

Type Farmer—owner details

Property—plant—

equipment or livestock

Production per year or

net income per year

Exporting

olive-oil

enterprise

Family enterprise (two

persons). Seven perma-

nent employees and some

more on a seasonal basis

(Full-time entrepreneurs)

A modern industry with

high quality machinery

like mills, bottling equip-

ment, tractors, etc.

600 tonnes of

standardised olive-oil

exported in China,

S. Africa, UK, etc.

Greenhouse

tomato pro-

duction

farm

Four persons—family

farm (Full-time farmers)

3500 m2 of greenhouse,

warehouse, etc.

16–18 tonnes tomatoes

per 1000 m2 of green-

house (ideally) or about

56 tonnes of tomatoes

Avocado

farm

Two persons—family

farm. Some more

employees on a seasonal

basis (Part-time farmers)

5000 m2, 90 avocado

trees, etc.

5.5 tonnes of fruits

Potato

farming

One person. Some more

employees on a seasonal

basis (Full-time farmer)

15,000 m2 owned and

rented land, plant tools,

tractor, etc.

20 tonnes of potatoes.

Gross income:

6000–7000 €

A unit of

rabbits

One person. Some help

from two family mem-

bers (Full-time farmer)

Ten female and one male

rabbits. Building of 35 m
2, 18 cages, etc.

450 rabbits per year.

Net income 3000 €

Beekeeping

farm

Two persons—family

farm. Some more

employees on a seasonal

basis (Full-time farmers)

68,000 m2 owned land

and 10,000 m2 rented

land. 525 beehives.

Specialised machinery,

tracks, vans, etc.

12,000 Kg of honey

Gross income 70,000 €.
Net income 30,000 €.

Son, 26 years old
Mother, 56 years old

Daughter, 
occasionally

One employee, 
on a seasonal 

basis 

Customers for Honey production: 
1. Attiki S.A. (Athens)
2. Melinda S.A. (Athens)

Suppliers: 
Various local suppliers

Customers of bee pollen 
and royal jelly: 
Local market (West Crete)

Fig. 9 The plan of borders for the thyme-honey producing unit
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of seven employees, while at the rest exploitations the employed staff is on a

seasonal basis. The common problems that the owners experience are production

risks, lack of liquidity, loans and low net income, according to their opinion.

Indicatively, the case of the beekeepers unit is presented. In the specific case the

strategic adviser applied the PerfEA method in cooperation with the owners, son

and mother, respectively. The unit is transferred from the father to the son, when the

first had serious health problems. The Plan of Borders (Fig. 9) presents the decision-

makers in the internal circle, the two extra persons who offer services occasionally

in the outer circle and customers/suppliers beyond the external border. The cus-

tomers of the unit are two packaging companies in Athens that buy the thyme-

honey production of 12,000 Kg per year.

The current situation of the exploitation is described as follows:

• Land: 6.8 ha plus 1 ha, owned and rented land respectively. Some beehives are

hosted in this land but mostly beehives are hosted in land all around the Island.

This circulation is necessary for feeding purposes. Thus, mountain areas where

thyme herb grows are chosen.

• Livestock: 295 beehives (son) plus 230 beehives (mother). Controlled fertili-

zation by the queen. Yearly honey production 12,000 kg in total. All the

quantity, unpackaged, is sold at two big factories-companies in Athens. The

specific production is considered as very high and the owners are among the

leader honey-producers of the area.

• Labor: Two persons plus two more occasionally. Hours: 12 h per day, usually

07:00–19:00. Sometimes, the timetable changes and is depended on activities

like transfer of beehives during the night, or drive for more than 3 h to reach

different locations.

• Equipment: four hundred new beehives, two vans, one track, one trailer, four

specialized machineries for honey extraction, four metal warehouses, special-

ized machinery for feeding during winter-time, uniforms, etc.

The owners discussed with the adviser a series of aspects about the durability

and the existence of the exploitation, the most basic of them are: the increase the

bees’ population, lack of sleep when they are obliged to drive car during nights,

hiring a permanent employee, lack of free time, financing problems due to late

payments by customers, thoughts about taking a loan and hard working conditions.

The SWOT analysis which comprises strengths and weaknesses as well as

opportunities and threats is concluded after a series of meetings (see Fig. 10).

Family experience and the existent equipment constitute basic strengths. In addi-

tion, the thyme-honey produced in Crete Island, is of high quality, very tasty, and

very well paid to producers in comparison to other types of similar products of

different geographical areas. However, the weaknesses of the exploitation are the

financing problems, the lack of staff and the inability to package the product. Thus,

they sell the honey in bulk earning less income. The opportunities which exist are

related with the ability to get trained, especially the son of the unit, as younger than

his mother. Furthermore, for young farmers there is a special subsidy programme of

20,000 €, if the farmer applies for it. The use of internet is another opportunity for
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promoting final products either honey or more specialized products, like bee pollen

and royal belly, which are very healthy and very expensive. The threats of the unit

include illnesses of the bees, which are common last years and cause sometimes

death of a large portion of the population. Another threat for bees’ life, except the
bad weather conditions, is the used pesticides by other farmers, when they spray

trees or plants that bees may visit. Last, another problem is the destruction or

missing beehives, when they are located many kilometers far away from the

owners’ control.
The strategic adviser based on the vision of the son of the family and his mother

to keep the exploitation, to expand and improve it, represented everything on a

detailed cognitive map by using the Decision Explorer© software. The cognitive

maps gave the opportunity to the owners to understand complex and interrelated

issues they face and have an insight on a series of aspects for their exploitation. The

maps as very detailed, are not presented herein. The final strategic areas that the

owners concluded are the following:

– Quality improvement

– Income enhancement

The Action Plan combined with the Balanced Scorecard for both strategic areas,

are presented below in Tables 6 and 7. The first strategic area (quality improvement,

see Table 6) is analysed into three objectives: honey packaging, quality control and

training. The honey packaging (and the using of an effective product label) is

limited at 20% of the total quantity produced. The appropriate packaging equip-

ment and necessary materials cost 4500 €, which in turn can be covered by the

higher retail prices achieved. The quality control of honey and royal jelly production,

Fig. 10 A SWOT analysis in a beekeeping unit
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standards of equipment and installations for beekeeping, constitute another strategic

objective. The expenses of this optimistic goal will be covered by a subsidy (if the

relevant application is approved). Furthermore, for quality purposes training oppor-

tunities will be exploited. Seminars for beekeepers are usually organized by union of

producers, cooperatives, etc. The son of the family holds a university degree,

however his knowledges in beekeeping are limited in family experience.

The second strategic area (income enhancement, see Table 7) is analysed into the

following objectives: produce cheap honey, find new customers, apply for subsidy and

develop an internet site. Today cost of honey is 3.3 €/kg. The target is to decline to 3 €.
There are several different ways to achieve the specific goal. The approved one is to

increase the production rate of the beehive by moving the installation more often than

today in areas which are rich in thyme and flowers. The better the feeding, the higher

the quantity and quality produced. The estimated honey production is 15,000 kg

instead of today 12,000 kg, which implies a lower cost at 3 €/kg. Moreover, the

owners will find new customers by packaging and selling in retail. In this case, the

income will be 19,200 € if they sell 8 € each kg, instead of a lower price in bulk. Thus,
they will achieve an extra amount of 5280 €, which in turn plan to use it for covering
the expenses for packaging equipment. Once the initial cost is covered, the extra

income will be a plus to the existent income. Another source for enhancing income of

the family is to apply for a subsidy. There are special subsidies up to 20,000 € for new
farmers. In this case, the son of the family can apply for such subsidy. In case of

approval, a small amount will go to the payment of the adviser, while the rest will

cover the expenses for the quality assurance system.Moreover, the development of an

internet-site will promote the high quality products to new customers, thus will

positively affect family income. The development cost is low (500 €). All the above
strategic objectives are stated in the Action Plan with details about resources, respon-

sible persons and frequency of control.

In conclusion, the advising process is a new issue for Greek farmers, as opposed

to other European countries, therefore a period of time is needed and some

motivation for cultural change. Farmers are usually suspicious to share information

of their activity with strategic advisers and skeptical about the usefulness of

strategic approach. The initial experience of the advisers in most pilot imple-

mentations is that farmers have a difficulty to express their future plans. However,

at the end of the advising process the farmers have achieved to think in a strategic

manner, set goals and made plans for the future of their exploitation. In the

presented aforementioned case of the beekeepers, although the owners were very

busy with daily activities, the cooperation with them was very effective. The son of

the family as younger, well-educated, and of similar age with the adviser realized

from the early beginning the usefulness of the strategic approach. The pilot imple-

mentation stopped when the Action Plan was presented to the owners after a

cooperation period lasting 4 months. In another case, the strategic adviser

follows-up the implementation of the strategy for a certain period.
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5 Conclusions

A range of analytical tools, methods and techniques can be employed in strategic

analysis by specialized advisers. Some well-known and some new tools proposed in

a European-level project are presented. All of them elaborate with the initial issue

for strategy planning, to explore—identify and evaluate relevant data. According to

Simon’s decision-making phases, most tools elaborate with the intelligence and the
design phase, while for the choice phase, as operational research scientists proceed

on choices, almost nothing is proposed. This gap may be eliminated by applying

interdisciplinary approaches, by combining analytical tools for strategic analysis,

like SWOT, with multi-criteria methods. Tools like PerfEA and Risk Wheel,

focused on strategy formulation for farm exploitations, can be integrated in con-

junction with multi-criteria methods. In this framework, aspects like the ranking of

conflicting goals, the weights of a set of goals or actions, the preference assessment

of a group of farm members, the sorting of actions in different risk classes, are all

issues that can be addressed by multi-criteria algorithms and techniques. Further-

more, group decision-making methods and algorithms can be incorporated to

support expressing of preferences of ‘significant others’, members of family

farms. However, all the above issues constitute a part of the whole effort, the

strategy formulation and implementation; especially when this dynamic activity

has to be adjusted to known or unknown, expected or unexpected, circumstances.
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Appendix

Principles of sustainability and related questions (source: STRAT project pedagog-

ical guide).

Existence What are the major constraints which the structure has to face? The resources

which are necessary for farm existence are they available?

Effectiveness What are the rare resources of the exploitation? What can favor or force the

optimal use of these resources?

Security What changes, frequent hazards, can return the fragile exploitation, destabi-

lize it? How can the exploitation adapt itself to these frequent changes, face

the hazards of the context? What can help the exploitation to face the hazards

of the context?

(continued)
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Adaptability What elements can facilitate or limit the changes of orientation, organization

or functioning of the exploitation to adapt itself to the long-lasting modifi-

cations of the context? What favors the adaptation of the exploitation to these

changes? What disadvantages the adaptation of the exploitation to these

changes?

Freedom of

action

On what is the exploitation dependent? In what is autonomous? What favors

its autonomy? What can, in a changing context, facilitate or prevent choices,

autonomy of decision? What choices are realized under duress?

Coexistence What are the main actors in interaction with the exploitation? What common

objectives they have with the exploitation? What positive/negative impacts

can the exploitation produce on these various actors?

Transmissibility What are the essential elements which allow perpetuating the exploitation and

its activities?

Psychological

needs

To what extent expectations and needs for the persons which work on the

exploitation are they taken into account? To what extent expectations and

needs for the partners of the exploitation are taken into account?

Responsibility How do the choices of the exploitation impact on the current, future gener-

ations and on the environment of the exploitation? For you, for whom is the

exploitation responsible?
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Exploring Population Drift on Consumer

Credit Behavioral Scoring

Dimitris Nikolaidis, Michael Doumpos, and Constantin Zopounidis

Abstract Behavioral credit scoring models are a specific kind of credit scoring

models, where time-evolving data about delinquency pattern, outstanding amounts,

and account activity, is used. These data have a dynamic nature as they evolve over

time in accordance with the economic environment. On the other hand, scoring

models are usually static, implicitly assuming that the relationship between the

performance characteristics and the subsequent performance of a customer will be

the same under the current situation as it was when the information on which the

scorecard was built was collected, no matter what economic changes have occurred

in that period. In this study we investigate how this assumption affects the predic-

tive power of behavioral scoring models, using a large data set from Greece, where

consumer credit has been heavily affected by the economic crisis that hit the

country since 2009.

Keywords Behavioral credit scoring • Consumer credit • Population drift • Risk

management

1 Introduction

Credit scoring, as a principal tool to identify good prospective borrowers in

presence of information asymmetry [with its well studied consequences, see

Besanko and Thakor (1987) and Stiglitz and Weiss (1981), etc] and support lending

organizations’ decision making processes, began as early as 1941 (Durand 1941).

However, the automated and thus widespread application of credit scoring did not
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take place until the 1980’s, when computing power to perform sophisticated

statistical calculations became affordable. One definition of credit scoring is “the

use of statistical models to transform relevant data into numerical measures that

guide credit decisions” (Anderson 2007). According to Thomas et al. (2002) credit

scoring has been vital in the “. . .phenomenal growth in the consumer credit over the

last five decades. Without (credit scoring techniques, as) an accurate and automat-

ically operated risk assessment tool, lenders of consumer credit could not have

expanded their loan (effectively)”.

The techniques utilized in building credit scoring models rely mostly on

classification methods and can be categorized into the following groups

(Yu et al. 2008a, b):

1. Statistical models: Logistic, probit or linear regression, linear discriminant

analysis (LDA), classification trees, k-nearest neighbor etc.

2. Mathematical programming methods: linear programming, integer

programming, etc.

3. Artificial intelligence approaches (also referred as machine learning or data

mining or soft computing techniques): artificial neural networks, support vector

machines, genetic algorithms, fuzzy logic, rough sets, etc.

4. Hybrid approaches: The hybridization approach is based on combining two

(or more) different machine learning techniques, but only one single predictor

is applied (Verikas et al. 2010). For example, a hybrid classification model can

be composed of one unsupervised learner (clustering method) to pre-process the

training data and one supervised learner (classifier) to learn the clustering result

or vice versa (Tsai and Chen 2010).

5. Ensemble methods: Similar to hybrid approaches, an ensemble of classifiers uses

more than one predictors but (unlike hybrid methods) the final prediction

aggregates in some way the outputs of them.

Conventionally, the most widely applied method for credit scoring is logistic

regression (Thomas et al. 2005) followed by other linear methods, such as LDA.

This preference is not without a good reason since linear models provide in practice

a very good compromise between classification accuracy (compared with soft

computing methods) and simplicity and interpretability (Yu et al. 2008a, b).

Especially financial institutions are more reluctant to adopt less intuitive, “black

box” approaches (Sousa et al. 2013) since their legislative and operational frame-

work1 imposes constraints on data availability, transparency, verifiability and

interpretability of their risk evaluation methods and processes. Nevertheless, soft

computing techniques have gained much academic interest in the later years (see

1 Just to name a few constraints the European Consumer Credit Directive 2008/48/EC (http://ec.

europa.eu/consumers/financial_services/consumer_credit_directive/index_en.htm) stipulates

among other that an applicant has the right to be comprehensively informed about the reasons of

a rejection; The Basel II Accord (http://www.bis.org/publ/bcbsca.htm) imposes specific require-

ments for risk evaluation that have to be accredited.
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(Stefan Lessmann et al. 2013) for a comparative study of several classification

algorithms).

Traditionally we can distinguish two2 broad types of credit scoring (Bijak and

Thomas 2012):

• Application scoring: Refers to the assessment of the credit worthiness usually for

new applicants. Application scoring models quantify the probability of default,

by taking characteristics found in loan applications eg demographic attributes

(such as age and family status), salary etc. This is historically the first type of

credit scoring developed and by far the most researched and widely applied.

• Behavioral scoring: Behavioral scoring models are a natural extension from

application scoring since they are used after a credit has been granted. The

extra information in behavioral models is data based on the credit lines’ repay-

ment performance. We can score an existing customer using behavioral models

(as part of her or his credit risk assessment) in order to provide a new credit line

or to monitor and manage existing ones (i.e. coordinate customer-level decision

making). For example, a bank may decide to reduce or advance credit limits on

customers depending on their risk profiles. We shall note here that the distinction

between behavioral and application scoring is not clear-cut in the sense that if an

existing customer applies for a new credit line all available information (behav-

ior and application data) will be used.

Since credit scoring models (as happens in all predictive models (Shmueli 2010))

assume that the future is like the past, the accuracy of the prediction depends on the

available past data. This highlights one of the most important and frequently

occurred problems in learning algorithms: concept drift, ie the evolution of data

distributions over time in a dynamic, non stationary environment (Tsymbal 2004;

Widmer and Kubat 1996; Žliobaitė 2009). Specifically when the population distri-

butions change over time then we refer to population drift, a very common phenom-

enon in economy. Thus static credit scoring models based on historical data may fail

to accommodate the inherent cyclicality of banking business (in accordance with the

economic cycles of recession and expansion) and the shift this entails to the entire

loss distribution (Allen and Saunders 2002; Niklis et al. 2014). On a first glance this

thesis seems almost axiomatic. However, there are subtle points for consideration

such as: what constitutes a static model, save including macroeconomic variables

2We shall note here that there is an expanding research in credit scoring –and especially

behavioral scoring- to support decisions in areas such as marketing, through the use of propensity
scores (Bijak 2011; Thomas 2003; Thomas et al. 2005): there are response models (will the

consumer respond to marketing offers), usage models (will the consumer use a credit line) and

attrition models (will a customer continue with the lender). A recent trend is also profit scoring,
that is the use of scorecards to maximize profit (Andreeva et al. 2007; Crook et al. 2007; Finlay

2010). Additional areas in which scoring models find application are collection scoring (dividing

insolvent customers into groups, separating those who require decisive actions from those who

don’t need to be attended to immediately) and fraud detection (ranking applicants according to the
relative likelihood that their application may be fraudulent) (Phua et al. 2010).

Exploring Population Drift on Consumer Credit Behavioral Scoring 147



(Bellotti and Crook 2014; Breeden et al. 2007; Crook and Bellotti 2010; Saha and

Siddiqi 2011; Sousa et al. 2014; 2013), which presents specific challenges and has

not yet been widely applied or adopted (at least on a commercial level)? Is there a

clear cut point where to assume that population drift has occurred and therefore the

classification fails or this is a more gradual and therefore less obvious process?What

depth of historical data is required to model the drift?

This research will put under scrutiny all these issues by evaluating the impact of

severe population drift in the context of behavioral scoring for consumer credit

(i.e. credit extended to households) with actual data from the financial sector.

The rest of the paper is structured as follows: Sect. 2 provides a short introduc-

tion to credit and behavioral scoring. Section 4 examines population drift in the

context of consumer credit scoring and sets the economic background of the

available data for examining its effects. Section 4 presents the data used and the

models that were developed and Sect. 5 presents and discusses the results. Finally

Sect. 6 concludes the paper.

2 Credit Scoring Framework

2.1 Credit Scoring Formalization

Credit scoring models in general classify customers3 into dichotomous good or bad
(non-default/default) risk classes4 which indicate the probability of a credit line to

be repaid or not respectively. The default definition quantifies this categorization by
identifying what constitutes a “bad” credit line or customer (e.g. missing 3 or more

consecutive payments in the next 12 months).

Formally, let X ¼ X1;X2; . . . ;Xnð Þ be a set of n random variables (also referred

as characteristics) that describe an applicant. Examples of typical characteristics

are: (a) demographic data (such as age, employment, salary etc found in a typical

loan application form), (b) account information (such as type of credit used,

outstanding amounts etc) and (c) bureau data: current and past payment behavior

(such as delinquencies, adverse data etc). Let also x ¼ x1; x2; . . . ; xnð Þ denote the

actual value of characteristics for a specific applicant and p(G) and p(B) the

proportion of applicants who are good or bad respectively (prior probabilities).

Thus we are interested in calculating the probability of an applicant being good

given its characteristics x:

p G
��x� � ¼ p x

��G� �
p Gð Þ

p xð Þ ð1Þ

3 A customer may be an existing one who has already a credit history or a new one applying for first

time. This distinction is important in the context of behavioral score.
4Multi-class credit risk classification has not being extensively studied or applied in practice (see (Chen

2012; Hsieh et al. 2010; Tang and Qiu 2012) for an example of multi-class SVM for credit scoring).
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wherep x
��G� �

andp x
��B� �

refer to the conditional probabilities of the risk classes (the

distributions of the classes) and the outcome p G
��x� �

refers to the posterior

probabilities of classes.

In terms of modeling, the relationship between the characteristics x of an

applicant (inputs) and the outcome y ¼ p G
��x� �

can be described as follows:

y ¼ f x1; x2; . . . ; xnð Þ ð2Þ

Credit scoring models are usually presented in the form of scorecards, where the

characteristics, their attributes and their relative weights are encoded in a tabular

format (when intended for human audience). Hence the terminology “scoring

model” and “scorecard” can be used interchangeably.

2.2 Behavioral Scoring

Credit behavioral scoring is used by financial organizations to guide lending

decisions for customers in cases such as: credit limit management strategies;

managing debt collection and recovery; retaining future profitable customers;

predicting accounts likely to close or settle early; cross-selling; offering new

interest rates; predicting fraudulent activity etc (Breeden et al. 2007; Hand and

Henley 1997; Thomas and Malik 2010).

Table 1 presents sources and typical characteristics of behavioral scorecards.5

The choice of which of these are going to be used depends on their availability as

well as their appropriateness. For example promotions history is more appropriate

for an attrition scorecard than for a behavioral model of retail loans (Kennedy

et al. 2013).

Whereas, application scoring can be considered as static, behavioral scoring is

updated constantly through the current and most recent performance of the bor-

rower (Thomas et al. 2001). This has a very significant implication in the context of

our study. A comparison between these different types of scoring has not been

researched in the literature, however behavioral scorecards appear to be more

predictive of future loan quality than application ones (Hand and Henley 1997).

Medema et al. (2009) indicate two main types of behavioral models: classifica-

tion and duration models. We have already mentioned classification models aiming

at predicting the event of default, most often through logistic regression or

5We shall note here that these data reflect the traditional and well-established academic and

financial industry perspective. However, there is an increasing fad (eg FICO score with use of

alternative data, see Andriotis (2015) and similar approaches from Equifax and TransUnion) for

using alternative data (mainly from sources such as utilities & telecommunication bill payments,

but also from data from social networks, rentals etc). The aim is to outreach those with very thin

data or serious delinquencies, sometimes mentioned as “credit invisibles” [see http://www.perc.net

(Turner et al. 2015; 2009)].
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discriminant analysis. In duration models the focus is on predicting the time to

default using survival analysis (Andreeva et al. 2007; Baesens et al. 2005; Bellotti

and Crook 2008a, b, 2014; Giambona 2012; Im et al. 2012; Sarlija et al. 2009;

Stepanova and Thomas 2002).

The methodology to develop behavioral models is similar to the general credit

scoring model development:

1. A random sample of customers/credit lines is selected and their performance at

either side of an arbitrary observation point is measured.

2. The period before observation point is called as performance window (usually

between 6 and 24 months) and using the available characteristics during this

period the performance of the customers/credit lines is determined.

3. In the period (usually 12 months) after the observation point (outcome window)
the customer/credit line is classified as good or bad, based on the predetermined

default definition.

4. We then use the outcome period classification to estimate the parameters of the

models for the characteristics obtained in the observation period.

Figure 1 illustrates this longitudinal aspect of the data in behavioral scoring.

Notice that there are three important parameters to be decided in practice: The

lengths of the outcome and performance window respectively and the definition of

default. Credit scoring literature has not provided strong answers to these issues and

there is no standard way to define the window length or the default definition. The

recommendations in the literature vary the length of performance and outcome

windows from 6 to 24 months (Mays 2005; Thomas et al. 2002; Thomas and Malik

2010). Practitioners use a trial-and-error approach to identify the best candidate.

Regarding default definition, R. Anderson in (Anderson 2007) designated that

financial institutions choose between: (a) a current status definition that classifies

an account as good or bad based on its status at the end of the outcome window and

(b) a worst status approach that uses a time-period during the outcome window. A

90-dpd (days past due) worst status approach is commonly used in practice in

behavioral scorecards and complies with the Basel II Capital Accord.6

Table 1 Behavioral scoring

characteristics and their

sources

Data source Feature example

Delinquency history Max/current delinquency

Usage history Balance-to-limit/amount ratio

Static information Age, demographic data

Payment history Frequency of payments

Collections activity Outcomes, contact frequency

Type of credit Number of transactions, Type

Customer service Inbound/outbound contact

Promotions history Number/outcome of offers

Bureau data Scores, account information

6 http://www.bis.org/publ/bcbsca.htm
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Kennedy et al. (2013) have made a comparative study of various values for these

parameters. Their results indicated that behavioral scoring models using:

• default definitions based on a worst status approach outperformed those with

current status

• a 12-month performance window outperformed the ones with 6- and 18-month

windows in combination with shorter (12 months or less) outcome windows

• 6-months outcome windows (or less) and a current status default definition

outperformed longer outcome windows; 12-month (or less) outcome windows

combined with worst status default definition outperformed longer ones.

3 Population Drift and Evidence from Current Situation

As mentioned above, an outstanding issue in credit scoring is population drift: the

change of population distribution over time.7 Evolution of population can occur in

three ways (Kelly et al. 1999; Pavlidis et al. 2012):

(a) change of risk classes prior probabilities p(G) and p(B),

(b) change in the class conditional probabilities p x
��G� �

, p x
��B� �

and

(c) change in the posterior probabilities p G
��x� �

, p B
��x� �

.

It’s worth mentioning that changes in class priors and/or class conditional

probabilities do not necessarily lead to change in posterior probabilities, in which

case the predictive decision will remain unaffected (Gama et al. 2014; Kelly

et al. 1999). However, in reality we could only observe the changes in the joint

probability p(x,G) or p(x,B) making it hard to distinguish whether p(x) or

p G,B
��x� �

has changed (Gao et al. 2007).

One of the disadvantages of credit scoring is that one typically needs at least two

years history to build a scorecard and thus both the population characteristics and

the economic environment may have changed. The latter problem is heightened

because credit scorecards tend to have no external economic characteristics in them

(Thomas et al. 2001), in the sense that they generally do not relate aspects of credit

risk to determining external factors that vary over time (Crook and Bellotti 2010).

Fig. 1 Performance and outcome windows

7 Concept drift is a wider phenomenon than population drift; it can refer eg to situations where the

classes of the classification problem change over time (Kelly and Hand 1999).
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However, especially behavioral credit scoring models include by design time-

changing characteristics (such as delinquency pattern, account activity etc) assum-

ing implicitly that the relationship between the performance characteristics and the

subsequent delinquency status of a customer will be the same under current

situation as it was two to three year ago when the information on which the

scorecard was built was collected, no matter what economic changes have occurred

in that period. Our study will further investigate this assumption.

The conventional approach to handle the problem of population drift in practice

is to manually rebuild or recalibrate the scorecards. This is costly, sub-optimal in

terms of potential model quality and slow to adapt to changes due to verification

latency (Hofer and Krempl 2013; Marrs et al. 2010), and needs constant manual

intervention. In fact scorecards left un-calibrated, is considered as one of the

reasons for the US subprime mortgage crisis (Thomas and Jung 2013; Rona-Tas

and Hiss 2008).

3.1 Evidence from Greek Market

There is considerable evidence in literature that macroeconomic factors affect the

risk of borrowers and the probability of default (Crook and Banasik 2005; Crook

and Bellotti 2010; Ingolfsson and Elvarsson 2010; Thomas et al. 2002). Greece has

undergone a rapid and significant (in term of volume in Euros) expansion of its

consumer credit (Fig. 2), followed since 2010 from a total collapse: Figs. 3 and 4

indicate the extend of this deep crisis and the impact of it in the NPLs

(non-performing loans), where a loan is characterized as nonperforming “when

payments of interest and/or principal are past due by 90 days or more, or interest

payments equal to 90 days or more have been capitalized, refinanced, or delayed by

agreement, or payments are less than 90 days overdue, but there are other good
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Fig. 2 Outstanding amounts to households (Credit to domestic non-MFI residents by domestic

MFIs)—Grey line indicates the official onset of the economic crisis (May 2010) by entering into

the 1st economic adjustment program. Source: Bank of Greece
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reasons—such as a debtor filing for bankruptcy—to doubt that payments will be

made in full”.8

As unfortunate as this on-going downturn may be, it enables us, nevertheless, to

examine the impact of a severe shock in the macroeconomic environment to the

performance of behavioral scoring models.

4 Data and Models

Our data came from a proprietary database containing behavioral variables for more

than 3 million credit lines on household accounts (i.e. consumer loans, credit cards

and mortgages) covering the entire financial sector of the country for a period from

January 2010 (just on the onset of the macroeconomic crisis) to December 2014.

The database is updated on a monthly basis. From this database we extracted a

random sample of 20,000 borrowers extant in December 2014 (86,082 credit lines)

and followed their credit lines “backwards” up to January 2010. To avoid survi-

vorship bias (Elton et al. 1996) we included all credit lines that these borrowers

have had at any time during our sampling period, keeping closed ones e.g. paid off,

defaulted etc) up to December 2014 and including new credit lines that were

approved at any time during our sampling period.

4.1 Behavioral Scoring Parameters

The following parameters, necessary for creating a behavioral scoring model,

where defined, taking into account also the specifications of the Basel II accord:

• Observation Period(s): Time windows of 1,3,6 and 12 months prior to each

observation point. Our initial observation point was at January 2010 and every

subsequent month thereafter.

• Performance Period: a 12 month window after observation point.

• Observation Point (T0) default definition: The classification of credit lines in

GOOD/BAD/INDETERMINATE/OTHER classes using their current delin-

quency (see Appendix 1—Table 3) at each observation point. These definitions

were used to specify the scorable sample at the given point.

• Performance Point (T1) default definition: The classification of credit lines in

GOOD/BAD/INDETERMINATE/OTHER classes using a worst delinquency

approach (see Appendix 1—Table 4) at each performance point. These defini-

tions served as the output (depended variable) to train the classification models.

8 IMF: Compilation Guide on Financial Soundness Indicators, https://www.imf.org/external/np/

sta/fsi/eng/2004/guide/index.htm
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4.2 Modeling Methodology

As classifiers we used logistic regression and a linear SVM. We based our decision

for the selection of these models to the following criteria:

• Logistic regression is the financial industry standard for credit scoring. We have

the opportunity to observe its performance under stress conditions and evaluate

the results of population drift. It will be used as a baseline in our study.

• There is growing and important evidence in the literature (see for example

(Baesens et al. 2003; Chang and Yeh 2012; Hand 2006; Stefan Lessmann

et al. 2013; Van Gestel et al. 2010) etc) that simple methods (such as logistic

regression or LDA) perform very close to more advanced methods (such as

neural networks, SVMs, extreme learning machines, ensemble classifiers etc); a

phenomenon that seems to not pertain only in credit scoring (Holte 1993). For

example, a very comprehensive study (Stefan Lessmann et al. 2013) compared

41 different classification algorithms/methodologies on 7 datasets. The differ-

ence of performance between logistic regression compared to the absolutely best

classifier for each dataset in terms of the AUC (Area under receiver operating

characteristic curve), varied from 0.2% to 2.2% in all but one datasets (in which

the performance difference was 14.9%).

• Finally simple classifiers, probably due to the flat maximum effect (Hand 2006;

Overstreet et al. 1992), combined with domain knowledge “can do surprisingly

well in classifying the points” (Hand 2006).

To examine the performance of the models in the presence of the population drift

we trained them using data from January 2010 and cross-validated them on every

subsequent month. Specifically, our model building process was the following (see

also (Anderson 2007; Siddiqi 2005) for a practitioners’ approach into building

credit scoring models).

For each T0 starting from January 2010 up to December 2013 (recall that we

need a 12 month performance period to observe the performance)

1. First we excluded credit lines with not enough data or that were already

defaulted (BAD) at T0, deriving thus the scorable sample

2. Subsequently only those credit lines that were characterized as GOOD/BAD at

performance point T1 (12 months after T0) were kept from the scorable sample.

3. The model was cross-validated with out-of-time data for every T0 subsequent to

January 2010. Do to the very reach validation data and the nature of the problem

there was no was no need for hold-out validation.

For measuring the performance of the models we will use the area under ROC

(AUC), a well-established classifier metric (Fawcett 2006) in credit scoring litera-

ture and practice (Clémençon and Vayatis 2010; Kraft et al. 2002; Thomas 2007;

Rezac and Rezac 2011; Siarka 2012; Lessmann et al. 2013). It is also explicitly

mentioned in the Basel II capital accord. AUC values range from 0 to 1, where 1 and

0.5 correspond to perfect and random classification, respectively. Specifically, the
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AUC equals the probability that a randomly chosen positive example will be ranked

higher than a randomly chosen negative example.

Despite its advantages, the AUC as a performance measure has drawn valid

criticism (Hand 2009; Hand and Anagnostopoulos 2013), basically as an incoherent

metric to compare different classifiers. Since we are mainly interested in examining

the effects of population drift on the same classifier (may it be logistic regression, or

a linear SVM) this incoherence will not affect our conclusions.

4.3 Variables

The available behavioral variables per credit line fall into these dimensions:

• Type of credit (consumer loan, mortgage, revolving credit -such as overdrafts-,

credit card etc)

• Current delinquency (months in arrears)

• Amounts (Outstanding balance, delinquent balance, approved amount or credit

limit -for credit cards or revolving credit-)

• Age of credit line (months since approval)

• Status (active, paid-off, defaulted)

The monthly snapshots of the variables were taken for 60 periods (January

2010–December 2014) and derivative characteristics were also calculated (see

Appendix 2). Variable (or feature) selection is per se an active research topic [see

e.g. Bellotti and Crook (2008a, b), Hajek and Michalak (2013), Liu and Schumann

(2005), Maldonado et al. (2011), Shi et al. (2013), Siami et al. (2013), Song

et al. (2010), Tsai (2009), Waad et al. (2013), Wang et al. (2012), Yao (2009) for

specific application of feature selection approaches in credit scoring]. However, we

decided to an ad-hoc/expert approach based on results from univariate and bivariate

analysis for the following reasons:

• Data were not of high dimensionality. We aimed for simplicity as we mentioned

in Sect. 4.1 above.

• Variable interdependence/multicolineraity was checked using variance inflation

factor (VIF) which, nevertheless, has been criticized as a practical measure for

multicolinerarity (O’brien 2007). Also problems caused by multicollinearity

when fitting standard logistic regression models in small samples do not seem

to hold for the large samples that are frequently encountered in a credit scoring

context (De Jongh et al. 2015).

• Automated variable selection methods, specifically stepwise logistic regression,

which would suit our needs, has been heavily criticized (Harrell 2015; Shtatland

et al. 2001).

• We do not need to be concerned about overfitting since by design we will

actually perform extensive cross-validation with out-of-time data.
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• Most importantly domain knowledge was available by the authors enabling thus

an expert feature selection (Guyon and Elisseeff 2003).

Various combination of variables were tested. Group averages for the final

variables used in the model (TYPE, MAXIMUM DELINQUENCY, MAXIMUM

UTILIZATION) are presented in Appendix 2.

5 Results and Discussion

Fitting logistic regression and a linear SVM on January 2010 and cross-validating it

across 47 months up to December 2013, yielded the results presented in Fig. 4. The

charts display the trend of the AUC of each model for every data point (month)

where the training point (January 2010) is displayed with a red dot. WIN1 indicates

that the variables of the model used only one month (current month at T0), WIN3

indicates a 3-month window for training e.g. the maximum delinquency was

calculated across 3 months) etc. Table 2 displays also the statistics of the results.

The immediate conclusions arising from these results are the following:

• First and foremost in both models we tried (LR, linear SVM) the drift occurred to

the population due to the macroeconomic crisis did not affect the models at all.

Their performance remained stable throughout the entire cross-validation

period.

• The predictive ability itself of the models is quite high (see Table 2) taking into

consideration that we used data from the real world and not artificially

constructed.

• Bigger time-windows (up to 12 months) seem to yield better (if only slightly)

performance.

• There seems no advantage of SVM over logistic regression.

Table 2 Key statistics of models performances

Model Mean. AUC Max. AUC Min. AUC stddev

LR-1 month 0.84 0.86 0.77 0.02

LR-3 month 0.88 0.89 0.85 0.01

LR-6 month 0.89 0.91 0.87 0.01

LR-12 month 0.90 0.92 0.88 0.01

LinSVM-1 month 0.82 0.85 0.76 0.02

LinSVM-3 month 0.87 0.89 0.84 0.01

LinSVM-6 month 0.89 0.90 0.86 0.01

LinSVM-12 month 0.89 0.92 0.87 0.01
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5.1 Discussion

On the basis of the obtained results a number of interesting findings emerge:

1. Behavioral variables are extremely predictive and separate very well good from

bad population (see Figs. 6 and 7, Appendix 2). In a sense it’s like a “self-

fulfilling prophecy” to have a severe delinquency currently and predict that this

credit line will default.

2. Since we scored the credit line and not the borrower in total, point 1 above is

amplified: a borrower facing financial difficulties (i.e. having the willingness but

not the ability to pay all of her debts) may choose not to pay eg a credit card over

her mortgage. This would be reflected in model that would a borrower and all her

credit data as a distinct entity.

3. Exploring our data in more depth we realized that new credit approvals were

actually diminished as evidenced by the decrease by 18% of total outstanding

balance of loans (Fig. 2) but also dictated by common logic (financial institutions

in Greece have undergone 2 recapitalizations in the last 3 years). Instead of new

loans, it took place only restructuring or defaulting of existing credit by those

having financial difficulties and repayment by those capable of. This is further

evidenced by Fig. 5. An examination reveals that: (a) the percentage of good

population has significantly decreased whereas that of bad increased. In absolute

numbers BAD increased by 187% whereas GOOD by a mere 6%; (b) NOT

ENOUGH DATA increased (in absolute numbers) by 1356% from January

2010 to December 2013. This was caused by closing (paid-off) credit lines

which being closed did not have enough data in the next period to be scored

and thus characterized as “thin”.

4. Furthermore, the above trend highlighted an inevitable survivor bias amplified

by the fiscal environment: removing defaulted credit lines from the system and

not adding new ones led to keeping only those borrowers with very robust

Dec 201Jan 2010 

100% 

0% 

Bad

Good 

Not 

enough 

data 

Indeterminate 

Fig. 5 Evolution (stacked % of total for each month) of distribution of population classification

(GOOD/BAD/INDETERMINATE/NOT ENOUGH DATA) over time
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financial position. In turn they continue to pay their financial obligations and

thus enhancing the correlation between behavioral variables (payment, delin-

quency) and outcome (default/non-default).

6 Conclusions

Using a large database from Greece, this study showed that, on a credit line level,

behavioral credit scoring based on data from financial institutions is unaffected by

severe deterioration in the macroeconomic environment. In terms of modeling

terminology, and despite structural changes in the credit market, analytical models

developed using past data still perform well after the emergence of the Greek crisis.

An interesting extension to this work would be to expand our line of view and test

this result on a borrower level accounting thus for all financial obligations. Exten-

sions to corporate default data could also be explored.

Appendix 1: Scoring Parameters

Table 3 Observation point (T0) definitions

Classification at T0 Definition

Bad Current Delinquency >¼ 4 months (90 days past due)

with Delinquent Balance > 50 €

Indeterminate Current Delinquency < 4 months AND >¼ 2 months

Other Not enough data

Good Not ALREADY BAD or INDETERMINATE and

current delinquency 0 or 1 month

Table 4 Performance point (T1) definitions

Classification at T1 Definition

Bad Worst Delinquency in performance period >¼ 4 months

(90 days past due) with Delinquent Balance > 50 €

Indeterminate Worst Delinquency in performance period < 4 months

AND >¼ 2 months

Other Not enough data

Good Not ALREADY BAD or INDETERMINATE and

Worst Delinquency <¼ 1 month
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Appendix 2: Variables

Table 5 Behavioral scoring variables

Variable (Characteristic) Values

TYPE CONS¼Consumer loan

CARD ¼ credit card

HOUS ¼ housing loan

DELIQINDOCCUR Χ
Χ¼1,3,6,12 months

Worst delinquency in last Χ months,

if X¼1, then current delinquency at T0

CURBALOCCUR Χ
Χ¼1,3,6,12,24 months

Maximum outstanding balance in last Χ months,

if X¼1, then balance at T0

CURBALDELOCCUR Χ
Χ¼1,3,6,12,24 months

Maximum delinquent balance in last Χ months,

if X¼1, then delinquent balance at T0

DELIQINDOCCUR12SUM Sum of delinquencies in last 12 months

UTILIZATIONMAX Χ
Χ¼1,3,6,12,24 months

Maximum utilization in last Χ months, where

UTILIZATION ¼ ratio of current balance to approved

amount (or limit for credit cards)

if X¼1, then utilization at T0

CURBALOCCUR1_DIFFX,

Χ¼3,6,12,24 months

Difference between CURRENT BALANCE at T0 and at

T0-X, e.g.

CURBALOCCUR1_DIFF3¼
[CURBALOCCUR1 at T0 - CURBALOCCUR1 at (T0-3)]/

CURBALOCCUR1 at (T0-3)

UTILIZATION_DIFFX,

Χ¼3,6,12,24 months

Difference between UTILIZATION at T0 and at T0-X

CURBALDELOCCUR1_DIFFX,

Χ¼3,6,12,24 months

Difference between DELINQUENT BALANCE at T0 and

at T0-X

AGEOFACCOUNT Months since approval
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Fig. 6 MAXIMUM DELINQUENCY (months in arrears) group average values (dots on top
indicate BAD credit lines, bottom indicate GOOD ones)

Fig. 7 MAXIMUM UTILIZATION (ratio of current balance to approved amount) group average

values (dots on top indicate BAD credit lines, bottom indicate GOOD ones)
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Solving Portfolio Optimization Problems

Using AMPL

Alexis Karakalidis and Angelo Sifaleras

Abstract This work presents a new optimization software library which contains a

number of financial optimization models. Roughly speaking, the majority of these

portfolio allocation models aim to compute the optimal allocation investment

weights, and thus they are particularly useful for supporting investment decisions

in financial markets. Algebraic modeling languages are very well suited for

prototyping and developing optimization models. All the financial optimization

models have been implemented in AMPL mathematical programming modeling

language and solved using either Gurobi Optimizer or Knitro (for those models

having general nonlinear objectives). This proposed software library includes

several well-known portfolio allocation models, such as the Markowitz mean-

variance model, the Konno-Yamazaki absolute deviation model, the Black-

Litterman model, Young’s minimax model and others. These models aim either

to minimize the variance of the portfolios, or maximize the expected returns subject

to a number of constraints, or include portfolios with a risk-free asset, transaction

costs, and others. Furthermore, we also present a literature review of financial

optimization software packages and discuss the benefits and drawbacks of our

proposed portfolio allocation model library. Since this is a work in progress, new

models are still being added to the proposed library.

Keywords Financial optimization • Mathematical programming • AMPL

1 Introduction

In today’s complex environment of globalization, constantly increased competition,

liberalization of markets and rapid changes in the international economic environ-

ment, the use of information technology in the field of finance is of vital importance

for minimizing risks. Portfolio optimization mainly focus on asset allocation
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(Ibbotson 2010), so the research field of financial optimization utilizes the capabil-

ities of the information technology in order to ensure the investor’s portfolio assets.
Due to inherent risks of economic-financial investments, various researchers

tackle these problems by developing mathematical models for financial optimiza-

tion. The novel work of Harry Markowitz on the well-known mean-variance model

(Markowitz 1952, 1959) has set the basis for the development of this field. More-

over, six decades later several studies are still presented that derive from the

Markowitz mean-variance model (Zopounidis et al. 2014; Kolm et al. 2014;

Adame-Garcı́a et al. 2015). A number of mathematical models based on the classic

Markowitz model, have been also recently proposed in electricity investments and

energy (Zhu and Fan 2010). More specifically, the variance of the returns of the

portfolio’s stocks is a measure of risk so the majority of these mathematical models

aim to minimize the variance (risk).

Despite the fact that there is a large number of efficient financial optimization

software packages, more research efforts are still required in order to develop a

more user-friendly non-commercial software package. This is the motivation of this

research work; to develop a software library with a large number of the most well-

known financial optimization models. The benefits of the proposed financial opti-

mization software library are: first, it utilizes the rich features of the AMPL

modelling language (Fourer et al. 2002), second the codes of the financial optimi-

zation models can be easily extended, and third that the majority of the operational

research (OR) scientists are more familiar to general-purpose optimization model-

ling languages, rather than other programming languages. However, this is a work

in progress so new models are still added to enrich the existing library.

The chapter is organised as follows. The next section presents a literature review

on financial optimization software packages. Section 3 presents the financial opti-

mization models that are currently implemented in the proposed optimization

software library. Furthermore, some implementation details regarding AMPL and

examples of two indicative financial optimization models with solution interpreta-

tions are also given in this section. Finally, the last Section concludes this work and

discusses some future research directions.

2 Literature Review and Existing Portfolio Optimization

Software Packages

There are several optimization software packages for the solution of financial

optimization problems. Apart from their price, all these financial optimization

software packages differ in the number of the mathematical models they offer, in

the variety of produced reports, in the solution time, in reliability, etc. An indicative

list of some of the most well-known financial optimization software packages is

presented in this section. Table 1 presents some brief information about these
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software packages, regarding their availability, required operating system, and

whether they constitute add-in packages or not.

Following in Table 2, size limitations and data downloading/importing and

reporting capabilities of these software packages, are also reported.

Microsoft Excel1 Microsoft Excel is one of the simplest software packages for

financial optimization. The add-in package called Solver tool can be used for

modeling and solving several financial optimization problems, such us a quadratic

problem (Çetin and G€oktas 2009). Using the Solver tool, one can easily define the

cells that contain the optimal stock allocations, define the cell containing the

objective function to be optimized, and also add the necessary constraints. The

most classical example of a quadratic problem in portfolio optimization is Marko-

witz mean-variance model and a practical approach is discussed in (Myles and

Mangram 2013). Consequently, data tables of the, e.g., stock returns or covariance

matrices have to be read in order to make the above computations. Polak

et al. (2010) have also used Microsoft Excel Solver for solving minimax portfolio

optimization problems. Additionally, Livingston (2013) showed that it is important

to use Excel’s built-in MMULT function for finding efficient portfolios. Recently,

Lee (2015) also reported the use of the MMULT function for solving risk loan

portfolio optimization model based on CvaR risk measure. Although, Microsoft

Excel does not have any specific financial optimization package pre-installed, the

commercial Hoadley Portfolio Optimizer2 add-in for Microsoft Excel already exists

Table 1 Portfolio optimization packages—general information

Package Access

Add in

package Operating system

Hoadley portfolio

optimizer

Commercial Microsoft

Excel

Microsoft Windows

StockPortfolio,

Quadprog

Open-source R Microsoft Windows, Mac OS

Financial toolbox Commercial Matlab Microsoft Windows, Linux, Mac

OS X

Smartfolio Commercial Microsoft

Excel

Microsoft Windows

MVO Plus Commercial – Microsoft Windows

NUOPT Commercial S+ Microsoft Windows, Linux,

Solaris

Mvport Non-

commercial

Stata Windows, Mac OS X, Unix,

Linux

iOptima Commercial – Microsoft Windows

Zephyr

AllocationADVISOR

Commercial – Microsoft Windows

1 http://www.solver.com
2 http://www.hoadley.net/options/develtoolsoptimize.htm
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in the market. Hoadley Portfolio Optimizer mostly uses Markowitz mean variance

model in order to find the optimal portfolio. Additionally, it uses the Sharpe model

and it has also indicative tutorials for both the Black-Litterman model and the

general use of the package.

R3 R is an open-source software which is mostly used for statistical computing.

However, it is also efficient on dealing with financial optimization problems (Pfaff

2012). A number of packages implemented in the R programming language assist

the writing of the code for financial optimization models. Some of these packages

are StockPortfolio and Quadprog. StockPortfolio can be used to download stock

data from Yahoo Finance, build mathematical models and calculate the optimal

asset allocations. By using the GetReturn function, the returns of the stocks can be

downloaded. Also, by using the stockModel and the OptimalPort functions a model

Table 2 Portfolio optimization packages—data management capabilities

Package

Data downloading/

importing

Reporting

capabilities Size limitation

Hoadley portfolio

optimizer

Historic stock prices

from any web source,

from external data

Excel spread-

sheets,

graphic

visual charts

Up to 1,048,576 rows and

16,384 columns

StockPortfolio,

Quadprog

Historic stock prices

from Yahoo Finance

Text output Up to 2^31-1 elements

(2,137,483,647)

Financial toolbox Historic stock prices

from numerous web

sources, Importing

external databases

Graphic-

visual reports

Up to 2^48-1 elements and

8 TB maximum size of

matrix (depending on the

OS and software’s version)

Smartfolio Historic stock prices

from Yahoo Finance,

External databases

Excel spread-

sheets,

graphic-

visual charts

Up to 1,048,576 rows and

16,384 columns, up to

64 portfolios for individual

license

MVO Plus Historic stock prices

from external databases

Graphic-

visual reports

Up to 20 total assets-stocks

(Five in trial version)

NUOPT Historic stock prices

from external databases

Text output,

graphic-

visual reports

–

Mvport Historic stock prices

from Yahoo Finance

Text output Up to 32,767 variables

iOptima Historic stock prices

from external databases

Graphic-

visual reports

Undisclosed

Zephyr

AllocationADVISOR

Historic stock prices

from external databases

Graphic-

visual reports

Undisclosed

3 https://www.r-project.org/

170 A. Karakalidis and A. Sifaleras

https://www.r-project.org/


can be built and the optimal asset allocations can be calculated, respectively. The

Quadprog package constitutes a solver for quadratic programming problems for

computing the optimal portfolio using the Markowitz mean-variance model.

LINGO4 LINGO is a general-purpose mathematical optimization language and,

thus, it can be used for financial optimization problems as well. Soleimani

et al. recently reported an application of a genetic algorithm for Markowitz-based

portfolio selection with minimum transaction lots, cardinality constraints and

regarding sector capitalization and compared it with the LINGO exact solver

(Soleimani et al. 2009).

MATLAB5 MATLAB (MATrix LABoratory) is one of the most well-known

computational tools for scientific computing applications. Nevertheless, it is also

very-well suited for solving financial optimization problems (Brandimarte 2002).

MATLAB also contains the financial toolbox (Mathworks 2000), which incorpo-

rates Portfolio Optimization and Asset Allocation, thus, providing useful tools for

portfolio optimization theory, mean-variance portfolio optimization, Value at Risk

analysis, and portfolio analysis. Also, Chen et al. in 2010 demonstrated mean-

variance spanning tests using MATLAB. Furthermore the validity of the maximum

entropy method for the minimax portfolio selection problem with short sale restric-

tion has been tested in MATLAB and illustrated in (Wu et al. 2009) using real stock

data from Shanghai Stock Exchange.

SmartFolio 36 SmartFolio is a user-friendly analytical tool and add-in to

Microsoft Excel for assisting investors regarding their portfolio. It enables users

to manage data and historical returns of the stocks by using four optimization

criteria (maximization of expected utility, minimization of target shortfall proba-

bility, maximization of Sharpe ratio, and benchmarking). Another interesting fea-

ture is that it supports robust portfolio optimization where, in scenario-based

optimization, under the worst case scenario the resultant portfolios demonstrate

optimal behavior.

GAMS7 The General Algebraic Modelling System is a mathematical modeling

language for the solution of mathematical optimization problems. GAMS handles

linear, non-linear and mixed integer optimization problems. A practical application

of financial optimization problems and a library of a large number of financial

optimization models are presented in (Zenios et al. 2009). This library contains

several models such as the Markowitz mean-variance model, the mean absolute

deviation model of Konno and Yamazaki (1991), Sharpe’s model and others.

Moreover a construction of a portfolio model in GAMS and an application on the

Athens Stock Exchange is made in (Xidonas et al. 2010).

4 http://www.lindo.com/
5 http://www.mathworks.com/
6 http://www.smartfolio.com/
7 http://www.gams.com/
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MVO Plus8 MVO (Mean-Variance Optimizer) Plus is a commercial tool for

mean-variance optimization, based on the classical Markowitz model. Some of its

benefits is that it effectively uses both geometric and algebraic means as input to

solve Markowitz’s model. Furthermore, MVO Plus simulates historic data of stocks

in order to gauge their effectiveness (back testing).

S+9 S+ is a commercial programming environment of Solution Metrics Company

for the solution of large-scale optimization problems. It is used for a wide range of

applications such as circuit optimization, linear and non-linear problems, statistical

analysis and last but not least for financial optimization. S+ includes a tool called

NUOPT (Numerical OPTimization) which combines statistical and graphical envi-

ronments. NUOPT provides user with solvers that efficiently solve linear, mixed

integer, quadratic and non-linear optimization problems. As far as its applications

in financial optimization are concerned, it mostly makes use of the Markowitz

mean-variance model finding the optimal asset allocation even for large-scale

problems. Another library of financial optimization models is also presented in

(Scherer and Martin 2005).

Stata10 Stata is a commercial, general purpose software for data management,

statistical analysis, and simulation and regression analysis. It is being used as a

research tool in several fields like sociology, political science, biomedicine and

economics. Due to the non-commercial add-in package mvport (Dosamantes 2013),

it is also used in financial optimization too. Mvport consists a Stata package for

mean-variance portfolio optimization. Also, it has a number of functions that

collect online updated data for stocks and analyze them, in order to find the

minimum variance of the portfolio and thus the optimal asset allocations.

iOptima11 iOptima is a commercial software of Finvent company for portfolio

optimization. It offers a user friendly environment and a number of efficient solvers

for several financial problems. As far as the portfolio optimization is concerned, it

uses the classical Markowitz mean-variance approach.

Zephyr AllocationADVISOR12 Zephyr AllocationADVISOR is a commercial

optimization software, which is specialized in portfolio simulation and optimiza-

tion. Some of its key benefits are the creation of efficient portfolios custom to the

investor’s view and his profile, detailed comparison of different portfolios, portfolio

projection, and graphical presentation of the results. The portfolio optimization and

asset allocation utilities of Zephyr AllocationADVISOR, use either the classic

Markowitz mean-variance model or the Black Litterman model.

8 http://www.effisols.com/
9 http://www.solutionmetrics.com.au/
10 http://www.stata.com/
11 http://www.finvent.com/
12 http://www.styleadvisor.com/
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3 Financial Optimization Mathematical Models

The proposed software optimization library consists of ten models as shown in

Table 3. All these models are either linear (Mansini et al. 2014), non-linear, or

quadratic; thus, a suitable solver is called in each case. Furthermore each one model

has a specific aim and objective. More specifically this software optimization

library consists of the most well-known Markowitz’s mean-variance model (Mar-

kowitz 1952, 1991; Steinbach 2001), which aims to minimize the risk of the

portfolio subject to a number of constraints. In this case, the variance between the

stocks is the measure of risk that has to be minimized.

Furthermore, there are some variations of the classic Markowitz model such as

the Markowitz’s mean-variance model with upper bound, where the optimal allo-

cations do not exceed an upper bound. Other variants include the Markowitz’s
mean-variance model with risk free asset, where a risk free asset (Pang 1980) is

added to the portfolio to examine its effectiveness in relation with the other risky

assets. Moreover, the Markowitz’s mean-variance model with transaction costs

where the model, apart from seeking the optimal asset allocations, offers also the

optimal amounts which should be additionally bought and sold. All the variations of

Markowitz’s models and the classical model are examples of quadratic program-

ming models.

Additionally, the Sharpe model (Sharpe 1989, 1992, 1994) aims to maximize the

portfolio’s Sharpe ratio subject to budget constraint, and the Factor model which

minimizes the risk given the fact that a factor has affected the portfolio.

Furthermore, the formulation of the Black Litermans’ model (Black and

Litterman 1992) is almost the same as that of Markowitz classic mean-variance

model, however, it also considers the market equilibrium in combination with

Table 3 Library of portfolio optimization models implemented in AMPL

Name Aim Objective

Type of

problem Solver

Markowitz (MVO) Minimize Variance Quadratic Gurobi

Markowitz with upper bound Minimize Variance Quadratic Gurobi

Markowitz with risk free

asset

Minimize Variance Quadratic Gurobi

Markowitz with transaction

costs

Minimize Variance Quadratic Gurobi

Sharpe Maximize Sharpe ratio Non-linear KNITRO

Factor Minimize Variance Non-linear KNITRO

Black-Litterman Minimize Variance Quadratic KNITRO

Konno-Yamazaki(MAD) Minimize Mean absolute

deviation

Linear Gurobi

Conditional Value at Risk

(VaR)

Minimize Conditional value at

risk

Linear Gurobi

Young Maximize Minimum returns Linear Gurobi
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investor’s view. Roughly speaking, the difference lies in the expected returns of the
stocks where in classical Markowitz’s model these are just the arithmetic means of

the individual stocks and in Black Littermans’ model they are affected also by the

market equilibrium and the investor’s view as mentioned before.

Moreover, the Konno-Yamazaki mean absolute deviation (MAD) model (Konno

and Yamazaki 1991) aims to minimize the mean absolute deviation subject to a

number of constraints.

The Conditional Value at Risk model (CVaR) (Rockafellar and Uryasev 2000)

aims to minimize the conditional value which is at risk or correspondingly the

probability of large losses of the portfolio. Last but not least, the Young’s minimax

model (Young 1998) uses games theory methodology and aims to maximize the

minimum returns of the portfolio subject to some constraints.

Despite the fact that Black-Litterman’s model is a quadratic problem, a

non-linear solver has been used in this case, due to the fact that non-linear

computations had to be preprocessed in order to obtain the expected returns of

the stocks. This is due to the fact that, a self-contained/native AMPL code was used

for the formulation of the library models, without any link to other callable software

to make extra computations.

3.1 AMPL Implementation Details

AMPL (A Mathematical Programming Language) is a mathematical modelling

language for the solution of large optimization problems. Financial optimization

constitutes an important optimization problem, and thus AMPL is able not only to

efficiently model such problems but also to solve them by calling appropriate state-

of-the-art solvers. The architecture of the proposed library is illustrated with

analytical flow charts for each step. Initially, the general idea of the library and

the way AMPL works is depicted in Fig. 1.

The user has to use three files; the model file which contains the portfolio

optimization model, the data file, and finally the script file which has to be run in

order to get the optimal asset allocation. The architecture of these files is shown

below. More specifically in Figs. 2 and 3 the architectures of the model file and the

script file are illustrated, respectively. To begin with the model file as shown in

Fig. 2, the formulation of the model file consists of some simple steps as defining

the parameters of the model, the variables which denote the asset allocations, the

formulation of the objective function, and the constraints.

The next step is the preparation of the data file which contains all the data

required by the model. Firstly the returns of the stocks have to be downloaded and

included in this file, then the portfolio’s required return and the available budget

have to be declared which vary according to the decision maker (investors) and

requirements. Finally, an upper bound of investment may also be declared. After-

wards, the script file loads the model, reads the data, and sets various options (e.g.,
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selection of solver, time limit, format of the results) and returns the optimal

asset allocations computed by the solver.

Gurobi or CPLEX solvers have been used, since the majority of these models

have linear objectives. However some more complex models due to their non-linear

objectives, force us to use other solvers such as KNITRO or Minos. Following in

the next subsection, two indicative financial optimization models of the proposed

library will be presented.

3.2 Konno-Yamazaki Mean Absolute Deviation Model

In 1991 Hiroshi Konno and Hiroaki Yamazaki introduced the Mean Absolute

Deviation (MAD) model (Konno and Yamazaki 1991). The central idea of this

model is that since the measure of risk in this case is considered the mean absolute

deviation, there is no need to compute the covariance matrix as in classic

Fig. 1 General architecture

of the library
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Markowitz mean variance model. Therefore the objective function seeks to mini-

mize the mean absolute deviation of the portfolio subject to some constraints. The

mathematical formulation of the Konno Yamazaki MAD model is as follows:

min
XT
t¼1

Xn
j¼1

ajtxj

�����
�����=T

subject toXn
j¼1

rjxj � ρM0

Fig. 2 Architecture of the

model file
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Xn
j¼1

xj ¼ M0

0 � xj � uj j ¼ 1 . . . n

Which is also equivalent to its linear form:

min
XT
t¼1

yt=T

s:t:

yt þ
Xn
j¼1

αjtxi � 0 t ¼ 1, . . . T;

yt �
Xn
j¼1

αjtxi � 0 t ¼ 1, . . . T;

Xn
j¼1

rjxj � ρM0

Xn
j¼1

xj ¼M0

Fig. 3 Architecture of the

script file
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0 � xj � ui j ¼ 1, . . . n

• The target of the objective function is the minimization of the portfolio’s mean

absolute deviation (MAD)

n : number of the assets

xj: optimal allocation

T: time period e.g. years

ajt: mean absolute deviation (MAD) of the stocks

rj: expected returns of the assets

M0: total budget

ρ: target return
uj: upper bound of optimal allocations

Example Konno and Yamazaki’s MAD model aims to minimize the mean

absolute deviation of the portfolio, given the historical annual returns retrieved

from Yahoo Finance. For each one of the 5 years (2010–2015) for eighteen

(18) stocks as shown in Table 4, the minimum target return, that a moderate

investor requires from the portfolio (0.095 per annum), and the total budget he

holds ($150,000). More specifically the expected returns of each one of the three

stocks are the arithmetic average of the historic returns for all 5 years. The mean

absolute deviation is the absolute value of the subtraction of the returns of the

stocks[i,j] from the expected return of stock[j]. Therefore according to Konno

and Yamazaki, this quantity has to be minimized, provided that:

• Τhe sum of the expected returns of the assets multiplied by the optimal alloca-

tions is no less than the goal value.

• The sumof invested capital should be equal to a pre-specified investor’s budget (M0).

• Τhe optimal allocations should be non-negative and should not exceed the upper

bound of investment (if there is one).

3.2.1 Results Interpretation

The optimal asset allocations and the set of stocks are analytically shown in

Table 4:

3.3 Young’s Minimax Model

During the last 15 years game theory had a large impact in portfolio optimization.

Many studies have been reported that combined these two fields, resulting to some

important portfolio optimization models based on the minimax solution. Young’s
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Minimax model (Young 1998) was the novel work in the combination of game

theory with portfolio optimization, and a few years later other similar models such

as Cai’s model (Cai et al. 2000), Teo’s model (Teo and Yang 2001) and Deng’s
model (Deng et al. 2005) followed. Also a comparison test has been implemented to

prove that the optimal allocations of Konno-Yamazaki MAD model are very

similar to the classic Markowitz’s Mean-Variance model whereas Young’s Mini-

max model and Markowitz’s MVO differ somehow (Hoe et al. 2010). In this

subsection Young’s Minimax model is presented.

In 1998 Martin Young introduced the minimax model in portfolio optimization

(Young 1998). The essence of this model lies in the minimax formulation of game

theory, so the objective function is to maximize the minimum returns of the

portfolio subject to some constraints. The mathematical formulation of Young’s
minimax model is:

Table 4 Konno and Yamazaki MAD model optimal asset allocation

Stock

name Full stock name

Stock

exchange

Optimal

asset allocation

($)

Optimal

asset allocation

(%)

CAT Caterpillar Inc. NYSE 3389.47 2.26

ORCL Oracle Corporation NYSE 6435.8 4.291

RIG Transocean Ltd. NYSE 1602.7 1.068

VDSI VASCO Data Security Inter-

national Inc.

NasdaqCM 18735.6 12.49

XOM Exxon Mobil Corporation NYSE 4798.37 3.199

FCEL FuelCell Energy Inc. NasdaqGM 3163.84 2.109

MSFT Microsoft Corporation NasdaqGS 18401.2 12.267

INL.

DE

Intel Corporation XETRA 14827.2 9.885

SNE Sony Corporation NYSE 3024.13 2.016

BTX BioTime, Inc. NYSE

MKT

2191.36 1.461

QCOM QUALCOMM Incorporated NasdaqGS 4190.68 2.794

RIG Transocean Ltd. NYSE 1596.79 1.065

KNDI Kandi Technologies Group,

Inc.

NasdaqGS 9651.89 6.435

HOT Starwood Hotels & Resorts

Worldwide Inc.

NYSE 5281.46 3.521

AIZ Assurant Inc. NYSE 44244.4 29.496

VNO Vornado Realty Trust NYSE 4860.33 3.24

TDW Tidewater Inc. NYSE 1548.4 1.032

AAPL Apple Inc. NasdaqGS 2056.33 1.371

Total 150,000 100
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max
Mp,w

Mp

subject toXN
j¼1

wjyjt �Mp � 0, t ¼ 1 . . . T

XN
j¼1

wjyj � G

XN
i¼1

wj � W

0 � wj � u, j ¼ 1 . . .N

• The target of the objective function is the maximization of the portfolio’s
minimum returns (Mp)

wj: Optimal allocation

Mp: Portfolio’s minimum returns

yjt: Historic monthly returns of the shares

yj: Expected returns of the assets

W: Investor’s budget
G: Target return
N: Number of the assets

u: Upper bound of optimal allocations

T: Time period e.g. months

The AMPL model file as also the corresponding script file are as follows

(Table 5):

Example Young’s minimax model aims to maximize the minimum returns of the

portfolio given the same historical annual returns for the stocks used in the previous

example, the minimum target return that the same investor requires from the

portfolio (0.095), the total budget he holds ($150,000) and the upper bound of

investment in a single stock ($120,000). More specifically the expected returns of

each one of the three stocks are the arithmetic average of the historic returns for all

12 months. The minimum returns are the result of subtraction of standard deviation

of stock[j] from the expected return of stock[j].

3.3.1 Results Interpretation

The optimal asset allocations and the set of stocks are analytically shown in

Table 6:
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Table 5 AMPL model and script files, for the Young’s minimax model
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4 Conclusions and Future Work

Finance and decision making theory are among the most useful research fields in

today’s market. Thus, the focus of this work was to show that the combination of

these two research fields, i.e., financial optimization has a plethora of interesting

real-world applications. The proposed software library that contains these financial

optimization models assists the investor to make the best decision for

asset allocations in finance in order to both ensure his investments and have a

satisfactory return of his portfolio by giving him a plethora of models which use

different methodologies.

It is well-known that algebraic modelling languages are ideal tools for rapid

prototyping and optimization model development. Thus, our proposed portfolio

optimization models software package utilizes the flexibility and convenience of

the AMPL modelling language. A strong point of the proposed work is the variety

of the state-of-the-art portfolio optimization models which aim is to advice the

investor about the optimal asset allocation.

Table 6 Young’s minimax model optimal asset allocation

Stock

name Full stock name

Stock

exchange

Optimal

asset allocation

($)

Optimal

asset allocation

(%)

CAT Caterpillar Inc. NYSE 0 0.00

ORCL Oracle Corporation NYSE 30,000 20.00

RIG Transocean Ltd. NYSE 0 0.00

VDSI VASCO Data Security Inter-

national Inc.

NasdaqCM 0 0.00

XOM Exxon Mobil Corporation NYSE 0 0.00

FCEL FuelCell Energy Inc. NasdaqGM 0 0.00

MSFT Microsoft Corporation NasdaqGS 120,000 80.00

INL.

DE

Intel Corporation XETRA 0 0.00

SNE Sony Corporation NYSE 0 0.00

BTX BioTime, Inc. NYSE

MKT

0 0.00

QCOM QUALCOMM Incorporated NasdaqGS 0 0.00

RIG Transocean Ltd. NYSE 0 0.00

KNDI Kandi Technologies Group,

Inc.

NasdaqGS 0 0.00

HOT Starwood Hotels & Resorts

Worldwide Inc.

NYSE 0 0.00

AIZ Assurant Inc. NYSE 0 0.00

VNO Vornado Realty Trust NYSE 0 0.00

TDW Tidewater Inc. NYSE 0 0.00

AAPL Apple Inc. NasdaqGS 0 0.00

Total 150,000 100
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Generally speaking, only a few financial optimization packages use the mean

absolute deviation model of Konno and Yamazaki and/or the game theoretic

Young’s minimax model. Furthermore this software library of portfolio optimiza-

tion models is non-commercial (apart of course from AMPL) and every researcher,

or investor may use these models. Furthermore, the code of these models can be

easily extended or modified, since the majority of the operational and financial

researchers are rather more familiar with mathematical modelling languages than

with common programming languages.

This work is in progress and more portfolio optimization models (especially

game theoretic portfolio optimization models) are still being added to our library.

Moreover, as a future research direction we plan to implement all these models,

using the open-source GNU MathProg modeling language. The open-source GNU

MathProg modeling language features a syntax similar to the one of AMPL. Finally

it is worth exploring how multicriteria decision analysis (MCDA) has vitally aided

portfolio optimization in the past decades (Zopounidis and Doumpos 2013;

Zopounidis et al. 2015), leading us to further enrich our library.
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Approximating Throughput of Small

Production Lines Using Genetic

Programming

Konstantinos Boulas, Georgios Dounias, and Chrissoleon Papadopoulos

Abstract Genetic Programming (GP) has been used in a variety of fields to solve

complicated problems. This paper shows that GP can be applied in the domain of

serial production systems for acquiring useful measurements and line characteris-

tics such as throughput. Extensive experimentation has been performed in order to

set up the genetic programming implementation and to deal with problems like

code bloat or over fitting. We improve previous work on estimation of throughput

for three stages and present a formula for the estimation of throughput of produc-

tion lines with four stations. Further work is needed, but so far, results are

encouraging.

Keywords Production lines • Genetic programming • Symbolic regression •

Throughput

1 Introduction

For the design of serial production lines two types of models are used, the gener-

ative models and the evaluative models (Papadopoulos et al. 2009). The evaluative

models are used to calculate the various performance measures such as throughput,

average work-in-process (WIP), whereas, the generative models are used to opti-

mize the performance measures e.g., to maximize throughput or minimize the

average WIP. A K-station production line with K�1 intermediate buffers is a

system in which, each part enters the system from the first station, passes in order

from all the stations and the intermediate buffer locations and exits the line from the
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last station. The description and the assumptions of the model are given in

Papadopoulos et al. (2002). The basic performance measure in the analysis of

production lines is the mean production rate or throughput. Another useful param-

eter of the system is utilization which is defined as the ratio of mean arrival rate to

mean service rate. The domain of serial production lines is complicated due to

combinatorial explosion, depending on the number of workstations involved in the

examined line, the capacity of buffers existing within the workstations, etc. (Dallery

and Gershwin 1992). The number of feasible allocations of B buffer slots among the

K�1 intermediate buffer locations increases dramatically with B and K and is given

by the formula (1):

B� K þ 2

K � 2

� 	
¼ Bþ 1ð Þ Bþ 2ð Þ . . . Bþ K � 2ð Þ

K � 2ð Þ! ð1Þ

Consequently general formulas for acquiring useful measurements and line char-

acteristics, such as throughput, either can be found for only very short lines with

simple characteristics (Hunt 1956), (see Appendix 1) or do not exist at all. The

number of the states is an indication of the difficulties one should overcome in order

to find an exact solution for more complex models.

The determination of unknown parameters is usually realized through decom-

position algorithms Dallery and Frein (1993) and techniques (Lim et al. 1990;

Heavy et al. 1993). These methods presuppose the existence of computer assistance

to the production engineer in order to be able to dynamically setup the production

line in the optimal way. The overall design of a production line’s problem is

complicated and difficult. As a result, a few approximation methods (Blumenfeld

1990; Martin 1993; Muth 1987; Li et al. 2015) and algorithms mainly related to

computational intelligence (Papadopoulos et al. 2002) have been used in the past, in

an attempt to acquire general formulas.

This work attempts to approach the problem by applying genetic programming

techniques (Koza 1992, 1994; Angeline and Kinnear 1996; Poli et al. 2008) in order

to extract useful general formulas. The basic methodological steps are described as
follows: The problem is treated by increasing gradually the operating parameters

i.e. the number of the stations. A combination of servers which follow the expo-

nential distribution is produced and with the appropriate method an accurate

training data set for a dependent characteristic is obtained. So far, we have exam-

ined four different algorithms to form our training data sets for different line

settings. Using the implementation as presented in Papadopoulos et al. (2009) we

concluded that our training set will be formed firstly by the available till now exact

formulas, secondly by applying the decomposition method beyond the exact for-

mulas. With the available data set we apply a genetic programming algorithm in

order to acquire a formula for the given system. The aim is to find an accurate

formula for the characteristic of the system using a simple function set with

terminals, parameters of the system, such as mean service rate. Some accurate

formulas from Hunt’s work (Hunt 1956) based on Markovian analysis are
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confirmed for short lines with simple characteristics and now experiments are

extended in order to acquire more complex formulas. At the same time the influence

of genetic programming setup parameters is investigated in order to improve the

effectiveness of the proposed approach.

The rest of the paper is organized as follows: Sect. 2 briefly describes the basic

methodological steps of the current approach. Then a reference is made to genetic

programming. In Sect. 3 some results are given. In Sect. 4 the paper concludes with

the discussion of results and future research.

2 Data and Methodology

As already stated above, the objective of this work is to obtain accurate or

approximate formulas that characterize the examined system in terms of the

production line parameters (i.e., the number of stations, size of buffers, mean

processing time), assuming there are sufficient jobs at the beginning of the line to

ensure that the first station is never starved of jobs (saturated line) and that the last

station is never blocked.

In order to cope with the complexity of the parameter settings which character-

ize a system, genetic programming approaches are used. In an attempt to improve

the outputs of the genetic programming, we used both C language and Python

lan-guage for code implementation. An embodiment using lists instead of strings

was constructed, developing an alternative method to accelerate the calculations by

storing in memory the trees’ fitness. More sophisticated techniques for initializing

the trees in order to achieve differentiation are used. Experimentation was

per-formed with the values of the parsimony coefficient and the covariant parsi-

mony pressure was also tried. In addition, the application of uniform crossover was

at-tempted in order to explore better the solution space. Experiments were extended

to those cases showing superior performance by increasing the number of genera-

tions for them, or by trying alternative configurations (for example by increasing

considerably the mutation). Finally, genetic programming was fed with new train-

ing sets whose values were extracted from analysis of real systems.

Ηunt’s formulas were used in order to generate the complete training data set

which was used later as input to the genetic programming scheme for the acquisi-

tion of the accurate or approximate formulas for the throughput. A training set for

the throughput was obtained by the decomposition algorithm DECO-2

(Papadopoulos et al. 2009).

2.1 Generation of Training Data

To identify accurate or approximate generalized formulas for calculating charac-

teristics of short serial production lines with K¼ 2, 3, 4 stations and no intermediate
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buffers, the methodological steps, given below, were followed for each value of

number of workstations K:

If K¼ 2, 3, 4:

1. STEP 1: Identify the exact throughput values for this K, using the Hunt’s
accurate formulas or use the DECO-2 algorithm to estimate throughput.

2. STEP 2: Initiate an iterative application of a genetic programming scheme in the

full data set acquired from Step 1, to obtain an approximate formula containing

basic algebraic operations.

3. STEP 3: Stop the genetic programming process, when an accurate formula has

been obtained for the training data set or another parameter of genetic program-

ming has reached the limits set (i.e., maximum number of generation, maximum

length of solution).

4. STEP 4: If the genetic programming execution has identified a solution, then

transform this solution into a useful infix notation.

2.2 Genetic Programming Implementation

Genetic programming techniques are applied in this paper, to approximate the

calculation of throughput or maximum possible utilization in short serial exponen-

tial production lines. Due to the complexity of the solution space of the problem, an

encoding in a hierarchical expression is required like the tree representation of a

solution. In genetic programming, a population of random trees is initially gener-

ated, representing programs, i.e., candidate solutions of the given problem. Then,

the genetic operations, viz., crossover and mutation are performed on these trees.

We use the standard flattened (linear) representation for trees in a prefix notation.

The number of generations in an execution varies from 50 to 1000 and the

population ranges from 2000 to 40,000 or more, up to 200,000. The initialization

method is the growth method, full method, the half and half ramped method and a

method in which the maximum depth of the tree is changed following a triangular

probability distribution; the selection is performed by using tournament selection.

Crossover happens in range from 30 to 90% at each run. The used point mutation is

set at about 10–20%. When crossover does not happen, then a mutation takes place.

A generation is completed when for the size of the examined population all

crossover and mutation operations have been performed. In each generation statis-

tics are extracted as well as a formula with the best fitness of the population which is

transformed in infix representation. If the formula satisfies the accuracy criterion

then is treated further i.e. is simplified in order to improve the readability and to be

easily manageable.

In order to create a population, a function set F and a terminal set T, are primarily

defined. The terminal set contains variables as the mean service rate, μi or the buffer
size, Bi for each stage, i of the process. The functions must be able to “pass”

information among each other. The term describing this need is called closure

achievement. The function set includes addition, subtraction, multiplication and
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protected division. In order to create a random tree, we select randomly from the

function set, until all tree branches end in terminals. A generation is considered

completed, when the number of crossover/mutation operations that have been

performed is equal to the number of individuals which compose the population.

The selection of each candidate individual for the participation of genetic operation

is tournament selection. Sub tree crossover is used. The selection of crossover

points is uniform, so every node is chosen equally likely. Point mutation is used.

The candidate nodes for mutation in the tree are randomly chosen. The grow

method or the half and half ramped initialization method is used to create the initial

population. After considering the initialization of a random population and the

operators selection, the next step is to determine a fitness function, which will be

used for the evaluation of the candidate solutions, and therefore for the selection of

the individuals for the crossover and other operations. The fitness function is the

sum of the absolute differences between the actual program output calculated with

an iterative procedure which exploits the prefix notation of tree representation and

the desired output for each fitness case. For each generation, statistics are calculated

and collected for the evaluation of the overall procedure.

The implementation of the genetic programming system creates LISP-like

symbolic expressions. The structure of the final solution is not predetermined and

is created by performing the genetic programming operators. Therefore, a problem

is searched through all the candidate combinations of symbolic expressions, which

are defined initially by the solver. The genetic programming process followed in

our work can be divided into the following five steps:

1. STEP G1: Create a random population of programs using the symbolic expres-

sions provided.

2. STEP G2: Evaluate each program assigning a fitness value according to a

pre-specified fitness function, which actually corresponds to the ability of the

program to solve the problem.

3. STEP G3: Use reproduction techniques to copy existing programs into the new

generation.

4. STEP G4: Recombine genetically the new population with the crossover or

mutation operation from a randomly based chosen set of parents after tourna-

ment selection.

5. STEP G5: Repeat steps 2–4 until a termination criterion has been reached..

6. To evaluate a program without error (i.e., to achieve closure) it is imperative that

the symbolic expressions operated by the genetic programming mechanism are

compatible. Therefore, in order to avoid division by zero during the evaluation

process, the standard division is substituted by the following expression (called

protected division): double div(double x, double y) {if (y¼¼ 0) return x; else

return (x/y);}

As an initial step in our experiments, to ensure sufficiency, the four basic

functions were selected for the considered function set F¼ {+,�,*,%}. As during

the training phase the algorithm allocates a large proportion of computer memory,

the authors adopted a steady-state genetic process. In steady state genetic
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programming, the parents to be recombined are selected from the current popula-

tion using some criteria, but a child is also chosen from the same population. The

recombined genetic program is evaluated and it takes the position of the selected

child. A generation is considered as completed when the number of created children

is equal to the size of the population. In some experiments at some point the average

program size starts growing at a rapid pace (see Fig. 1) with no accompanied by any

corresponding increase in fitness (see Fig. 2). This phenomenon is the well known

code-bloat Langdon (2000) and in order to restrict this, some empirical techniques

have been implemented. A type of parsimony pressure method is adopted (see

Fig. 3). According to this, the fitness measure is defined to be: fitness¼ error + size

Fig. 1 Average individual size without parsimony fitness measure (max generation is 648)

Fig. 2 Best fitness without parsimony fitness measure (max generation is 648)

190 K. Boulas et al.



of program/ weight. The value of weight is the result of a trial and error method (Lai

2003).

In order to control bloat and to find a better fitness value we utilize some special

techniques:

• In order to look at the calculation time we save trees in a data structure. Each tree

is paired with a unique ID of the nodes and the value of fitness. When an

offspring formed after crossover or mutation a check for the registration of the

offspring in memory takes place. If the result is positive GP takes directly the

value of fitness from memory. If the result is negative GP figures out the

offspring’s fitness. A unique ID hooks up the offspring and its fitness value.

Then the new ID and the fitness value are stored in memory. Gradually the

number of individuals in memory increase. Because the ID consists of an

alphanumeric variable that is a symbol for each tree node, memory consumes

in proportion to the length of the tree. This procedure functions effectively in the

beginning of an experiment, but when the number of trees increasing and is

saved in memory, the process proves inefficient. The above procedure is suitable

for monitoring the evolution of the population. In general in the experiments

conducted, we noticed that in each run about 60% of unique individuals were

present. The requirements of memory were large for long runs or large numbers

of population.

• To deal with the code bloat problem we performed the covariant parsimony

pressure described in Poli and McPhee (2008). This method was able to held the

average size within the imposed limits but we received not so accurate results in

fittness.

• To perform a global search of the search space we tried the uniform crossover

(Poli and Langdon 1998). This kind of genetic operation needs far more

Fig. 3 Average individual size with parsimony fitness measure (max generation is 1000)
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computations than standard crossover. So we performed this operation in a

smaller number of population (maximum number: 2000).

• We performed a series of runs of 10 or 20 with generation numbers up to 50, in

order to see how the seed of random generator affects the specific experiment.

When good quality results were received, we increased the number of genera-

tions up to 1000 to achieve a fitness closer to zero.

3 Numerical Results

We consider the case of a line with two or three stations and exponentially

distributed processing times. For the case of two identical stations with finite

number of buffers in front of second station the genetic programming algorithm

gave the exact solution as this is described in Hunt (1956) and Blumenfeld (1990).

Two-Station Lines

We have considered this problem in Boulas et al. (2015). For the case of two

stations with μ1 6¼ μ2 we aim at validating Eq. (19) of Hunt (1956) i.e. the maximum

possible utilization. After performing the GP execution, the requested formula is

obtained during the third (and last) generation. The prefix notation for this formula

according to the corresponding tree is: = *=μ2μ1ð Þμ1ð Þ þμ2 *μ1 =μ1 þμ2μ1ð Þð Þð Þð Þ�.
We write again in infix notation and it becomes: μ2 =μ1ð Þ*μ1ð Þ= μ2 þ μ1* μ1=ððð
μ2 þ μ1ð ÞÞÞÞ�which actually is the right side of the Eq. (19) of Hunt (i.e. the exact
formula):

ρmax,K¼2 ¼
μ2 μ1 þ μ2ð Þ

μ12 þ μ1μ2 þ μ22
ð2Þ

Three-Station Lines

For the case of three stations with μ1 6¼ μ2 6¼ μ3 and without intermediate buffers, the

maximum possible utilization is given from Eqs. 21, 22 and 23 of Hunt (1956). So

far the genetic programming implementation has approximated the exact solution

in range [0.95, 1.06] where 108 training cases were used. An approximation is

presented in the following Eq. (3) and the results from this are presented in Fig. 4

where one can find the improvement compared against Boulas et al. (2015). This

formula has been obtained from the 999th generation of a GP execution. We note

that the fitness is equal to 0.000762522 and is the same after the 824th generation of

the run. This improvement shows that genetic programming has the ability to find a

solution in a difficult problem if the setup is proper.
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ρmax,k¼3 ¼
μ2

μ2 þ μ1

μ3
μ1 � μ1�μ3

2μ2
μ1
þμ2

2

μ1
2þ 1

μ2μ3
þ μ2

2

μ1 μ3
2þμ1ð Þ

þ

μ2 �
μ2 μ2 � μ3ð Þ
μ1 �

μ1 � μ3
μ2

2μ3 þ
μ2

4

2μ1 � μ2 μ2 � μ3ð Þ þ μ1μ22μ32

μ1þμ2

þ μ2
2

ð3Þ

For the same case the throughput is figured out with DECO-2 algorithm. An

approximate formula, same as the one given in Boulas et al. (2015) is presented

below and results are shown in Fig. 5. This formula (4) has been obtained from the

998th generation of a GP execution:

XK¼3 ¼ 2

2μ2 þ μ3 þ μ1

μ2þ
μ2

μ1 μ3 þ μ12μ2 � μ12μ24μ3
2μ2μ12þμ3ð Þ 3μ1þμ3ð Þ

� � ð4Þ

Four-Station Lines

For the case of four stations with μ1 6¼ μ2 6¼ μ3 6¼ μ4 and without intermediate

buffers, the throughput is figured out with the use of data taken from the DECO-2

algorithm. We use 81 training cases which are the combination of three values for

μi, μiE{0.98,1,1.03} An approximate formula is presented below and results from

Fig. 4 Difference between Hunt’s formula and the proposed GP formula results for three stations

in estimation of throughput within the area of the training set. The max % difference is 5.5
 10�3

for 1000 random points
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this formula are shown in Table 1, for ten random modulations of the system within

the area of the training set. This formula (5) has been obtained from the 350th

generation of a GP execution and the corresponding tree is illustrated in Fig. 6:

XK¼4 ¼

μ4

μ1 þ μ4 þ
μ1
μ4

þ μ3 μ3 þ
μ1

μ4 þ
μ2μ3
μ3 þ μ1

μ3

0
BB@

1
CCA

þ 1

μ2 þ μ4 �
μ2

μ1μ32 þ μ2
þ 1

ð5Þ

Fig. 5 Difference between DECO-2 algorithm results and the proposed GP formula results for the

case of three stations in throughput estimation within training set

Table 1 Comparison of results with DECO-2 for the case of four (4) workstations

M XDECO-2 XGP ΧDECO-2�ΧGP % Error

(0.985,1.02,1.01,1.025) 0.480541 0.480521 0.000020 0.00413

(0.982,1.005,0.982,0.982) 0.491324 0.491241 0.000083 0.01687

(0.985,0.995,0.995,0.985) 0.490284 0.490179 0.000105 0.02141

(0.982,1.02,1.005,1.005) 0.483536 0.483484 0.000052 0.01066

(0.995,0.985,1.005,1.005) 0.487225 0.487122 0.000103 0.02112

(1.025,0.982,1.02,0.985) 0.484486 0.484527 �0.000041 �0.00848

(1.01,1.005,0.985,1.02) 0.484215 0.484157 0.000058 0.01193

(1.02,0.982,1.025,1.005) 0.482305 0.482292 0.000013 0.00269

(1.02,1.02,1.025,0.982) 0.479226 0.479279 �0.000053 �0.01114

(1.01,1.01,1.01,1.02) 0.480016 0.479944 0.000072 0.01490
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Equation (5) is useful for making computations in the following form: X¼ (((μ1/
μ1)+ (μ4/(μ1 + ((μ4+ (μ1/μ4)) + (((μ1/(((μ3*μ2)/(μ3 + (μ1/μ3))) + μ4)) +μ3)*μ3)))))/
((((μ1/μ1)-(μ2/(((μ1*μ3)*μ3) +μ2))) + μ2) +μ4)) in order to achieve some intuition on

how the system could behave in the area of the training set or near it. If we try to

analyze Eq. (5), then we obtain the following form of the Eq. (6):

XK¼4 ¼ N1 þ N2 þ N3 þ N4 þ N5

D1þD2 þ D3 þ D4 þ D5 þ D6 þ D7 þ D8 þ D9

ð6Þ

Where:

N1 ¼ μ1
2μ2μ4

2 þ μ1
2μ2μ3

4 þ μ1
3μ3

2μ4 þ μ1
2μ3

4μ4 þ μ1
3μ3

3μ4 þ μ1
2μ3

5μ4

N2 ¼ μ1
3μ3

2μ4
2 þ 2μ1

2μ3
4μ4

2 þ μ1
2μ2μ4 þ μ1

2μ2μ3μ4 þ μ1
2μ2μ3

4μ4 þ 2μ1
2μ3

2μ4
3

N3 ¼ μ1μ2
2μ3

2μ4 þ μ1μ2
2μ3

2 þ μ1μ2μ3
6μ4 þ 2μ1μ2μ3

4μ4
2 þ μ1μ2μ3

3μ4 þ μ2
2μ3

4μ4

N4 ¼ 2μ2
2μ3

2μ4
2 þ μ2μ3

4μ4
2 þ 2μ2μ3

2μ4
3 þ 2μ1μ2μ3

2μ4
2 þ μ1μ2μ3

2μ4 þ 2μ1μ2μ4
3

N5 ¼ μ1μ3
6μ4

2 þ 2μ1μ3
4μ4

3

D1 ¼ μ1
3μ3

2μ4 þ μ1
3μ3

3μ4 þ 2μ1
3μ3

2μ4
2 þ μ1

3μ3
2μ4

3 þ μ1
3μ3

3μ4
2 þ μ1

3μ2μ3
2μ4

D2 ¼ μ1
3μ2μ3

3μ4 þ μ1
3μ2μ3

2μ4
2 þ μ1

2μ2
2μ3

4μ4 þ μ1
2μ2

2μ3
4 þ μ1

2μ2
2μ3μ4

D3 ¼ μ1
2μ2

2μ4
2 þ μ1

2μ2
2μ4 þ μ1

2μ2μ3
5μ4 þ 3μ1

2μ2μ3
4μ4

2 þ μ1
2μ3

5μ4
2 þ μ1

2μ3
5μ4 þ 2μ1

2μ3
4μ4

3

D4 ¼ 3μ2μ1
2μ3

4μ4 þ μ2μ1
2μ3

4 þ μ2μ1
2μ3

2μ4
3 þ μ2μ1

2μ3μ4
2 þ μ2μ1

2μ4
3 þ μ2μ1

2μ4
2

D5 ¼ 3μ1
2μ3

4μ4
2 þ μ1

2μ3
4μ4 þ μ1

2μ3
2μ4

4 þ μ1
2μ3

2μ4
3 þ μ1μ2

3μ3
2μ4 þ μ1μ2

3μ3
2

D6 ¼ μ1μ2
2μ3

6μ4 þ μ1μ2
2μ3

4μ4
2 þ μ1μ2

2μ3
3μ4 þ 3μ1μ2

2μ3
2μ4

2 þ 2μ1μ2
2μ3

2μ4

D7 ¼ μ1μ2
2μ4

3 þ 2μ1μ2μ3
6μ4

2 þ μ1μ2μ3
6μ4 þ 2μ1μ2μ3

4μ4
3 þ μ1μ2μ3

4μ4
2 þ μ1μ2μ3

3μ4
2

D8 ¼ μ2
3μ3

4μ4 þ μ2
3μ3

2μ4
2 þ 2μ2

2μ3
4μ4

2 þ 2μ2
2μ3

2μ4
3 þ μ2μ3

4μ4
3 þ μ2μ3

2μ4
4 þ 2μ1μ2μ3

2μ4
3

D9 ¼ μ1μ3
6μ4

3 þ μ1μ3
6μ4

2 þ μ1μ3
4μ4

4 þ μ1μ3
4μ4

3 þ μ1μ2μ3
2μ4

2 þ μ1μ2μ4
4

According to this analysis the throughput for four-station lines is a ratio of two

polynomials where the nominator has 26 terms and the denominator has 54 terms.

4 Conclusions and Further Research

In this work we have studied the behavior of a genetic programming implementa-

tion for extracting useful accurate or approximate formulas for serial production

lines. After extensive experimentation we have observed that GP-programs are

growing rapidly in size which means consumption of computational resources, are

needed for additional processing time and difficulties in fitness improvement. In

this sense an effort has been given in order to restrict the code bloat phenomenon.

The introduction of the parsimony factor leads to smaller and more manageable

programs, while it increases comprehensibility and reduces the time of an execu-

tion. In all GP-experiments the search process evolves rather slowly.
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The existence of accurate formulas is very important. The fact that we can

induce an accurate formula allows the investigation of a very large area like the

one represented in Fig. 5. We are experimenting with methods to prevent code

bloat, to improve the search of solution space, to implement different genetic

programming operations, to test other function sets or GP setups. Our aim far

ahead is to increase the value of fitness and to obtain solutions for larger systems

with more than four stations.

Note that this is one of the few times that in practice GP-approaches verify

existing accurate formulas at any real world application domain. Moreover, it is the

first time that this verification concerns exact analytical formulas in production

lines. This happens for short serial production lines with two stations. For three-

station lines highly accurate approximate formulas have been proposed so far,

performing at an acceptable level of accuracy also out of the range of the training

set (out of sample performance), with the use of a rather limited training set.

In our experiments we managed to increase the level of accuracy of the formula

and to get closer to the theoretical results. The whole formula discovery process

seems to be dependent on the quality and specific characteristics of the initialization

process (a high quality solution obtained during the initialization of the GP-tree,

leads quickly to more accurate or even exact solutions). In this direction we plan for

the future the design and application of GP-ensemble models, to be able to perform

several parallel GP-executions, in order to ensure the best possible initialization of

the evolution process.

Another issue encountered has to do with the complexity of genetic program-

ming. Genetic programming is a complex system that can expand candidate solu-

tions in length and shape. From the tree of Fig. 6 we observe for example that term

μ1 appears 11 times in a total of 49 knots. Four times of these appearances are used

to construct the constant one. If we compare the number of instances of μ1 in

Eq. (6), one may notice we find that it appears 70 times. This observation indicates

that genetic programming hides an internal complexity resulting in side effects. For

example every time that a mutation is performed in a good candidate solution,

results are unpredictable. If we represent the Eq. (3) in a form similar to Eq. (6) it

will be noted that the value of the maximum utility is a ratio of two polynomials.

The numerator has 150 terms and the denominator has 217 terms. These terms of

the equation are similar to Hunt’s term however they are rather noisy i.e., displayed

powers of order 9 or 10 and coefficients such as 2, 6, 10, 20, positive or negative.

This noise seems to cause the error, and acts as a factor which is preventing fitness

to be closer to zero. These terms resemble the Hunt’s terms in the sense that it seems

to reflect underlying Markov processes. We plan to examine if there are ways to

give all these pieces of information to GP in order to obtain more accurate results

with less effort.
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Appendix 1: Exact Formula for Three-Station Line Without

Buffers

A K-station serial procuction line is presented in Fig. 7. A system with three stages

(see Fig. 8) under the assumptions in Hunt (1956) has eight states in the

corresponding state transition rate diagram (see Fig. 9). A state is represented by

a node which contains a vector of three numbers. This vector represents the state of

the entire line, i.e, first number represents the state of the first station, second

number represents the state of the second station and so on. Every number in the

vector is interpreted as 0 for idle station, 1 for busy station and 2 for blocked station.

The interconnections are represented by the mean service rate μi of each station

(Muth 1984). According to this analysis the numbers of the states of a K-station line

nK are shown in Table 2 (Muth 1984).

For the case of K¼ 3 the throughput is expressed in Eq. (7), (Hunt 1956). In

Hunt’s work the term maximum possible utilization ρmax was used.

ρmax ¼
N

D
ð7Þ

Where

N ¼ μ2μ3 μ2 þ μ3ð Þ�μ14 þ 2μ1
3μ2 þ 3μ1

3μ3 þ μ1
2μ2

2

þ 4μ1
2μ2μ3 þ 3μ1

2μ3
2 þ μ1μ2

2μ3 þ 4μ1μ2μ3
2

þ μ1μ3
3 þ μ2

2μ3
2 þ μ3

3μ2
�

D ¼ μ1
5 μ2

2 þ μ2μ3 þ μ3
2ð Þ

þ μ1
4 2μ2

3 þ 5μ2
2μ3 þ 5μ2μ3

2 þ 3μ3
3ð Þ

þ μ1
3 μ3

4 þ 5μ2
3μ3 þ 8μ2

2μ3
2 þ 7μ2μ3

3 þ 3μ3
4ð Þ

þ μ1
2 μ2

4μ3 þ 5μ2
3μ3

2 þ 8μ2
2μ3

3 þ 5μ2μ3
4 þ μ3

5
� �

þ μ1 μ2
4μ3

2 þ 5μ2
3μ3

3 þ 5μ2
2μ3

4 þ μ2μ3
5

� �
þ μ2

4μ3
3 þ 2μ2

3μ3
4 þ μ2

2μ3
5

� �

Fig. 7 A K-station production line with K�1 intermediate buffers

Fig. 8 A three station production line with no intermediate buffers

198 K. Boulas et al.



Appendix 2: The DECO-2 Algorithm

The DECO-2 algorithm (Diamantidis et al. 2007) is capable of handling saturated

lines (with over 1000 stations in series) with exponential service times, parallel

identical machines at each station and finite intermediate buffers using a decom-

position methodology and estimates the throughput of the specified production line.

Figure 10 shows the decomposition scheme for a K-stations line. Details of the

algorithm are presented in Papadopoulos et al. (2009). The steps of the algorithm

are presented as follow:

Table 2 Number of states for

a K-station line without

buffers

Number of station K Corresponding number of states nK

2 3

3 8

4 21

5 55

6 144

7 377

8 987

9 2584

10 6765

Fig. 9 State transition rate diagram for three station line with no intermediate buffers
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{Step 1: Initialization}

for i ¼ 1 to K � 1 do

μu
i ¼ μi

μd
i ¼ μiþ1

ε¼ small positive number for terminating condition

end for

Fig. 10 Flow line with K parallel-machine work-stations, K�1 intermediate buffers (Line L) and

decomposition scheme (Lines L1,. . .,LK�1) (Papadopoulos et al. 2009). In the present work S¼ 1

Table 3 Glossary for decomposition approach

Symbol Meaning

C Total storage capacity of the system

L Original production line that is decomposed in the decomposition approach Li Sub‐
line i, i ¼ 1, 2, . . . , K� 1 in the decomposition approach

Mu
i The part of the original line, L, upstream buffer Biþ1. It is a pseudo work‐ station for

i ¼ 2, . . . , K� 1. For i ¼ 1 it holds: Mu
1 ¼ M1

Md
i�1

The part of the original line, L, downstream buffer Bi. It is a pseudo work‐ station for

i ¼ 2, . . . , K� 1. Special case: It holds: Md
K ¼ MK

μi The mean service rate of station i, i ¼ 1, 2, . . . , K in the original line, L

μui The mean service (processing) rate of the upstream station of buffer Biþ1, i ¼ 1, . . . ,
K� 1 in the decomposition approach

μdi The mean service (processing) rate of the downstream station of buffer Bi, i ¼ 2, . . . ,
K in the decomposition approach

P Transition probabilities

S Number of server in each stage. In the present work S¼ 1

XDECO Throughput or mean production (output) rate of a K ‐station production line obtained

from application of the decomposition method
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Step2: Calculateμ u
i andμ

d
j

n o
for i ¼ 2 toK � 1do

Calculateμ u
i using the followingequation

μu
i ¼ 1

1

μi
þ si
Xi�1

� 1

μ d
i�1

, i ¼ 2, . . . ,K � 1

Evaluate the two-work-station, onebuffer sub-line

Li�1, using themost recentvaluesof μ u
i�1 andμ

d
i�1 in

thealgorithmfor generating the transition matrix

endfor

for i ¼ 2 toK� 1do

j ¼ K � i
Calculateμd

j using the followingequation

μd
i ¼ 1

1

μiþ1

þ siþ1

Xiþ1

� 1

μ u
iþ1

, i ¼ K � 2, . . . , 1

Evaluate the two-work-station, onebuffer sub-line

Liþ1, using themost recentvaluesof μ u
iþ1 andμ

d
iþ1 in

thealgorithmfor generating the transition matrix

endfor

Step3: Terminating Conditionsf g
if
��XL

i � XL
1

�� < ε, i ¼ 2, . . . ,K � 1 then

GOTO Step 4
else

GOTO Step 2
end if

Step4: Output Resultsf g
X ¼ XL

i , i ¼ 1, . . . ,K � 1

The algorithm generates the transition probabilities in three stages (Diamantidis

et al. 2007)

1. transition probabilities of the lower boundary states

2. transition probabilities of the internal states

3. transition probability of the upper boundary state

The steps of the algorithm are presented as follow:
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Lowerboundarystatesf g
P0,0 ¼ 1� S1μ1
P0,1 ¼ S1μ1
forc ¼ 2 toCdo

P0,c ¼ 0:0
endfor

{Internal states}

for i ¼ 1 toC� 1do

for j ¼ 0 to j ¼ Cdo

if i > jand i� j ¼ 1and i < S2 then
Pi, j ¼ iμ2

end if

if i > jand i� j ¼ 1and i � S2 then
Pi, j ¼ S2μ2

end if

if i ¼ jand j < S2 and i < S2 þ Bþ 1 then

Pi, j ¼ 1� S1μ1 � jμ2
end if

if i ¼ jand j � S2 and i < S2 þ Bþ 1 then

Pi, j ¼ 1� S1μ1 � S2μ2
end if

if i ¼ jand j � S2 and i � S2 þ Bþ 1 then

K ¼ C� i
Pi, j ¼ 1� Kμ1 � S2μ2

end if

if j > iand j� i ¼ 1and i < S2 þ Bþ 1 then

Pi, j ¼ S1μ1
endif

if j > iand j� i ¼ 1and i � S2 þ Bþ 1 then

m ¼ C� i
Pi, j ¼ mμ1

end if

if i > jand i� j > 1 then

Pi, j ¼ 0:0
end if

if j > iand j� i > 1 then

Pi, j ¼ 0:0
end if

endfor

endfor
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Upperboundarystatesf g
PC,C�1 ¼ S2μ2
PC,C ¼ 1� S2μ2
forc ¼ 0 toC� 2do

PC,c ¼ 0:0
endfor
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An IslandMemetic Algorithm for RealWorld

Vehicle Routing Problems

Ioannis Rogdakis, Magdalene Marinaki, Yannis Marinakis,

and Athanasios Migdalas

Abstract In this paper, a new algorithm is presented which is applied to a real

world Vehicle Routing Problem (VRP) of a provision company in the island of

Crete in Greece. The company serves 116 customers located in Crete. This real

world problem is solved effectively by a hybrid Island Memetic Algorithm (IMA)

which employs Greedy Randomized Adaptive Search Procedure (GRASP) and

Iterated Local Search (ILS). The proposed algorithm is also compared to five

other approaches both on the real world problem and on classic benchmark

instances from the literature. Methods such as GRASP, local search and Iterated

Local Search (ILS) are employed as subroutines with certain probabilities in the

algorithms. Furthermore, it is also demonstrated how premature convergence can

be prevented by adopting specific strategy. Computational results show the supe-

riority of the proposed hybrid Island Memetic Algorithm.

Keywords Vehicle Routing Problem • Island Memetic Algorithms • Greedy

Randomized Adaptive Search Procedure • Iterated Local Search

1 Introduction

The difficulty in preserving the nutritional characteristics of fresh provisions during

transportation makes the optimization of such processes entirely necessary. An

effective solution of this problem is achieved using a new Island Memetic Algo-

rithm (IMA) hybridized with a Greedy Randomized Adaptive Search Procedure
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(GRASP) (Feo and Resende 1995; Marinakis et al. 2005a, b, 2009; Resende and

Ribeiro 2003) and an Iterated Local Search (ILS) (Besten et al. 2001; Lourenco

et al. 2002; Martin et al. 1991; Talbi 2009) algorithm. Memetic algorithms resemble

to genetic ones (to the fact that they use processes such as crossover, mutation,

evolution of populations, etc) and they differ from them as they use a local search

phase. Thus, memetic algorithms are more capable in searching the solution space

as they possess both exploration abilities by utilizing evolutionary properties and

exploitation abilities by employing a local search phase.

In this paper, it is demonstrated that Island Memetic Algorithms can be effec-

tively applied to a real life Vehicle Routing Problem (VRP). In an Island Memetic

Algorithm there are seven main steps: the initialization of each island’s population,
the selection of the parents, the crossover operator, the local search phase, the

migration phase, the mutation operator and the replacement of each generation. The

parents try to help their offsprings in order to learn and evolve and, thus, to become

more competitive and increase their possibilities to survive and to become them-

selves parents for the next generations. One of the goals of this paper is to introduce

an effective way for the evolution of each individual (solution) with the use of the

Island Memetic Algorithm combined with GRASP and ILS. In each generation

produced, the two best solutions are combined using a Path-Relinking strategy

(Glover et al. 2003). The best solutions of the whole island survive and move to the

next generation of the memetic algorithm, i.e. to the step of parent selection. The

reason that a memetic algorithm (Moscato and Cotta 2003) is used instead of a

classic genetic one is due to the difficulties encountered by the latter in effectively

exploring the solution space. A combination of a global search optimization method

with a local search optimization method usually improves the performance of the

former. The reason that an island approach is used instead of a classic memetic

algorithm is that it is desired to explore thoroughly any region of the solution space.

By using a number of different islands, the algorithm has different locally best

solutions to exploit (the best solution of each island) in each iteration. The migra-

tion phase of the algorithm helps the information about good solutions found in

each island to be diffused between the islands and, thus, improve the probability of

the overall algorithm to find good solutions. In this paper, a combination of four

local search methods (two-opt, three-opt, Swap, and Relocate) is used to improve

each individual separately. GRASP is used to speed up the algorithm by giving

quickly new solutions of good quality. GRASP, local search and Iterated Local

Search are used with certain probabilities for each step of the algorithm. This way,

premature convergence is prevented.

The rest of the paper is organized as follows: In the next section a description of

the Vehicle Routing Problem is presented. The proposed algorithm, the Island

Memetic Algorithm with GRASP and ILS, is presented and analyzed thoroughly,

in the third section. In the fourth section, the computational results of benchmark

problems of the literature are presented and analyzed, and in the fifth section, the

real world problem of the provision company is introduced and its results by using

the proposed algorithm are presented. Finally, the conclusions are given in the last

section.
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2 The Vehicle Routing Problem

The Capacitated Vehicle Routing Problem (CVRP) is the problem in which

vehicles based at a depot are required to visit a number of customers in order to

fulfill known customer demands. Let G ¼ V;Eð Þ be a graph where

V ¼ i1, i2, � � �inf g is the node set (i1 refers to the depot and the customers are

indexed i2, � � �, in ) and E ¼ il; imð Þ : il, im 2 Vf g is the edge set. The customers

must be assigned to the k vehicles (each one of them to exactly one vehicle) taking

into account that the total size of deliveries to customers assigned to each vehicle

must not exceed the vehicle’s capacity (Qk). When vehicles are homogeneous, then,

they are of the same capacity which is denoted by Q. A demand ql and a service

time stl are associated with each customer il. The demand q1 and the service time st1
which are referred to the demand and service time of the depot are set equal to zero.

The travel cost and the travel time between customers il and im is clm and ttklm,
respectively, and Tk is the maximum time allowed for a route of vehicle k. The
problem is to construct a low cost, feasible set of routes—one for each vehicle. The

variable xklm is equal to 1 if the arc (il, im) is traversed by vehicle k and 0 otherwise.

The vehicle must start and finish its tour at the depot. In the following we present

the mathematical formulation of the VRP (Bodin et al. 1983; Marinakis and

Marinaki 2010):

J ¼ min
Xn
l¼1

Xn
m¼1

XK
k¼1

clmx
k
lm ð1Þ

s. t.

Xn
il¼1

XK
k¼1

xklm ¼ 1, im ¼ 2, � � �, n ð2Þ

Xn
im¼1

XK
k¼1

xklm ¼ 1, il ¼ 2, � � �, n ð3Þ

Xn
il¼1

xklf �
Xn
im¼1

xkfm ¼ 0, k ¼ 1, � � �,K
if ¼ 1, � � �, n

ð4Þ

Xn
il¼1

ql
Xn
im¼1

xklm � Qk, k ¼ 1, � � �,K ð5Þ

Xn
il¼1

st kl
Xn
im¼1

xklm þ
Xn
il¼1

Xn
im¼1

tt klmx
k
lm � Tk, k ¼ 1, � � �,K ð6Þ
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Xn
im¼2

xk1m � 1, k ¼ 1, � � �,K ð7Þ

Xn
il¼2

xkl1 � 1, k ¼ 1, � � �,K ð8Þ

xklm ¼ 0 or 1, for all il, im, k ð9Þ

Objective function (1) states that the total distance is to be minimized. Eqs. (2)

and (3) ensure that each demand node is served by exactly one vehicle. Route

continuity is represented by Eq. (4). Equation (5) are the vehicle capacity con-

straints and Eq. (6) are the total elapsed route time constraints. Equations (7) and (8)

guarantee that vehicle availability is not exceeded.

The vehicle routing problem was first introduced by Dantzig and Ramser (1959).

As it is an NP-hard problem, a large number of approximation techniques have been

proposed. These techniques are classified into two major categories: Classical

heuristics that were developed mostly between 1960 and 1990 (Altinkemer and

Gavish 1991; Bodin and Golden 1981; Bodin et al. 1983; Christofides et al. 1979;

Clarke andWright 1964; Desrochers and Verhoog 1989; Fisher and Jaikumar 1981;

Foster and Ryan 1976; Gillett and Miller 1974; Lin 1965; Lin and Kernighan 1973;

Mole and Jameson 1976; Wark and Holt 1994) and metaheuristics that were

developed in the last 25 years. Metaheuristic algorithms are classified in categories

based on the used strategy, i.e. Tabu Search strategy (Barbarosoglu and Ozgur

1999; Cordeau et al. 2002; Gendreau et al. 1994; Osman 1993; Rego 1998, 2001;

Taillard 1993; Toth and Vigo 2003; Xu and Kelly 1996), Adaptive Memory

(Rochat and Taillard 1995; Tarantilis 2005; Tarantilis and Kiranoudis 2002),

Simulated annealing (Osman 1993), record to record travel (Golden et al. 1998;

Li et al. 2005), greedy randomized adaptive search procedure (Prins 2008), thresh-

old accepting algorithms (Tarantilis et al. 2002a, b). In the last 10 years a number of

nature inspired metaheuristic algorithms have been applied for the solution of the

Vehicle Routing Problem. The most commonly used nature inspired methods for

the solution of this problem are genetic algorithms (Baker and Ayechew 2003;

Berger and Barkaoui 2003; Marinakis et al. 2007; Prins 2004), ant colony optimi-

zation (Bullnheimer et al. 1999; Reimann et al. 2002, 2004), particle swarm

optimization (Marinakis and Marinaki 2010; Marinakis et al. 2013, 2010), honey

bees mating optimization (Marinakis et al. 2008) and other evolutionary techniques

(Cordeau et al. 2005; Mester and Braysy 2005, 2007). The reader can find more

detailed descriptions of these algorithms in the survey papers (Bodin and Golden

1981; Bodin et al. 1983; Fisher 1995; Gendreau et al. 1997, 2002; Laporte

et al. 2000; Laporte and Semet 2002; Marinakis and Migdalas 2002; Tarantilis

2005) and in the books (Golden and Assad 1988; Golden et al. 2008; Pereira and

Tavares 2008; Toth and Vigo 2002, 2014).
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3 Island Memetic Algorithm Using GRASP and ILS

3.1 General Description of Island Memetic Algorithm
with the Use of GRASP and ILS (IMGL)

Memetic Algorithms are essentially Genetic Algorithms equipped with a local

search technique. While the positions of the customers can be represented by

nodes with specific coordinates, in the algorithm, each customer node corresponds

to a serial number. That is, the solutions are coded in path representation, i.e., in the

form of vectors which indicate the sequence in which the customers are served.

Each customer is represented by a number in the solution’s main vector. A

secondary vector indicates the vehicle by which each customer is being served.

Initially, in the Island Memetic Algorithm (IMGL), a population (pop) is cre-
ated. Half of the initial solutions are created randomly while the rest are created by

using the Greedy Randomized Adaptive Search Procedure (GRASP) (see Sect. 3.3)

for each island. Then, local search is applied on the initial solutions in order to

improve them. Local search at this point includes the methods of 2-opt, 3-opt, Swap

and Relocate (see Sect. 3.4). Then, contrary to the classic memetic algorithm (MA),

the initial population in the IMGL algorithm is divided into a number of islands

(islmax), depending on the selection of the user (the number of islands is one of the

parameters of the algorithm). Each island represents a different population, where

the MA’s operators are applied independently from the other islands. The basic

difference of the IMGL algorithm from the classic MA is the migration policy of

the population. The migration policy is used in order to exchange information

between different islands. There is a number of different ways to realize the

migration strategy (Engelbrecht 2007). In the algorithm of the present paper, the

user gives the percentage of the population that will migrate to another island and

also the number of times that a migration policy will be applied. A ring topology is

used for the migration of the population, which means that the migrants migrate to a

neighboring island. The migration occurs a number of times depending on the

selection of the user. At the end of each step of the main algorithm, the r1 best

solutions of the ith island replace the r1 worst solutions of the iþ 1ð Þth island. This
circular replacement constitutes the migration and helps the diversification of the

solutions in each island. There is a parallel evolution of the solutions in every island

converging to different local optima. This way, extended diversification and better

quality of solutions may be achieved.

Afterwards, the pop
2
best initial solutions are used in the process of crossover (see

Sect. 3.2). In the ith step of this process, the ith solution is combined with another

randomly chosen solution. Almost always the solution that results from the proce-

dure of crossover is not feasible. This is due to the path representation of each

solution. Thus, in order to restore feasibility of the solution, the mutation process is

applied to it. Subsequently local search is applied (described in Sect. 3.4) in order to

improve the quality of the solution. If the new solution is better than the ith one, it is

stored in the pop
2
þ i

� �
th

place of the population. Otherwise, the new solution is
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deleted and a random one is generated on which iterated local search is applied. The

final result is then stored in the pop
2
þ i

� �
th
place of the population. This procedure is

repeated for all the 2 pop
2
solutions. Finally, pop

2
new solutions have been created, so

the total number of solutions is pop. Subsequently Path-Relinking is applied (see

Sect. 3.5) to the two best solutions of each island. If these solutions are similar, then

the best and some other, randomly selected, solution are used instead to initiate the

method. If the resulting solutions differ from the initials, they are stored in the
pop
2
� 1

� �
th
and the pop

2

� �
th
position respectively of the island’s solution set, where

there are certainly solutions of worse quality. Local search is then applied on these.

If the resulting two solutions differ from the initial ones, they are stored in

pop� 2ð Þth and in the pop� 1ð Þth position respectively of the island’s solution

set. Finally, the pop solutions are sorted from the best to worst.

As the repeated application of the described procedure progresses, convergence

may start to appear. That is, solutions of an island may start resemble or even be

identical to other solutions of the same island. But the similar or identical solutions are

sorted close together because they have the similar or identical transfer costs. So, if a

solution resembles another up to (70 + a)% (where a is a continuous random variable

from uniform distribution on the interval (0,4]), it is deleted. If the number of deleted

solutions exceeds pop
2
, each solution that is being removed (after the pop

2

� �
th
) is replaced

by a random solution on which a local search is applied. The main algorithm is

terminated when a maximum number of iterations (itermax) has been reached or all the
islands have converged. Then, the best solution over all islands is selected and an extra

local search is applied. For all the aforementioned methods the maximum number of

iterations is lsitermax. A pseudocode of the overall method is presented next.

Initialization
For i¼ 1 to islmax

For j¼ 1 to pop
Creation of a Random Variable (rv) from uniform distribution in the

interval (0,1)

If (rv > 0:5) then
Creation of a Random Solution (probability¼ 50%)

else

Creation of a Solution with GRASP method (probability¼ 50%)

Endif

Endfor

Endfor

Main Algorithm
Do while (Convergence OR Completion of itermax)

For i¼ 1 to islmax
For l¼ 1 to itermax

For j¼ 1 to pop
2

Call Crossover Operator

Call Mutation Operator

Call Iterated Local Search
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Endfor

Deletion of same or similar solutions

Selection of pop
2
best solutions (for the next generation)

Endfor

Application of circular migration

Endfor

Enddo

Selection of best solution

Extra application of Local Search on best solution

3.2 Crossover: Mutation Operators

The genetic procedure of the evolutionary and consequently of the memetic algo-

rithms is the crossover operator: Two solutions (the parents) are combined in order

to produce a third solution (an offspring) which includes attributes of both parents.

In a one-point crossover, two such offsprings can be produced: The first section of

the vector representing the first offspring is copied in from the corresponding

section of the first parent while the second section of the vector is copied in from

the second parent. If a second offspring is produced, the parent contributions to it

are in reversed order. In order for the most positive solution attributes to be passed

to the next generations, the parents are splitted in places which correspond to

expensive transfer costs. An effective way to mutate an offspring vector is to

remove a node corresponding to expensive transfer costs and place in its position

another node corresponding to lower transfer costs from its predecessor and to its

successor on the route sequence.

In this paper, a new stochastic crossover operator is used which combines two

different ways of selecting the splitting points of the two parents. With a probability

pop
 2%, the two sequence vectors are divided in places that correspond to the

split� ymost expensive transfer costs, where y is a random integer variable from a

uniform distribution on the interval [�3,3]. Otherwise, the splitting points are

chosen randomly. The reason for using this combine operator is because it is desired

to delete the most unpromising edges of the parents and replace them by better

edges in the offspring. The randomization in the splitting procedure provides the

crossover operator with better exploration abilities.

If the offspring solution is not feasible, it is converted to a feasible one by

applying a mutation operator. Each customer must be served in exactly one route.

Therefore if a customer node appears twice in the infeasible solution, one of its

occurrence must be replaced by a customer node that does not appear in the

non-feasible solution. In this mutation process, all the nodes that do not appear in

the infeasible solution are initially detected and they are placed in a set S. Further-
more, the positions of the nodes that appear multiple times in the infeasible solution

vector are also detected and registered in a set Q. In the first step of the mutation
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process, a node is selected from the set S in order to be placed in the first position (i)
of the setQ. With probabilitypop
 4%, the node that is selected is one of them that

correspond to the 2
 split� 5 lowest transfer costs from the predecessor of i and to
the successor of i on the route. Otherwise, the node is chosen randomly. Then, the

selected node is placed in the ith position of the solution vector and it is removed

from the set S. Also, the position i is removed from the set Q. This process is

continued until both sets, S and Q, become void and the solution becomes feasible.

3.3 GRASP Algorithm

Greedy Randomized Adaptive Search Procedure (GRASP) (Feo and Resende

1995; Resende and Ribeiro 2003) is an iterative two phase search method which has

been used extensively in combinatorial optimization. For each iteration two phases

exist, the construction phase and the local search phase. In the construction

phase, a randomized greedy function is used to create step by step an initial

solution. This randomized technique always produces a feasible solution to which

a local search algorithm is subsequently applied. The final solution produced by the

algorithm is simply the best over all such iterations.

In the construction phase, one element at a time is added iteratively to the

incumbent partial solution until a complete, feasible solution is produced. The

selection of the next element to be added is not completely greedy, e.g., is neither

the nearest neighboring nor the nearest insertion element. It is instead determined

by ordering all the possible candidates in a list, called Restricted Candidate List and

denoted by RCL, based on a greedy function. The method is probabilistic since one

of the best candidates in this list is selected randomly in order to be added the partial

solution. one. The adaptiveness of the method is realized by updating the list after

each such selection. The algorithm is of greedy-type as is based on greediness for

the list construction and since it only performs a simple pass in order to create the

initial solution.

Marinakis et al. (2005a) proposed an algorithm for the solution of the TSP that

adds new features to the original GRASP algorithm and has been proved very

efficient for the solution of that problem.

In this paper, in each step of the construction phase, a new customer node is

added to the partial solution vector. The node added during a step is with high

probability among those corresponding to the lower transfer costs from the node

added in the previous step. This is achieved by selecting in each step a node that

belongs to the RCL� x nearest nodes to the node added in the previous step, where

x is a random integer variable from the uniform distribution on the interval [�3,3].

In the last 15 steps, nodes are placed randomly in the solution vector. The new

solution is thus created quickly and is generally of good quality.

212 I. Rogdakis et al.



3.4 Local Search

Local search is executed until lsitermax
2

iterations are completed or the solution does

not improve for lsitermax
20

� 1 iterations. Only in the cases of improving the initial and

final solutions is the maximum number of iterations equal to lsitermax. The initial

solution vector is split with a certain probability at positions that correspond to

expensive transfer costs. With the same probability a solution is split at some places

randomly while other splitting points correspond to worst transfer costs. The

number of worst transfer costs is not kept fixed. It fluctuates around a constant

split. The variation from the constant split is a random number with uniform

distribution on the interval �v, v½ �. Thus, the number of the most expensive costs

that are detected each time is split� v. In order to increase the search breath, the

solution is split most of the time randomly. The local search algorithm to be applied

is selected among 2-opt, 3-opt, Relocate and Swap randomly. How these algorithms

have been applied is described next.

In the 2-opt method the solution vector is split in two places. Then, the node

sequence order in the middle section of the path representation of the tour is

reversed. The solution is split at one of the split� 2 places that correspond to the

most expensive transfer costs with probability 3% while the second point is chosen

with a probability 3% in a similar fashion or randomly. Both splitting points are

chosen randomly with probability 94%.

In the 3-opt method, the solution vector is split in three places. Then, the node

sequence order is reversed in each of the two middle sections. With probability 6%

the first splitting point belongs to the split� 2 most expensive transfer costs. The

other two splitting points can be chosen in a similar fashion however with proba-

bility 3% each. Otherwise the splitting points are chosen randomly.

In the Swap method, two nodes that correspond to the split� 2 most expensive

transfer costs are selected with probability 3%. Then, their positions are swapped.

Also with probability 3% one node may be selected among those corresponding to

expensive costs while the second node is selected randomly. Otherwise both nodes

are chosen randomly.

In the Relocate method, a subroute from some node i to another node j is selected
with 3% probability among the split� 2 most expensive routes connecting the two

nodes. Also with probability 6% a node that corresponds to the split� 2 highest

transfer costs is selected. Then, this node is moved between the nodes i and j.
Otherwise, there is 94% probability for which both the node and the route are

chosen randomly.

3.5 Path Relinking

This approach generates new solutions by exploring trajectories that connect high-

quality solutions—by starting from one of these solutions, called the starting
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solution and generating a path in the neighborhood space that leads towards the

other solution, called the target solution (Glover et al. 2003). Here the Path-

Relinking method is applied as follows: In the ith step of the method the ith element

of the starting solution is replaced by the ith element of the target solution.

Supposing that this element preexisted in the jth position of the starting solution,

swap must be applied on the ith and jth nodes of the starting solution in order to

retain feasibility. After n� 1 such steps (where n is the number of customers) the

starting solution is transformed to the target one. In each step of this process a new

solution is created and its cost is computed. At the end of the procedure, the two best

solutions over all steps are stored. If two high quality solutions are used in this

method, it is probable that the results of the process will be solutions of very good

quality. Consequently, the two best solutions of each generation are used to

initialize the process. However, in case these solutions are similar, then the best

one of the two and a second randomly chosen solution are used to initialize the

process.

3.6 Iterated Local Search

Local search is one of the most important components of the proposed algorithm.

However, protracted use of it will almost surely result in the algorithm being

trapped in the neighborhood of a local optimum. This drawback is counterpoised

by the method of iterated local search (Besten et al. 2001; Lourenco et al. 2002;

Martin et al. 1991; Talbi 2009). The main objective of this method, as implemented

in the present study, is to expand the solution search and cover the attraction regions

of as many as possible local optima in order to increase the probability of obtaining

a better solution by combining the different local optima. The iterated local search

obtains solutions by applying a sequence of perturbation methods. Firstly, a local

optimum is obtained by the 2-opt method. Then diversification is applied to it. It is

possible that the new solution so obtained is of moderate quality but diversified

enough to be redeemed from the attraction region of the local optimum. On this

solution local search is applied in the form of the Relocate method. The final

solution is compared with the initial one and if it is better, then, it replaces it. The

maximum diversification percentage is 22%. Every time the perturbation method is

used, the solution will be diversified per a%, where a is a continuous random

variable from uniform distribution on the interval
�
0, 22



. Thus, n * a% nodes will

change positions in the solution vector, where n is the total number of customers.

There is 2% probability that the nodes will be chosen to correspond to the most

expensive transfer costs. Otherwise, the nodes are chosen randomly.
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3.7 Deletion of Similar Solutions

In the main algorithm of this paper the deletion of similar solutions is used as a way

of avoiding premature convergence. In each memetic algorithm, as the number of

generations grows, the probability of convergence increases. Indication of conver-

gence is the appearance of similar or even identical solutions withing individual

islands. When the solutions are sorted by their costs, the identical or similar

solutions occupy positions close to each other in the sorted set since they have

the identical or similar transfer costs. Sorting in ascending cost order is assumed. A

solution is deleted completely when it resembles its predecessor in the sorted list by

70þ að Þ%, where a is a continuous random variable uniformly distributed on the

interval (0,4]. After the popth removed solution from each generation, each deleted

solution is replaced by a random one which has been improved by the methods of

local search as described above.

4 Computational Results

In order to assess the effectiveness of the algorithm, its performance was tested on

the 14 classic benchmark instances proposed by Christofides (Christofides

et al. 1979). The instances of this set consist of 51 up to 200 nodes including the

depot. They are all capacitated while the instances numbered 6–10, 13 and 14 are

also subjected to maximum route length restrictions (m.t.l.) and non zero service

times (s.t.). For the first ten instances the nodes are randomly located over a square,

while for the remaining ones the nodes are distributed in clusters and the depot is

not centered. The quality of the solution produced by the proposed IMGL algorithm

is computed in terms of the relative deviation from the best known solution for the

corresponding instance, that is ω ¼ cIMGL�cBKSð Þ
cBKS

%, where cIMGL denotes the cost of

the solution found by IMGL and cBKS is the cost of the best known solution. The

algorithm parameters were selected after a thorough testing process and the best

values selected are shown in Table 1. Once the parameter selection was complete,

ten different runs of the IMGL algorithm were performed for each instance.

The most important characteristics (number of nodes (Nod.), Capacity of Vehi-

cles (Cap), maximum route length restrictions (m.t.l.) and service times (s.t.)) of

each data set are presented in Table 2 under columns 1–4. In the last three columns

of the table, the results of the IMGL algorithm (column 5), the best known solutions

(BKS—column 6) from the literature, and the quality measurements of the IMGL

solutions (ω—column 7) are given. It can be seen from Table 2, that the IMGL

algorithm has reached the best known solutions for four instances while for the

remaining instances the quality of the solutions is between 0.06% and 4.82%,

averaging over all 14 instances to 1.29%.

In order to evaluate the impact on the final result of the incorporation of the

GRASP and Iterated Local Search in the hybridized Memetic Algorithm, five more
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algorithms, mainly variants of the basic approach were implemented and compared

to IMGL. The purpose is to investigate the necessity of each of the phases of the

proposed algorithm. Two of the additional algorithms, the Greedy Randomized

Adaptive Search Procedure (GRASP) (columns 9 and 10 in Table 3) and the

Iterated Local Search (ILS) (columns 7 and 8 in Table 3), are not of evolutionary

nature. The remaining three are evolutionary algorithms; a Memetic Algorithm

incorporating GRASP (MG) (column 5 and 6 in Table 3), a Memetic Algorithm

incorporating ILS (MGL) in addition to GRASP (column 3 and 4 in Table 3), and an

Island Memetic Algorithm incorporating only GRASP (IMG) (columns 1 and 2 in

Table 3). The main difference between the IMG and the IMGL is the incorporation

of the Iterated Local Search (ILS) in the latter. The main difference between the

MGL and IMGL is the utilization of the island concept in the latter. Finally, the

most significant differences between the MG and the IMGL is that the MG does not

utilize either the ILS or the islands concept. For all algorithms the parameter values

were chosen so that the equal number of function evaluations were made. Any

additional required parameter values were set equal to those used in the IMGL. The

Table 1 Best parameter values

Parameter Selected value

Maximum iterations’ number (itermax) 1000

Maximum number of local search iterations (lsitermax) 100

Number of islands (islmax) 5

Islands’ population (pop) 40

Migrated members of the population (r1) 10

Restricted Candidate List (RCL) 12

split 7

Table 2 Computational results for the 14 Christofides benchmark instances

Nod. Cap. m.t.l. s.t. IMGL BKS ω

51 160 1 0 524.61 524.61 (Rochat and Taillard 1995) 0.00

76 140 1 0 835.77 835.26 (Rochat and Taillard 1995) 0.06

101 200 1 0 832.27 826.14 (Rochat and Taillard 1995) 0.74

151 200 1 0 1057.24 1028.42 (Rochat and Taillard 1995) 2.80

200 200 1 0 1353.51 1291.29 (Rochat and Taillard 1995) 4.82

51 160 200 10 555.43 555.43 (Rochat and Taillard 1995) 0.00

76 140 160 10 920.17 909.68 (Rochat and Taillard 1995) 1.15

101 200 230 10 871.71 865.94 (Rochat and Taillard 1995) 0.67

151 200 200 10 1186.36 1162.55 (Rochat and Taillard 1995) 2.05

200 200 200 10 1452.39 1395.85 (Rochat and Taillard 1995) 4.05

121 200 1 0 1042.11 1042.11 (Rochat and Taillard 1995) 0.00

101 200 1 0 819.56 819.56 (Rochat and Taillard 1995) 0.00

121 200 720 50 1563.80 1541.14 (Rochat and Taillard 1995) 1.47

101 200 1040 90 867.17 866.37 (Rochat and Taillard 1995) 0.09
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same implementation of the 2-opt, 3-opt, Swap, Relocate, and Path-relinking

methods were incorporated in all algorithms.

In Table 3, the cost and the quality of the solutions for each implemented

algorithm are given. It is clear that the IMGL algorithm produces improved results.

More specifically, the improvement obtained by IMGL over the ILS algorithm

ranges between 0.00% and 5.37%. The improvement obtained by the IMGL

algorithm over the GRASP algorithm is between 0.00% and 4.65%. The improve-

ment obtained by the IMGL over the MG algorithm is in the range 0.00–4.21%

with an average improvement of 1.27%. The improvement in the quality of the

results obtained by IMGL over the MGL algorithm is between 0.00% and 2.97%

with an average improvement of 0.86%. Finally, the improvement obtained by

IMGL over the IMG algorithm ranges between 0.00% and 2.31% with an average

improvement of 0.54%. It is therefore clear that the addition of each characteristic

to the IMGL algorithm improves the final results. Also, it is important to note that

the use of GRASP algorithm improves the results significantly.

5 The Provision Company

The IMGL algorithm is applied to solve the distribution problem of a provision

company in Greece. This provision company produces and distributes frozen

products in Crete with a privately owned fleet of vehicles. The main purpose of

the problem under consideration is to select the order in which the company

customers are served while satisfying their demand at a minimum total

transportation cost.

The evolutionary approach provided by the IMGL algorithm is able to utilize all

the information provided by the company about its customers and its fleet in order

to attack such an important optimization problem in its supply chain. The informa-

tion provided for the customers includes their demand and the distances between

them based on the road network of the region. Some of the difficulties of the

problem originate from the structure of the road network of Crete. There is only

one motorway that connects the four prefectures of Crete and consequently an

optimization plan is devised separately within each prefecture. Optimization is also

performed with respect to the allocation of customers to vehicles during a week

schedule in order to derive an improved clustering of customers that decreases the

total cost by avoiding visits to some prefectures during specific days of the week.

The total number of customers is 116. The company owns five trucks and has at its

disposal 13 drivers for 6 days a week and 8 h per day. The trucks are inhomoge-

neous and their different capacities are shown in Table 4.

The average speed of a loaded truck is 50 km/h while its average speed when

unloaded is 80 km/h. According to the current company policy the 116 clients are

served by 11 routes and the total transportation cost is 3567 Euros per week. More

specifically, the total truck load and the duration of each route are shown in the
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Table 5 while the vehicle allocation for each day of the week is shown in the

Table 6.

The result from application of IMGL to this problem are presented in Table 7

where it is compared to the results obtained by the other algorithmic variants. These

results concern a week schedule. The company’s empirically determined distribu-

tion plan results into a cost of 3567 Euros per week (the CS column of the Table).

The results of the proposed algorithm and the other tested variants appear in the

columns 3–8 under the acronyms previously introduced. As it can be seen, the

IMGL algorithm improves the distribution plan significantly. Indeed, the improve-

ment in the quality of the week schedule equals to 36.11%, and the total cost is

reduced to 2279 Euros. The results obtained by the simpler algorithmic variants are

analogous to those obtained for the classic benchmark instances, that is, they are

less favorable when compared to IMGL signifying the importance of each of the

incorporated algorithmic characteristics.

Table 4 Truck capacities R/N Payload (kg)

1 1080

2 2100

3 4250

4 5482

5 6360

Table 5 Truck load and

duration of each route
Route R/N Load (kg) Time (min)

1 4064.00 449.93

2 2300.60 472.27

3 774.06 435.98

4 422.97 475.07

5 416.42 462.90

6 782.96 474.60

7 1354.40 464.5

8 51.85 468.6

9 28.34 456.85

10 8.05 355.15

11 602.40 418.15

Table 6 Vehicle allocation

to each week day
Day of the week Vehicle R/N

Monday 1,2

Tuesday 1,2

Wednesday 1,2

Thursday 1,3

Friday 1,3

Saturday 1
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6 Conclusion

In this paper, an effective method is proposed in order to solve a real world Vehicle

Routing problems, the Island Memetic Algorithm which employs Greedy Random-

ized Adaptive Search Procedure (GRASP) and Iterated Local Search (IMGL). This

methodology combines the advantages of the Island Memetic Algorithms and the

positive characteristics of GRASP and ILS in the local search phase. The improve-

ment in the results for the real world problem were significant, as much as 36.11%.

It should be noted that the IMGL algorithm of this paper is designed for the solution

of general real world problems. The algorithm is suitable not only for the classic

Vehicle Routing Problem but for any variant of it. Furthermore, this method

performs well on the 14 benchmark instances of Christofides as it was shown.

These results would have been even better if the IMGL method was tailored to the

problem instead of being implemented for general problems. The proposed method

was compared to five other algorithmic variants and it was demonstrated that each

characteristic incorporated into the IMGL algorithm plays an important role in

obtaining the improved quality of the final results.
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Three-Dimensional Multiple-Bin-Size

Bin Packing: A Case Study with a New

MILP-Based Upper Bound

Mariem Baazaoui, Saı̈d Hanafi, and Hichem Kamoun

Abstract In our research, we are interested in a practical problem closely related to

the three-dimensional multiple-bin-size bin packing problem. We deal with the real

word application of cutting mousse blocks proposed by a Tunisian industrial

company. First, we present the general context related to this optimization problem.

Second, for solving this practical problem, we propose an upper bound based on a

MILP formulation (mixed integer linear programming). Finally, computational and

comparative results are presented to evaluate the performance of the proposed

bound by testing a large instance from the same industrial company.

Keywords Multiple bin size bin packing problem • Upper bound • Mixed integer

linear program

1 Introduction

3D Bin Packing problem (3D BPP) consists in minimizing the number of bins

containing the pieces ordered by the clients without overlapping. In the case when

the bins have the samedimensions, it is the classical 3DBPP. In the other casewhen the

bins have different dimensions and costs we have the multiple-bin-size bin packing

problem (MBSBPP), with the objective of minimizing the total cost of the used bins.

Both problems havemany real applications in different industries such thatwood, glass

and steel industry. There are many studies in the literature considering the classical

problem as example (Verweij 1996; Lodi et al. 2002; Crainic et al. 2008; Fekete and

van der Veen 2007; Crainic et al. 2009; Faroe et al. 2003; Parre~no et al. 2008; Martello

et al. 2000; Bortfeldt and Wascher 2012; deQueiroz et al. 2012; Hifi et al. 2014) but
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there are only a few recent papers concerning the MBSBPP even for one and

two-dimensional cases. For the three dimensional case, in the paper Chen

et al. (1995) the authors presented an analytical model, and formulated the problem

as a mixed integer linear programming (MILP) model including the consideration of

multiple containers, multiple object sizes, object orientations, and the overlapping of

pieces in the container. For the two dimensional case, the authors in Pisinger and

Sigurd (2005) presented an integer-linear formulation of the two-dimensional variable

size bin packing problem (2DVSBPP) and introduced several lower bounds for the

considered problem. In the paper Correia et al. (2008), the authors proposed several

formulations for the 1D-MBSBPP and developed new Lower bounds for three dimen-

sional MBSBPP and valid inequalities. For solving this type of problems in the two

dimensions we can find also the paper of Hopper (2000) who combined a simple

heuristic with a genetic algorithm, we can note also the papers of Pisinger and Sigurd

(2005) and Ortmann et al. (2010), who proposed a new and improved level heuristics

for the rectangular strip packing and variable-sized bin packing problems.

In this paper, we focus on a practical case of an industrial company of cutting

blocks mousse. It can be conceived as a combination of optimization problems such

the assignment problem, the 3D strip packing, the 3DMBSBPP and the Three dimen-

sional cutting stock problem multiple stock size (CSPMSS), but it also considers the

constraints that related to the cutting specifications. The definition of these problems

can be founded in the typology developed byWascher et al. (2007). TheMBSBPP can

be defined as follows: Given a set N of n three-dimensional rectangular boxes, where

each box j 2 N has a width wj, a height hj and a length lj, and a set M of m three-

dimensional bin types, where each bin i 2M has a width Wi, height Hi, length Li and

cost Ci. The objective is to find an orthogonal packing (the edges of the boxes parallel

to the edges of the bin), without overlapping, of all the boxes into the bins at minimum

cost. According to the same typology in Wascher et al. (2007), the Cutting Stock

Problem with Multiple Stock Sizes (CSPMSS) is related to the MBSBPP which is

defined by a set of classes of pieces, each class with a given demand, have to be cut

from a set of types of stock sheets, while minimizing the total number of sheets used.

For the MBSBPP the pieces to be packed are strongly heterogeneous while for the

CSPMSS the pieces are weakly heterogeneous. We note also that in the cutting stock

there are industrial constraints such the guillotine constraint. The paper Furini and

Malaguti (2013) deals with two-dimensional cutting stock problem where stock of

different sizes is available, and a set of rectangular items has to be obtained through

two-staged guillotine cuts. They defined a MILP model for the solution of this

knapsack problem, as well as a heuristic procedure based on dynamic programming.

The industrial practical problem related to this type of problem is studied by Tae Park

et al. (2013), where the authors developed a heuristic for glass cutting process

optimization: A case of two-dimensional two-stage guillotine cutting with multiple

stock sizes. Some works in the literature have been devoted to industrial cases studies

such as Lu et al. (2013) for cutting stock problems in the thin-film transistor liquid

crystal display industry and Ertek and Kilic (2006), who propose a beam search

algorithm, a greedy algorithm and a tree search enumeration algorithm to solve a

packing problem in a major automobile manufacturer in Turkey. Another industrial

application was investigated in Joaquim et al. (2014), the author presented a tabu
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search algorithm for the 3D bin packing problem in the steel industry, after they

proved the performance of their method compare with an heuristic and ant colony

optimization (ACO) algorithms.

The paper is organized as follows, in the first section we introduce the practical

studied case whereas in the second section, we present an upper bound based on a

mathematical formulation.

2 Case Study: Problem Description

In Baazaoui et al. (2014), we defined the practical problem through two phases: the

production phase of the bins called a sizing phase and the cutting phase. In the sizing

phase, the bins (blocks) are not initially available in stock but their dimensions are to

be decided within the decision making process. In fact, the company has a number of

possible types characterized by height and width for each tunnel (succession of

block number with same height and width but different length) and its main aim is to

decide (assign) the best type for each tunnel. The length (L ) of each block of each

tunnel must be between a minimum andmaximum value Lmin and Lmax respectively.

The total length of tunnel (LT) must be minimized (see Fig. 1).

The cutting phase provides us with finished pieces ready for sale to customers.

The cutting must respect the guillotine constraint in order to meet the characteristics

of the cutting blades. The cut is done by several parallel horizontal knives for

cutting the sub-blocks and other knives for the final extraction of the pieces (all

cutting are guillotine: A guillotine cut is a cut that is parallel to one of the sides of

the bin and goes from one side to the opposite one) (see Fig. 2). In our problem, the

decision should be taken on two levels; the cutting level with the objective of

seeking the best configuration and the sizing level of the bins (blocks) with the

objective of assigning the best type of (height and width) to the best configuration

and determine the length that belongs to an interval. We do mention that both levels

of decision are interdependent from each other.

Fig. 1 Cut blocks of a tunnel
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The practical problem of SOTIM Company considered in Baazaoui et al. (2014)

can be described as follows. A set N of pieces is given, where each piece i has
different size (hi: height, li: length and wi: width) that must be cut out of blocks of

dimensions H, W and L. The production of the blocks is done by tunnel; the blocks

of the same tunnel must have the same parameters: (H: height; W: width). The

guillotine constraints must be respected. The objective is to find a configuration that

places the pieces in the tunnels with minimal trim loss (cutting) while respecting the

guillotine constraint. To find (H, W ) of the tunnels in question and the length Li
associated with each block (sizing), we proposed in Baazaoui et al. (2014) a MILP

model and a lower bound, while in this paper we propose an upper bound that

constitutes a feasible solution for the industrial problem.

3 Upper Bound Deduced From Exact Formulation

In this section we propose an upper bound address the above problem. Our idea is

based on some modifications of the lower bound proposed in Ertek and Kilic (2006)

so we have the same parameters:

N set of n items

M set of m tunnels

Nk set of maximal number of nk blocks in a tunnel k
Lmin, Lmax minimum and maximum length of item i
Bmin, Bmax minimum and maximum number of sub-block for each tunnel

li length of item i
wi width of item i
hi height of item i
Wjk width of sub-block j of tunnel k
Hjk height of sub-block j of tunnel k

Fig. 2 Cut blocks of a tunnel
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Decision Variables:

Sk¼ 1 if the tunnel k is used; else 0.
Yjk¼ 1 if the sub-block j is assigned to tunnel k; else 0 (is used)

Xijk¼ 1 if the item i is assigned to sub-block j of tunnel k; else 0.
Ljk integer variable which corresponds to length for sub-block j of tunnel

k
Zjk¼ LjkYjk variable used to linearize the objective function.

The proposed upper bound to the industrial problem can be obtained using the

following formulation:

Min z ¼
Xm

k¼1

Xnk

j¼1
Zjk ð1Þ

s.t.Xnk

j¼1

Xm

k¼1
Xijk ¼ 1 8 i2N ð2ÞXn

i¼1
Xijk � nYjk 8 k2M, j2Nk ð3Þ

Xi jk � Sk 8 i2N, k2M, j2Nk ð4Þ
Skþ1 � Sk 8 k2M ð5Þ
Yjþ1,k � Yjk 8 k2M, j2Nk ð6Þ
BminSk �

Xnk

j¼1
Yjk � BmaxSk 8 k2M ð7Þ

Lmin � Lj k � Lmax 8 k2M, j2Nk ð8ÞXn

i¼1
li wihiXijk � Hj kWj kLj k 8 k2M, j2Nk ð9Þ

liXijk � Lj k 8 i2N, k2M, j2Nk ð10ÞXn

i¼1
hi Xijk � Hk 8 k2M, j2Nk ð11Þ

OrXn

i¼1
wi Xijk � Wk 8 k2M, j2Nk ð12Þ

Zjk � Ljk �M 1� Yjk

� � 8 k2M, j2Nk ð13Þ
Zjk � MYjk 8 k2M, j2Nk ð14Þ
Zjk � Lj k 8 k2M, j2Nk ð15Þ
Ljk � 0 8 k2M, j2Nk ð16Þ
Sk,Yjk,Xijk 2 0; 1f g 8 i2N, k2M, j2Nk ð17Þ
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The objective function (1) minimizes the total volume of the tunnels used. Con-

straint (2) ensures that each item (piece) must be packed. Constraint (3) ensures that

no item is assigned an unused sub-block. Constraint (4) ensures that an item may be

packed only if the tunnel is used. Constraint (5) ensures that the tunnel k+ 1 is used
only if the tunnel k is used. Constraint (6) ensures that sub-block j+ 1 is used only if
the sub-block j is used. Constraint (7) ensures that the number of sub-block in each

tunnel must be between two bound values Bmax and Bmin. Constraint (8) ensures that

no sub-block has length less than Lmin value: the minimum length of all pieces and

no sub-block has length bigger than Lmax: the maximum length of all pieces.

Constraint (9) states that the sum of volume of all items assigned to a sub-block

must be lower than the volume of this sub-block. Constraint (10) ensures that the

length of the item should not exceed that of the sub-block.

Indeed, constraint (11) ensures that if we have at maximum one item along the

width and all the items in this sub-block are superimposed (one upon the other). So

the sum of the height of the items should not exceed that of the sub-block (see

Fig. 3). Constraint (12) ensures that if we have at maximum one item along the

height and all the items in this sub-block are Contiguous (one side by side) (see

Fig. 4). So the sum of the width of the item should not exceed that of the sub-block.

Constraints (14) and (15) introduce a linearization of the quadratic terms:

Zjk¼ LjkYjk.
This mathematical formulation gives an example of one of the feasible solution.

In fact, it respects all constraints including positioning and not overlapping pieces

but it doesn’t represent them in the general case. Therefore, this formulation

considers the two possible extreme cases (in the model presented by the constraints

11 and 12 which are illustrated both in Figs. 3 and 4).

To test this formulation, we took all the possibilities of H and W (both in cm),

which are as follows: H¼ 140, 150, 160, 170, 180, 190 and W¼ 160, 170, 180,

190, 200, 210. We respect the cutting with made by sub-blocks and each sub-block

corresponds to a single layer of superimposed pieces.

Under these conditions, we tested our formulation respectively for 10, 20 and

30 items, which represent a random list of demands obtained from the industry. In

the following, we test 50, 70, 100 pieces. The associated results are given in

Table 1.

For the first three instances (10, 20 and 30), one tunnel with H¼ 140 and

W¼ 160 is sufficient to contain all the pieces. For the same instances, the execution

time is less than 3 s. With this formulation, we can have results for 50 pieces with

execution time less than 2 min. We don’t have results for 70 and 100 items. This

bound gives results in the case of small instances within a reasonable time. All these

pieces are taken randomly from the industry demand. In the table below, in order to

test our bounds better, we will firstly focus on other types of pieces. We will test

respectively long items where the difference between the three dimensions (li:
length of item i, wi: width of item i, hi: height of item i) is important, square

items where the difference between the three dimensions (li, wi, hi) is low. Finally,
we will test instance of items aggregating the two previous types of items. The

comparative study is given in Table 2.
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For all instances cited in the above table the value of the upper bound and that of

lower are equal but in different times of execution. This experiment has shown that

we may have an optimal solution for up to 10 items regardless of their types.

Secondly, to test the effectiveness of the proposed upper bound, we calculate for

the same instances the Gap between the proposed bound and the lower bound tested

in Ertek and Kilic (2006). We note the different results in the following table

(Table 3).

We remark for the first instance; we have the same results in UB and LB, so that

corresponds exactly to the optimal solution of the industrial problem. This result

confirms the previous results that for the instances composed of less than 10 pieces,

the lower bound provides the optimal solution. This bound remains ineffective for

the instances composed of more than 50 pieces.

Fig. 3 The first case: the pieces are the one upon the other

Fig. 4 The second case: the pieces are the one beside the other
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4 Conclusions

In this paper, we propose an upper bound for an industrial problem. It is deduced by

adding specifications (constraints) to the lower bound already proposed in our

previous work. This upper bound constitutes a feasible solution for our problem.

Table 1 Upper bound

Instances

Number of

tunnels used

Number and type of

sub-blocks used

Length of sub-blocks

used Lj (cm)

Execution time

in seconds

10 One tunnel:

(140; 160)

Two sub-block 170; 80 1.1

20 One tunnel:

(140; 160)

Three sub-blocks 81; 80; 170 2.02

30 One tunnel:

(140; 160)

Two sub-block 160; 100 2.42

50 Five tunnels:

(140; 160);

(150; 170);

(160; 180);

(140; 160);

(170; 190);

(180; 200);

One sub-block in each

tunnel

60; 100; 100; 110;

160

107

70 – – –

100 – – –

Table 2 Comparative results for different types of items

Length (cm) Time (s)

Instances LB UB LB UB Gap¼ (UP-LB)/LB

5 390 390 0.78 0.50 0

5 200 200 0.88 1.03 0

5 180 180 0.85 0.56 0

10 390 390 0.95 0.92 0

10 200 200 0.77 0.85 0

10 180 180 0.84 0.98 0

Table 3 Comparatives results

Length (cm) Time (s)

Instances LB UB LB UB Gap¼ (UP-LB)/LB

10 250 250 0.9 1.10 0

20 250 331 1.2 2.02 0.324

30 215 260 1.81 2.42 0.200

50 267 530 7.1 107 0.980

70 – –

100 – –
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The result from the upper bound shows that we can obtain solutions for 50 items

(pieces) in a lap of time less than 2 min and provide an optimal solution in the case

of 10 pieces. In future, we plan to propose a metaheuristic method to adapt the

solution for a larger number of pieces. We plan on combining our MILP with one of

metaheuristic techniques presented in the literature. We can also emphasize in the

nature of the industry demand by clustering the different demands in groups to

improve the results.
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The Effects of Quality on Market Share and

Profitability in Single Stage Make-to-Stock

Production Systems

Dimitrios Konstantas, Stratos Ioannidis, Evangelos Grigoroudis,

and Vassilis S. Kouikoglou

Abstract We develop simple models for understanding how the dynamics of

quality may affect customer satisfaction and profitability in make-to-stock

manufacturing systems. We study a Markovian, single stage system facing random

demand. Any demand not satisfied immediately from stock is lost to competitors.

The market is assumed to be finite and comprises both regular and occasional
customers. Regular customers have higher mean demand rates than occasional

customers. Each outgoing product is inspected and classified as high quality,
medium quality, or nonconforming. The customer who purchases an item joins

the regular or the occasional class, with corresponding probabilities which depend

on the quality level and on past customer state. The higher the quality level, the

higher the probability for a customer to remain or become a regular customer. Our

goal is to investigate the structure of the optimal production, order satisfaction and

quality control policy in order to maximize the average profit rate of the system. We

investigate numerically the structure of the optimal policy using stochastic dynamic

programming.

Keywords Production control • Quality control • Markov decision processes •

Make-to-stock production systems • Customer satisfaction

1 Introduction

Customer satisfaction is considered a key determinant of profitability and sustain-

ability of manufacturing firms, due to its direct impact on market share and,

consequently, on sales and revenue rates. Customer satisfaction is a complex,

dynamic process, which depends on many factors, such as product quality, product
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price, lead time in filling customer orders, and so on. Its nature as well as its

antecedents and consequences have been subjects of extensive study (Anderson

et al. 1994; Oliver 1997). Rust and Zahorik (1993) developed the first method for

assessing the effect of satisfaction on customer retention and on market share. In the

same year, Anderson and Sullivan (1993) published a study on the factors affecting

customer satisfaction and its effect on the financial performance of a firm. The same

study also observed asymmetries in the effects of opposite variations (satisfaction,

dissatisfaction) on profit, which is in agreement with expert estimates and empirical

studies suggesting that new customer attraction is 3 to 30 times more costly than

customer retention.

Recently, Kostami and Rajagopalan (2014) examine the trade-offs between

quality, speed, and price in a monopoly setting, using queueing theory and convex

optimization while Deng et al. (2014) develop models for estimating optimal

inventory levels in systems with service-dependent demand.

Although customer satisfaction has received considerable attention by market-

ing researchers, it has not yet been studied to the same extend jointly with the

problems of production and quality control. Towards this end, Kouikoglou and

Phillis (2002), Gershwin and Schick (2007) among others have studied problems in

which production design or control decisions are coupled with quality control

strategies. In this paper we take the interplay of quality and production optimization

one step further by also considering the effects of these decisions on the market size

of a company. In the next section we describe a single stage, make-to-stock

manufacturing system whose market comprises regular and occasional customers.

We then investigate through numerical experiments the optimal production and

quality control policy which maximizes the average profit rate of the system based

on exact knowledge of the current state and finally we present the conclusions.

2 System Description

Consider a single-stage production facility producing a single product, which fills

incoming orders from a stock of already produced items (make-to-stock system).

Each outgoing product has a quality level i (i¼ 1, 2, 3 with quality decreasing as

i increases) with corresponding probability pi. If an outgoing product is of quality

level 3, then it is automatically scrapped, otherwise we keep it in stock along with

products of the same quality level. Suppose that the market size M is known and

constant. The M customers are divided in two distinct classes: the class of regular

customers, denoted k¼ 1, and the class of occasional customers, k¼ 2. The state of

the system can be described by three variables:

x inventory level of products of quality level 1

y inventory level of products of quality level 2

z number of regular customers in orbit.
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Customers arrive according to Poisson processes and each customer requests one

unit of product. Each customer has a class-dependent mean demand rate, λk, k¼ 1,

2, where λ1> λ2. Item processing times are independent random variables expo-

nentially distributed with mean 1/μ. If a product of quality level i is sold to a

customer of class k, then this customer will eventually be satisfied with (condi-

tional) probability si
k or dissatisfied with the complementary probability. Satisfied

customers join the regular class while dissatisfied ones become occasional cus-

tomers. We assume that high quality items (i¼ 1) correspond to higher satisfaction

probabilities, ie, s1
k> s2

k for every k¼ 1, 2.

The overall performance measure of the system is the mean profit rate. This

quantity depends on the sales rate (which equals the system’s throughput), the

costs of rejected items, and the holding costs. We consider three economic

parameters:

r revenue from selling a product to a customer

c unit rejection cost (cost for scrapping an item)

h unit holding cost per item and per time unit.

The state of the system is described by the variable set (x, y, z) with state space

S¼ {(x, y, z) | x¼ 0, 1, . . ., K, y¼ 0, . . ., K and z¼ 0, . . .,M}. Even though there is

no obvious limit for the values of x and y, it can be easily proved that in order to

keep the system profitable the overall inventory should not exceed K¼Mλ1r/h,
and thus x + y�K. At each production epoch we make a production decision

πμ(x, y, z), where πμ(x, y, z)¼ 1 if we continue producing in state (x, y, z) and
πμ(x, y, z)¼ 0 otherwise. When an item is scrapped the state of the system does not

change. When an order from a class 1 customer arrives, we make a selling decision

for regular customers πλ1(x, y, z), where πλ1(x, y, z)¼ 1 if we decide to fill the order

with a quality level 1 product or πλ1(x, y, z)¼ 2 if we decide to sell quality level

2 product. If the customer is satisfied with the item’s quality then it remains

regular and the system state changes to (x� 1, y, z) or (x, y� 1, z) respectively.
In case of dissatisfaction, the customer becomes occasional and the system state

changes to (x� 1, y, z� 1) or (x, y� 1, z� 1) respectively. When x¼ 0 we have

an extra option of not servicing the order and consequently dissatisfying the

customer, thus changing the system state to (x, y, z� 1). When we have an order

from class 2 customers, we make a selling decision for occasional customers

πλ2(x, y, z), where πλ2(x, y, z)¼ 1 if we decide to fill the order with a product of

quality level 1, or πλ2(x, y, z)¼ 2 if a product of quality level 2 is sold, or finally

πλ2(x, y, z)¼ 0 if we decide to reject the incoming order. A customer who is

satisfied with the item’s quality becomes a regular customer and the system state

changes to (x� 1, y, z + 1) or (x, y� 1, z + 1) respectively. In case of dissatisfaction
the customer remains occasional and the system state changes to (x� 1, y, z) or
(x, y� 1, z) respectively. In case of rejecting the order the state of the system

doesn’t change.
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3 Dynamic Programming

The system evolution is driven by two types of events: order placement by a type

k customer and production of a quality i item. By using the uniformization tech-

nique (Bertsekas 1995; Sennott 1999) we formulate the problem as a Markov

decision process. The fixed size M of the market as well as the overall inventory

limit K, bound the state space and ensure stability of the system. The continuous

time Markov chain is uniformized using the maximum transition rate v¼Mλ1 + μ,
which is a uniform rate of event occurrences that permits the conversion of

continuous time into a sequence of stages. Following the standard stochastic

dynamic programming approach, we define Vk(x, y, z) as the total expected profit

over the first k events (or decision stages) when the initial state is (x, y, z). The
Bellman equations for the optimal total expected profit over the first k + 1 events

are:

Vkþ1ð0, 0, 0Þ ¼ 1

v
fμmax½p3ðVkð0, 0, 0Þ � cÞ þ p1Vkð1, 0, 0Þ

þ p2Vkð0, 1, 0Þ,Vkð0, 0, 0Þ� þMλ1Vkð0, 0, 0Þg ð1Þ

Vkþ1ð0, 0, zÞ ¼ 1

v
fμmax½p3ðVkð0, 0, zÞ � cÞ þ p1Vkð1, 0, zÞ

þ p2Vkð0, 1, zÞ,Vkð0, 0, zÞ� þ zλ1Vkð0, 0, z� 1Þ
þ ðM�zÞλ1Vkð0, 0, zÞg, 1 � z � M ð2Þ

Vkþ1ðx, 0, 0Þ ¼ 1

v
fμmax½p3ðVkðx, 0, 0Þ � cÞ þ p1Vkðxþ 1, 0, 0Þ

þ p2Vkðx, 1, 0Þ,Vkðx, 0, 0Þ� þMλ2max½s21Vkðx� 1, 0, 1Þ
þ ð1� s21ÞVkðx� 1, 0, 0Þ þ r,Vkðx, 0, 0Þ�
þMðλ1 � λ2Þ Vkðx, 0, 0Þ � xhg, 0< x < K ð3Þ

Vkþ1ð0, y, 0Þ ¼ 1

v
fμmax½p3ðVkð0, y, 0Þ � cÞ þ p1Vkð1, y, 0Þ

þ p2Vkð0, yþ1, 0Þ, Vkð0, y, 0Þ� þMλ2max½s22Vkð0, y� 1, 1Þ
þ ð1� s22ÞVkð0, y� 1, 0Þ þ r,Vkð0, y, 0Þ�
þMðλ1�λ2ÞVkð0, y, 0Þ � yhg, 0 < y < K ð4Þ
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Vkþ1ðx, y, 0Þ ¼ 1

v
fμmax½p3ðVkðx, y, 0Þ � cÞ þ p1Vkðxþ 1, y, 0Þ

þ p2Vkðx, yþ1, 0Þ,Vkðx, y, 0Þ� þMλ2max½s21Vkðx� 1, y, 1Þ
þ ð1� s21ÞVkðx� 1, y, 0Þ þ r, s22Vkðx, y� 1, 1Þ
þ ð1� s22ÞVkðx, y� 1, 0Þ þ r,Vkðx, y, 0Þ�
þMðλ1 � λ2ÞVkðx, y, 0Þ � ðxþ yÞhg, x> 0, y > 0, xþ y < K

ð5Þ

Vkþ1ð0, y, zÞ ¼ 1

v
fμmax½p3ðVkð0, y, zÞ � cÞ þ p1Vkð1, y, zÞ þ p2Vkð0, y

þ 1, zÞ,Vkð0, y, zÞ� þ zλ1max½s12Vkð0, y� 1, zÞ
þ ð1� s12ÞVkð0, y� 1, z� 1Þ þ r, Vkð0, y, z� 1Þ�
þ ðM � zÞλ2max½s22Vkð0, y� 1, zþ 1Þ þ ð1� s22ÞVkð0, y� 1, zÞ
þ r,Vkð0, y, zÞ� þ ðM � zÞðλ1 � λ2ÞVkð0, y, zÞ � yhg,
0 < y < K, 0 < z < M

ð6Þ

Vkþ1ð0,y,MÞ ¼1

v
fμmax½p3ðVkð0,y,MÞ�cÞþp1Vkð1,y,MÞþp2Vkð0,y

þ1,MÞ,Vkð0,y,MÞ�þMλ1max½s12Vkð0,y�1,MÞ
þð1�s12ÞVkð0,y�1,M�1Þþr,Vkð0,y,M�1Þ��yhg, 0< y<K

ð7Þ

Vkþ1ðx, 0,MÞ ¼ 1

v
fμmax½p3ðVkðx, 0,MÞ � cÞ þ p1Vkðxþ 1, 0,MÞ

þ p2Vkðx, 1,MÞ,Vkðx, 0,MÞ� þMλ1½s11Vkðx� 1, 0,MÞ
þ ð1� s11ÞVkðx� 1, 0,M � 1Þ þ r� � xhg, 0 < x < K ð8Þ

Vkþ1ðx, 0, zÞ ¼ 1

v
fμmax½p3ðVkðx, 0, zÞ � cÞ þ p1Vkðxþ 1, 0, zÞ

þ p2Vkðx, 1, zÞ,Vkðx, 0, zÞ� þ zλ1½s11Vkðx� 1, 0, zÞ
þ ð1� s11ÞVkðx� 1, 0, z� 1Þ þ r�
þ ðM � zÞλ2max½s21Vkðx� 1, 0, zþ 1Þ
þ ð1� s21ÞVkðx� 1, 0, zÞ þ r,Vkðx, 0, zÞ�
þ ðM � zÞðλ1 � λ2ÞVkðx, 0, zÞ � xhg, 0 < x < K, 0 < z < M

ð9Þ
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Vkþ1ðx, y,MÞ ¼ 1

v
fμmax½p3ðVkðx, y,MÞ � cÞ þ p1Vkðxþ 1, y,MÞ

þ p2Vkðx, yþ 1,MÞ,Vkðx, y,MÞ�
þMλ1max½s11 Vkðx� 1, y,MÞ þ ð1� s11ÞVkðx� 1, y,M � 1Þ
þ r, s12Vkðx, y� 1,MÞ þ ð1� s12ÞVkðx, y� 1,M � 1Þ
þ r� � ðxþ yÞhg, x > 0, y > 0, xþ y < K

ð10Þ

Vkþ1ðK,0,0Þ ¼ 1

v
fMλ2max½s21VkðK�1,0,1Þþð1� s21ÞVkðK�1,0,0Þ

þ r,VkðK,0,0Þ�þ ½μþMðλ1� λ2Þ�VkðK,0,0Þ�Khg ð11Þ

Vkþ1ð0,K,0Þ ¼ 1

v
fMλ2max½s22Vkð0,K�1,1Þþð1� s22ÞVkð0,K�1,0Þ

þ r,Vkð0,K,0Þ�þ ½μþMðλ1� λ2Þ�Vkð0,K,0Þ�Khg ð12Þ

Vkþ1ðK, 0,MÞ ¼ 1

v
fMλ1½s11VkðK � 1, 0,MÞ þ ð1� s11ÞVkðK � 1, 0,M � 1Þ þ r�

þμVkðK, 0,MÞ � Khg
ð13Þ

Vkþ1ð0,K,MÞ ¼ 1

v
fMλ1max½s12Vkð0,K� 1,MÞþ ð1� s12ÞVkð0,K� 1,M

� 1Þþ r, Vkð0,K,M� 1Þ� þ μVkð0,K,MÞ�Khg ð14Þ

Vkþ1ð0,K, zÞ ¼ 1

v
fzλ1max½s12Vkð0,K � 1, zÞ þ ð1� s12ÞVkð0,K � 1, z� 1Þ

þ r, Vkð0,K, z� 1Þ� þ ðM � zÞλ2max½s22Vkð0,K � 1, z

þ 1Þ þ ð1� s22ÞVkð0,K � 1, zÞ þ r, Vkð0,K, zÞ�
þ ½μþ ðM � zÞðλ1 � λ2Þ�Vkð0,K, zÞ � Khg, 0< z < M ð15Þ

Vkþ1ðK, 0, zÞ ¼ 1

v
fzλ1½s11VkðK � 1, 0, zÞ þ ð1� s11ÞVkðK � 1, 0, z� 1Þ þ r�

þ ðM � zÞλ2max½s21VkðK � 1, 0, zþ 1Þ þ ð1� s21ÞVkðK
� 1, 0, zÞ þ r, VkðK, 0, zÞ�
þ ½μþ ðM � zÞðλ1 � λ2Þ�VkðK, 0, zÞ � Khg, 0< z < M ð16Þ
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Vkþ1ðx,K � x, 0Þ ¼ 1

v
fMλ2max½s21Vkðx� 1,K � x, 1Þ

þ ð1� s21ÞVkðx� 1,K � x, 0Þ þ r, s22Vkðx,K � x� 1, 1Þ
þ ð1� s22ÞVkðx,K � x� 1, 0Þ þ r,Vkðx,K � x, 0Þ�
þ ½μþMðλ1 � λ2Þ�Vkðx,K � x, 0Þ � Khg, 0 < x < K

ð17Þ

Vkþ1ðx,K � x,MÞ ¼ 1

v
fMλ1max½s11Vkðx� 1,K � x,MÞ

þ ð1� s11ÞVkðx� 1,K � x,M � 1Þ

þ r, s12Vkðx,K � x� 1,MÞ

þ ð1� s12ÞVkðx,K � x� 1,M � 1Þ þ r�

þ μVkðx,K � x,MÞ � Khg, 0 < x < K

ð18Þ

Vkþ1ðx,K � x, zÞ ¼ 1

v
fzλ1max½s11Vkðx� 1,K � x, zÞ

þ ð1� s11ÞVkðx� 1,K � x, z� 1Þ
þ r, s12Vkðx,K � x� 1, zÞ þ ð1� s12ÞVkðx,K � x� 1, z� 1Þ
þ r þ ðM � zÞλ2max½s21Vkðx� 1,K � x, zþ 1Þ
þ ð1� s21ÞVkðx� 1,K � x, zÞ þ r, s22Vkðx,K � x� 1, zþ 1Þ
þ ð1� s22ÞVkðx,K � x� 1, zÞ þ r,Vkðx,K � x, zÞ�
þ ½μþ ðM � zÞðλ1 � λ2Þ�Vkðx,K � x, zÞ � Khg,

0 < x < K, 0 < z < M

ð19Þ
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Vkþ1ðx, y, zÞ ¼ 1

v
fμmax½p3ðVkðx, y, zÞ � cÞ þ p1Vkðxþ 1, y, zÞ þ p2Vkðx, y

þ 1, zÞ,Vkðx, y, zÞ�
þ zλ1max½s11Vkðx� 1, y, zÞ þ ð1� s11ÞVkðx� 1, y, z� 1Þ
þ r, s12Vkðx, y� 1, zÞ þ ð1� s12ÞVkðx, y� 1, z� 1Þ þ r�
þ ðM � zÞλ2max½s21Vkðx� 1, y, zþ 1Þ
þ ð1� s21ÞVkðx� 1, y, zÞ þ r, s22Vkðx, y� 1, zþ 1Þ
þ ð1� s22ÞVkðx, y� 1, zÞ þ r,Vkðx, y, zÞ�
þ ðM � zÞðλ1 � λ2ÞVkðx, y, zÞ � ðxþ yÞhg,
0 < x < K, 0 < y < K, 0 < z < M

ð20Þ

for k¼ 1, 2, 3, . . . and (x, y, z) 2 S, and initial values V0(x, y, z)� 0 for every (x, y, z)
2 S. The optimal long-run average profit function can be approximated numerically

by the value iteration algorithm as stated in the following proposition (Puterman

1994).

Proposition 1 Suppose that every average optimal stationary deterministic policy

has an aperiodic transition matrix, then the long-run average profit rate J* is given
by

J* ¼ vlim
k!1

Vk x; y; zð Þ � Vk�1 x; y; zð Þ½ �
for every (x, y, z) 2 S and for any V0(x, y, z).
A state is aperiodic if returns to this state can occur at irregular times. In our

system the transition matrix of every policy is aperiodic because the probability that

the system remains in the current state is positive regardless of the decision made.

4 Numerical Experiments

In order to investigate the structure of the optimal policy we have performed a

number of numerical experiments applying the value iteration algorithm in the

Eqs. (1)–(20). The test case uses the following parameter values: M¼ 15, λ1¼ 1,

λ2¼ 0.1, μ¼ 6, r¼ 1, c¼ 2 and h¼ 0.2. The outgoing quality and satisfaction

probabilities, used in the numerical experiments, are presented in Table 1.

Table 1 Production and

satisfaction probabilities for

the test case examined

Quality level i: 1 2

pi 0.682689 0.271810

s1i 0.619317 0.195921

s2i 0.577068 0.145328
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In Fig. 1 we present the optimal policies for this system when the number of

regular customers, z is 5, 10 or 15. Due to the state space complexity and in order to

have a better presentation we have chosen to present the optimal policies for certain

characteristic values of z. The marker points lie on the borderlines separating the

optimal production decisions 1 (continue) and 0 (stop producing) and the optimal

customer selling decisions for quality 1 or quality 2 items. Production decisions
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Fig. 2 Optimal policies for different levels of demand rate λ1, when z¼ 10
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1 are optimal for small values of x and y and therefore they are chosen for points (x,
y) in the lower left half planes of the first scatter plot of Fig. 1. For both regular and
occasional customers, it is optimal to sell high quality items when there is enough

stock and medium quality items when the inventory level is low. Therefore πλ1(x, y,
z)¼ 1 and πλ2(x, y, z)¼ 1 are optimal for points (x,y) in the upper right half planes

defined by the borderlines shown in the last two scatter plots of Fig. 1. Rejecting an

occasional customer, ie, the decision πλ2(x, y, z)¼ 0, is never optimal for the

parameters given above. Of course, in state x¼ y¼ 0 in which there is no stock at

all, the customer order is rejected by default.

These results are quite reasonable. As the number of regular customers increases

so does the total demand rate and, therefore, a higher inventory is necessary to

satisfy the incoming orders. Furthermore, in such cases, it may be more profitable to

sell products of lower quality (i¼ 2) more frequently than when the demand rate is

low. It is worth noting that, the value iteration algorithm returns J*¼ 1.6891 as the

optimal mean profit rate for the initial test case.

Next, we examine how sensitive the optimal policies are to changes in the

demand rate λ1 of regular customers. In Fig. 2 we present the optimal decisions

returned when the number of regular customers is z¼ 10, and for three different

values of λ1. The results are again quite reasonable, since a higher demand rate calls

for higher inventory levels and, since the outgoing quality probabilities and the

system production rate are both fixed, this is only possible by increasing the amount

of items in stock, thus deciding π(x, y, z)¼ 1 more frequently, and relaxing the

quality requirements and making decisions πλ1(x, y, z)¼ 2 and πλ2(x, y, z)¼ 2 also

more frequently.

5 Conclusions

We have developed a model of a make to stock production system which incorpo-

rates customer satisfaction and market dynamics into production and quality control

decisions. The model can serve as a tool for investigating optimal policies for

production systems. Moreover, it highlights the interactions between production,

sales and quality, by showing the effects of quality in customer satisfaction and

therefore in system profitability.
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Two-Warehouse Inventory Systems

for Seasonal Deteriorating Products

with Permissible Delay in Payments

Iris-Pandora Krommyda, Konstantina Skouri, Ioannis Konstantaras,

and Ioannis Ganas

Abstract In this paper two inventory systems are presented assuming general ramp

type demand rate, constant deterioration rate and partial backlogging of unsatisfied

demand. Since the capacity of the Owned Warehouse (OW) is usually limited and,

under some special circumstances, the procurement of a large amount of items can

be decided, a Rented Warehouse (RW) can be used to store the excess quantity. In

addition, we assume, that the supplier offers the retailer a credit scheme, which

provides a fixed delay period for settling his account. Sales revenue generated

during this credit period is deposited to an interest bearing account. At the end of

this period the retailer settles the account. Thereafter, capital opportunity cost for

the value of items still in stock is charged. The study of the inventory system

requires exploring the feasible ordering relations between the time parameters.

Consequently the following cases, which lead to two inventory models, must be

examined: (1) the offered credit period is less than the time point when the demand

rate is stabilized, (2) the offered credit period is longer than the time point when the

demand rate is stabilized and less than the planning horizon. The single warehouse

inventory problem is also examined as a special case of the model. The optimal
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replenishment policy for each model is determined. The results obtained are

highlighted by suitably selected examples.

Keywords Ramp type demand rate • Deterioration • Partial backlogging • Delay in

payments • Two warehouses

1 Introduction

There are types of products, like seasonable products, whose demand increases with

time up to a certain moment and then stabilizes to a constant rate. The term “ramp

type” is used to represent such a demand pattern. Hill (1995) proposed an inventory

model with increasing demand (general power of time) followed by a constant

demand. Research on this field continues with Mandal and Pal (1998), Wu

et al. (1999), Wu and Ouyang (2000) andWu (2001), who studied inventory models

with linearly increasing, up to its stabilization point, demand rate under various

assumptions. Deng et al. (2007) reconsidered the inventory models of Mandal and

Pal (1998) and Wu and Ouyang (2000). Skouri et al. (2009) extend the work of

Deng et al. (2007), by (i) introducing a general ramp type demand rate, with its

variable part being any positive function of time, (ii) considering Weibull distrib-

uted deterioration rate, and (iii) allowing backlogging rate to be any decreasing

function of the waiting time up to the next replenishment.

All the above models were developed for a single warehouse. However, when the

item under consideration is a seasonal product, the buyer may purchase more goods

than can be stored in its ownwarehouse. Therefore, these excess quantities are stored

in a rented warehouse RW. Agrawal and Banerjee (2011), developed an inventory

model for both—the two-warehouse and the single-warehouse systemwhen demand

rate is a general ramp-type function of time. Shortages are allowed and a constant

fraction of them is assumed to be backlogged. Agrawal et al. (2013) extended the

work of Agrawal and Banerjee (2011), by allowing deterioration of stored items.

Skouri and Konstantaras (2013), studied an order level two-warehouse inventory

model for deteriorating seasonal products with a general ramp type demand rate,

where shortages are allowed and partially backlogged at a rate, which is any

non-increasing function of the waiting time up to the next replenishment.

In the traditional inventory models, it was tacitly assumed that the purchaser

pays for the items ordered as soon as the items are received in his warehouse.

However, in practice, the supplier offers a certain fixed credit period to settle the

account, for stimulating demand. Revenues obtained from sales during the trade

credit period are invested and earn interest. At the end of the credit period the

retailer is charged (at some interest) for the items still in stock. Goyal (1985), was

the first who developed an inventory model for determining the economic ordering

quantity in the case that the supplier offers to retailer a fixed credit period. Darzanou

and Skouri (2011) extended the inventory system of Skouri et al. (2009) assuming

constant deterioration rate and a two-level trade credit scheme. Skouri et al. (2011)

proposed an inventory model with general ramp type demand rate, constant
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deterioration rate, partial backlogging of unsatisfied demand and conditions of

permissible delay in payments.

In this paper we extend the work of Skouri and Konstantaras (2013), to allow for

delay in payments. The following cases, which lead to two different models, must

be considered: the offered credit period is (i) less than the time point when the

demand rate is stabilized and (ii) longer than the time point when the demand rate is

stabilized and less than the planning horizon. Note that the case where the offered

credit period is longer than the planning horizon could also be examined, however

this case is not considered realistic. The paper is organized as follows: The notation

and assumptions used are given in Sect. 2. In Sects. 3 and 4 the model formulation is

presented for the two warehouses and single warehouse inventory problems,

respectively. The optimal solutions to the problems are derived in Sects. 5 and 6.

A solution procedure is proposed in Sect. 7. Numerical examples highlighting the

results obtained are given in Sect. 8 and a sensitivity analysis on the basic param-

eters of the problem is conducted in Sect. 9. The paper closes with concluding

remarks in Sect. 10.

2 Notation and Assumptions

2.1 Notation

T: constant scheduling period (cycle) c1O: holding cost per unit per time unit in

OW

t1: time at which the inventory level reaches zero in

OW

c1R: holding cost per unit per time unit in

RW

x1: time at which the inventory level reaches zero in

RW

c2: shortage cost per unit per time unit

μ: parameter of the ramp type demand function c3: deterioration cost

M: offered credit period c4: opportunity cost due to the lost sales

θ1: deterioration rate in RW ct: transportation cost

θ2: deterioration rate in OW P: unit selling price

W: capacity of owned warehouse (OW) Ie: interest rate earned

cp: unit purchase cost Ic: interest rate charged

2.2 Assumptions

The inventory model is developed under the following assumptions:

• The system operates for a prescribed period of T units of time (planning

horizon), the replenishment rate is infinite and lead time is zero.
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• Shortages are backlogged at a rate β(x) which is a non-increasing function of

x with 0 < β xð Þ � 1, β 0ð Þ ¼ 1 and x is the waiting time up to the next

replenishment. Moreover it is assumed that β(x) satisfies the relation

βðxÞ þ Tβ0ðxÞ � 0, where β’(x) is the derivate of β(x). The cases with β xð Þ ¼
1 correspond to complete backlogging model.

• The supplier offers the retailer a credit scheme, which provides a fixed delay

period. Sales revenue generated during this credit period is deposited to an

interest bearing account. At the end of this period the retailer settles his account.

Thereafter he is charged interest (capital opportunity cost) for the value of the

items still in stock (Goyal (1985)).

• The on hand inventory deteriorates at a constant rate θ1 in RW and at θ2 in OW,

where0 < θ2 < θ1 < 1. The deteriorated items are withdrawn immediately from

the warehouses and there is no provision for repair or replacement.

• The holding costs in RW are higher than those in OW, i.e., c1R > c1O, hence it is
cost-effective to consume the goods of the RW first.

• The owned warehouse (OW) has a fixed capacity of W units and the rented

warehouse (RW) has unlimited capacity.

• The demand rate D(t) is a ramp type function of time given by:

D tð Þ ¼ f tð Þ, t < μ
f μð Þ, t � μ

�
ð1Þ

where f(t) is a positive, continuous and increasing function of t 2 �0, T


.

3 Model Formulation for the Two Warehouse Problem

During the interval (0, x1), the inventory level in RW decreases due to demand and

deterioration and drops to zero at t ¼ x1. In OW, the inventory level decreases

during (0, x1) due to deterioration only, but during (x1, t1) the inventory is depleted
due to both demand and deterioration. By the time t1 both warehouses are empty

and thereafter shortages are allowed to occur. The shortage quantity is supplied to

customers at the beginning of the next cycle. For the development of the model the

following three cases: (i) x1 < t1 � μ, (ii) x1 � μ < t1 and (iii) μ � x1 < t1, must be

considered. The inventory levels and the corresponding costs for these three cases,

without taking into consideration the delay in payments, are derived in Skouri and

Konstantaras (2013) and are presented below.
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3.1 Cost Calculation Excluding Interest Earned
and Charged

The total inventory cost (holding cost, deterioration cost, shortage cost, opportunity

cost due to lost sales and transportation cost) during the time interval [0, T], for the
case x1 < t1 � μ, is given by:

A t1; x1ð Þ ¼ c1R þ c3θ1
θ1

� 	 ðx1
0

eθ1x � 1
� �

f tð Þdt
� �

þ c1O þ c3θ2
θ2

� 	ðt1
x1

eθ2t � 1
� �

f tð Þdt

þc2

ð μ
t1

f tð Þβ T � tð Þ � tð Þdtþ f μð Þ
ð T
μ
β T � tð Þ T � tð Þdt

� �
þ c4

ð μ
t1

1� β T � tð Þð Þf tð Þdtþ f μð Þ
ð T
μ

1� β T � tð Þð Þdt
� �

þct

ðx1
0

f tð Þdt:

ð2Þ

The total inventory cost during the time interval [0, T], for the case x1 � μ < t1, is
given by:

B t1;x1ð Þ¼ c1Rþc3θ1
θ1

� 	 ðx1
0

eθ1t�1
� �

f tð Þdt
� �

þ c1Oþc3θ2
θ2

� 	 ð μ
x1

eθ2t�1
� �

f tð Þdtþf μð Þ
ðt1
μ

eθ2t�1
� �

dt

� �
þc2f μð Þ

ð T
t1

T�tð Þ
β T�tð Þdtþc4f μð Þ
ð T
t1

1�β T�tð Þð Þdtþct

ðx1
0

f tð Þdt:

ð3Þ

The total inventory cost during the time interval [0, T], for case μ � x1 < t1, is
given by:

Γ t1; x1ð Þ ¼ c1R þ c3θ1
θ1

� 	 ð μ
0

eθ1t � 1
� �

f tð Þdtþ f μð Þ
ðx1
μ

eθ1t � 1
� �

dt

� �
þ c1O þ c3θ2

θ2

� 	
f μð Þ

ðt1
x1

eθ2t � 1
� �

dtþ c2 f μð Þ
ð T
t1

T � tð Þβ T � tð Þdt

þ c4 f μð Þ
ð T
t1

1� β T � tð Þð Þdtþ ct

ð μ
0

f tð Þdtþ
ðx1
μ
f μð Þdt

� �
:

ð4Þ
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To proceed and formulate the objective function for each model, the ordering

relations between μ, M and T must be taken into account. So we are led to consider

the two cases M� μ and μ<M� T.

3.2 The Inventory Model for the Case M� μ

To build up the cost function for this case (credit period M, is less than the demand

stabilizing time point μ), the ordering relations between x1, t1, μ, M and T must be

considered. The total cost in the interval [0, T], for the sub-cases that arise, is given
as:

TC1 t1; x1ð Þ ¼
TC1:A t1; x1ð Þ, x1 < t1 � μ
TC1:B t1; x1ð Þ, x1 � μ < t1
TC1:Γ t1; x1ð Þ, μ � x1 < t1

8<
: ; ð5Þ

where

TC1:A t1; x1ð Þ ¼
A t1; x1ð Þ � IP1

þ PT1
, x1 < t1 < M < μ < T

A t1; x1ð Þ � IP2
þ PT2

, x1 < M < t1 < μ < T
A t1; x1ð Þ � IP3

þ PT3
, M < x1 < t1 < μ < T

8<
: ; ð6Þ

TC1:B t1; x1ð Þ ¼ B t1; x1ð Þ � IP4
þ PT4

, x1 < M < μ < t1 < T
B t1; x1ð Þ � IP5

þ PT5
, M < x1 < μ < t1 < T

�
; ð7Þ

TC1:Γ t1; x1ð Þ ¼ Γ t1; x1ð Þ � IP6
þ PT6

, M < μ < x1 < t1 < T; ð8Þ

IPi
and PTi

represent the interest earned and interest charged for each case

respectively and are defined as follows.

Interest earned:

IP1
¼ pIe

ðt1
0

ð t
0

f xð Þdxdtþ M � t1ð Þ
ðt1
0

f xð Þdx
� 	

IPi
¼ pIe

ðM
0

ð t
0

f xð Þdxdt, i ¼ 2, 3, 4, 5, 6:

Interest charged:

PT1
¼ 0;

PT2
¼ CpIc

θ2

ðt1
M

eθ2 t�Mð Þ � 1
� �

f tð Þdt;
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PT3
¼ CpIc

θ1

ðx1
M

eθ1 t�Mð Þ � 1
� �

f tð Þdtþ CpIc
θ2

ðt1
x1

eθ2 t�Mð Þ � 1
� �

f xð Þdx;

PT4
¼ CpIc

θ2

ð μ
M

eθ2 t�Mð Þ � 1
� �

f tð Þdtþ
ðt1
μ

eθ2 t�Mð Þ � 1
� �

f μð Þdt
� 	

;

PT5
¼ CpIc

θ1

ðx1
M

eθ1 t�Mð Þ � 1
� �

f tð Þdt

þ CpIc
θ2

ð μ
x1

eθ2 t�Mð Þ � 1
� �

f tð Þdtþ
ðt1
μ

eθ2 t�Mð Þ � 1
� �

f μð Þdt
� 	

;

PT6
¼ CpIc

θ1

ð μ
M

eθ1 t�Mð Þ � 1
� �

f tð Þdtþ
ðx1
μ

eθ1 t�Mð Þ � 1
� �

f μð Þdt
� 	

þ CpIc
θ2

ðt1
x1

eθ2 t�Mð Þ � 1
� �

f μð Þdt:

3.3 The Inventory Model for the Case μ<M<T

In this case, the offered credit periodM is longer than the demand stabilizing point μ
and shorter than the planning horizon T. The total cost in the interval [0, T], for the
sub-cases that arise, is given as:

TC2 t1; x1ð Þ ¼
TC2:A t1; x1ð Þ, x1 < t1 � μ
TC2:B t1; x1ð Þ, x1 � μ < t1
TC2:Γ t1; x1ð Þ, μ � x1 < t1

8<
: ; ð9Þ

where

TC2:A t1; x1ð Þ ¼ A t1; x1ð Þ � IP1
þ PT1

, x1 < t1 < μ < M < T; ð10Þ

TC2:B t1; x1ð Þ ¼ t1; x1ð Þ � IP2
þ PT2

, x1 < μ < t1 < M < T
t1; x1ð Þ � IP3

þ PT3
, x1 < μ < M < t1 < T

�
; ð11Þ

TC2:Γ t1; x1ð Þ ¼
Γ t1; x1ð Þ � IP4

þ PT4
, μ < x1 < t1 < M < T

Γ t1; x1ð Þ � IP5
þ PT5

, μ < x1 < M < t1 < T
Γ t1; x1ð Þ � IP6

þ PT6
, μ < M < x1 < t1 < T

8<
: ; ð12Þ

IPi
and PTi

represent the interest earned and interest charged for each case

respectively and are defined as follows.

Interest earned:
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IP1
¼ pIe

ðt1
0

ð t
0

f xð Þdxdtþ M � t1ð Þ
ðt1
0

f xð Þdx
� 	

;

IP2
¼ IP4

¼ pIe

ð μ
0

ð t
0

f xð Þdxdtþ
ðt1
μ

ð t
μ
f μð Þdxdtþ M � μð Þ

ð μ
0

f xð Þdx
�

þ M � t1ð Þ
ðt1
μ
f μð ÞdxÞ;

IP3
¼ IP5

¼ IP6
¼ pIe

ð μ
0

ð t
0

f xð Þdxdtþ M � μð Þ
ð μ
0

f xð Þdxþ
ðM
μ

ð t
μ
f μð Þdxdt

� 	
:

Interest charged:

PT1
¼ PT2

¼ PT4
¼ 0;

PT3
¼ PT5

¼ CpIc
θ2

ðt1
M

eθ2 t�Mð Þ � 1
� �

f μð Þdt;

PT6
¼ CpIc

θ1

ðx1
M

eθ1 t�Mð Þ � 1
� �

f μð Þdtþ CpIc
θ2

ðt1
x1

eθ2 t�Mð Þ � 1
� �

f μð Þdt.

4 Model Formulation for the Single Warehouse Problem

Next we examine the single warehouse inventory problem. This is a special case of

the two warehouse inventory problem studied above, for x1 ¼ 0. This model has

been examined by Skouri et al. (2011), by using a different approach at calculating

the interest earned.

4.1 Cost Calculation Excluding Interest Earned
and Charged

The total inventory cost during the time interval [0, T], for the case 0 < t1 � μ is

given by:
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A0 t1ð Þ ¼ c1Oþ c3θ2
θ2

� 	ðt1
0

eθ2t�1
� �

f tð Þdt

þc2

ð μ
t1

f tð Þβ T� tð Þ � tð Þdtþ f μð Þ
ð T
μ
β T� tð Þ T� tð Þdt

� �
þ c4

ð μ
t1

1�β T� tð Þð Þf tð Þdtþ f μð Þ
ð T
μ

1�β T� tð Þð Þdt
� �

:

ð13Þ

The total inventory cost during the time interval [0, T], for the case 0 � μ < t1 is
given by:

Bo t1ð Þ ¼ c1O þ c3θ2
θ2

� 	 ð μ
0

eθ2t � 1
� �

f tð Þdtþ f μð Þ
ðt1
μ

eθ2t � 1
� �

dt

� �
þ c2f μð Þ

ð T
t1

T � tð Þβ T � tð Þdtþ c4f μð Þ
ð T
t1

1� β T � tð Þð Þdt:
ð14Þ

As in the two warehouse model, taking into account the ordering relations between

μ, M and T, we are led to consider the two cases M� μ and μ<M� T.

4.2 The Inventory Model for the Case M� μ

The total cost in the interval [0, T], for the sub-cases that arise, is given as:

TCO1 t1ð Þ ¼
AO t1ð Þ � IP1

þ PT1
, 0 < t1 < M < μ < T

AO t1ð Þ � IP2
þ PT2

, 0 < M < t1 < μ < T
BO t1ð Þ � IP3

þ PT3
, 0 < M < μ < t1 < T

8<
: ; ð15Þ

IPi
and PTi

represent the interest earned and interest charged for each case

respectively and are defined as follows.

Interest earned:

IP1
¼ pIe

ðt1
0

ð t
0

f xð Þdxdtþ M � t1ð Þ
ðt1
0

f xð Þdx
� 	

;

IPi
¼ pIe

ðM
0

ð t
0

f xð Þdxdt, i ¼ 2, 3:

Interest charged:

PT1
¼ 0;
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PT2
¼ CpIc

θ2

ðt1
M

eθ2 t�Mð Þ � 1
� �

f tð Þdt;

PT3
¼ CpIc

θ2

ð μ
M

eθ2 t�Mð Þ � 1
� �

f tð Þdtþ
ðt1
μ

eθ2 t�Mð Þ � 1
� �

f μð Þdt
� 	

:

4.3 The Inventory Model for the Case μ<M<T

The total cost in the interval [0, T], for the sub-cases that arise, is given as:

TC02 t1ð Þ ¼
AO t1ð Þ � IP1

þ PT1
, 0 < t1 < μ < M < T

O t1ð Þ � IP2
þ PT2

, 0 < μ < t1 < M < T

O t1ð Þ � IP3
þ PT3

, 0 < μ < M < t1 < T

8<
: ; ð16Þ

IPi
and PTi

represent the interest earned and interest charged for each case

respectively and are defined as follows.

Interest earned:

IP1
¼ pIe

ðt1
0

ð t
0

f xð Þdxdtþ M � t1ð Þ
ðt1
0

f xð Þdx
� 	

;

IP2
¼ pIe

ð μ
0

ð t
0

f xð Þdxdtþ
ðt1
μ

ð t
μ
f μð Þdxdtþ M � μð Þ

ð μ
0

f xð Þdx
�

þ M � t1ð Þ
ðt1
μ
f μð ÞdxÞ;

IP3
¼ pIe

ð μ
0

ð t
0

f xð Þdxdtþ M � μð Þ
ð μ
0

f xð Þdxþ
ðM
μ

ð t
μ
f μð Þdxdt

� 	
;

Interest charged:

PT1
¼ PT2

¼ 0;

PT3
¼ CpIc

θ2

ðt1
M

eθ2 t�Mð Þ � 1
� �

f μð Þdt:
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5 Optimal Solution for the Two Warehouse Inventory

Model

5.1 Optimal Solution for the Case M� μ

Our aim is to minimize the total cost function TC1(x1, t1) with respect to (x1, t1).
Hence the three problems stated below must be solved.

P1 :

minTC1:Α t1; x1ð Þ
s:t:

ðt1
x1

eθ2xf xð Þdx�W ¼ 0

8<
: ;

P2 :

minTC1: t1; x1ð Þ
s:t:

ð μ
x1

eθ2xf xð Þdxþ f μð Þ
ðt1
μ
eθ2xdx�W ¼ 0

8<
: ;

P3 :

minTC1:Γ t1; x1ð Þ
s:t: f μð Þ

ðt1
x1

eθ2xdx�W ¼ 0

8<
: :

Note that the ordering relations between x1, t1, μ, M and T are temporally ignored,

however, these relations must be checked for the feasibility of the solution.

The constraints given above are derived by Skouri and Konstantaras (2013),

from the continuity of the inventory level. From these equations we can consider x1
as a function of t1. ðt1

x1

eθ2xf xð Þdx�W ¼ 0 , x1 ¼ hA t1ð Þ; ð17Þ
ð μ
x1

eθ2xf xð Þdxþ f μð Þ
ðt1
μ
eθ2xdx�W ¼ 0 , x1 ¼ hB t1ð Þ; ð18Þ

f μð Þ
ðt1
x1

eθ2xdx�W ¼ 0 , x1 ¼ hΓ t1ð Þ: ð19Þ

Consequently, the cost function becomes a function of one variable

TC1:iðt1, x1Þ ¼ TC1:iðt1, x1 ¼ hiðt1ÞÞ, i ¼ A,B,Γ:

Next we find the first order conditions for the optimal solution to the problem P1:

dTC1:A:1

dt1
¼ b t1,x1¼hA t1ð Þð Þ�pIe M�t1ð Þð Þf t1ð Þ¼0, for x1< t1<M<μ<T; ð20Þ
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dTC1:A:2

dt1
¼ b t1, x1 ¼ hA t1ð Þð Þ þ CpIc

θ2
eθ2 t1�Mð Þ � 1
� �� 	

f t1ð Þ

¼ 0, for x1 < M < t1 < μ < T; ð21Þ
dTC1:A:3

dt1

¼ b t1, x1 ¼ hA t1ð Þð Þ þ CpIc
1

θ1
eθ2 t1�x1ð Þ eθ1 x1�Mð Þ � 1

� �
þ 1

θ2
eθ2 t1�x1ð Þ � 1
� �� �� 	


f t1ð Þ ¼ 0, for M < x1 < t1 < μ < T:

ð22Þ

The first order conditions for the optimal solution to the problem P2:

dTC1:B:1

dt1
¼ b t1, x1 ¼ hB t1ð Þð Þ þ CpIc

θ2
eθ2 t1�Mð Þ � 1
� �� 	

f μð Þ

¼ 0, for x1 < M < μ < t1 < T ð23Þ
dTC1:B:2

dt1

¼ b t1, x1 ¼ hB t1ð Þð Þ þ CpIc
1

θ1
eθ2 t1�x1ð Þ eθ1 x1�Mð Þ � 1

� �
þ 1

θ2
eθ1 t1�x1ð Þ � 1
� �� �� 	


f μð Þ ¼ 0, for M < x1 < μ < t1 < T:

ð24Þ

The first order conditions for the optimal solution to the problem P3:

dTC1:Γ

dt1

¼ b t1, x1 ¼ hΓ t1ð Þð Þ þ CpIc
1

θ1
eθ2 t1�x1ð Þ eθ1 x1�Mð Þ � 1

� �
þ 1

θ2
eθ1 t1�x1ð Þ � 1
� �� �� 	


f μð Þ ¼ 0, for M < μ < x1 < t1 < T;

ð25Þ

where

b
�
t1,x1¼hiðt1Þ

�
¼c1Rþc3θ1

θ1
eθ2ðt1�x1Þðeθ1x1�1Þþc1Oþc3θ2

θ2
ðeθ2ðt1�x1Þ�1Þ�c2ðT�t1ÞβðT�t1Þ

�c4

�
1�βðT�t1Þ

�
þcte

θ2ðt1�x1Þ, i¼A,B,Γ:

Theorem 1

If c1Rθ1 > c1O
θ2

þ ct and c2Tβ Tð Þ þ c4 1� β Tð Þð Þ � ct, then the cost function TC1(t1, x1)

has a unique minimum.
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Proof. See Appendix 1.

5.2 Optimal Solution for the Case μ<M<T

Our aim is to minimize the total cost function TC2(x1, t1) with respect to (x1, t1).
Hence we must solve the three problems stated below.

P4 :

minTC2:Α t1; x1ð Þ
s:t:

ðt1
x1

eθ2xf xð Þdx�W ¼ 0

8<
: ;

P5 :

minTC2: t1; x1ð Þ
s:t:

ð μ
x1

eθ2xf xð Þdxþ f μð Þ
ðt1
μ
eθ2xdx�W ¼ 0

8<
: ;

P6 :

minTC2:Γ t1; x1ð Þ
s:t: f μð Þ

ðt1
x1

eθ2xdx�W ¼ 0

8<
: :

Note that the ordering relations between x1, t1, μ, M and T are temporally ignored

but they will be checked later for the feasibility of the solution.

Again, from the above constraints, x1 is an increasing function of t1. Conse-
quently, the cost function becomes a function of one variable

TC2:i t1; x1ð Þ ¼ TC2:i t1, x1 ¼ hi t1ð Þð Þ, i ¼ Α, ,Γ.
Next we find the first order conditions for the optimal solution to the problem P4:

dTC2:A

dt1
¼ b t1,x1¼hA t1ð Þð Þ�pIe M� t1ð Þð Þf t1ð Þ¼0, for x1< t1<μ<M<T: ð26Þ

The first order conditions for the optimal solution to the problem P5:

dTC2:B:1

dt1
¼ b t1,x1¼hB t1ð Þð Þ�pIe M� t1ð Þð Þf μð Þ¼0, for x1<μ< t1<M<T; ð27Þ

dTC2:B:2

dt1
¼ b t1, x1 ¼ hB t1ð Þð Þ þ CpIc

θ2
eθ2 t1�Mð Þ � 1
� �� 	

f μð Þ

¼ 0, for x1 < μ < M < t1 < T : ð28Þ

The first order conditions for the optimal solution to the problem P6:

Two-Warehouse Inventory Systems for Seasonal Deteriorating Products with. . . 259



dTC2:Γ:1

dt1
¼ b t1,x1¼hΓ t1ð Þð Þ�pIe M� t1ð Þð Þf μð Þ¼0, for μ<x1< t1<M<T; ð29Þ

dTC2:Γ:2

dt1
¼ b t1, x1 ¼ hΓ t1ð Þð Þ þ CpIc

θ2
eθ2 t1�Mð Þ � 1
� �� 	

f μð Þ

¼ 0, for μ < x1 < M < t1 < T; ð30Þ
dTC2:Γ:3

dt1

¼ b t1, x1 ¼ hΓ t1ð Þð Þ þ CpIc
1

θ1
eθ2 t1�x1ð Þ eθ1 x1�Mð Þ � 1

� �
þ 1

θ2
eθ2 t1�x1ð Þ � 1
� �� �� 	


f μð Þ ¼ 0, for μ < M < x1 < t1 < T:

ð31Þ

Theorem 2

If c1Rθ1 > c1O
θ2

þ ct and c2Tβ Tð Þ þ c4 1� β Tð Þð Þ � ct, then the cost function TC2(t1, x1)

has a unique minimum.

Proof. Similar to the proof of Theorem 1.

Remark 1

From (17) by setting x1 ¼ 0, a unique value for t1, say t10, is obtained. Obviously,
the domain of t1 is the interval [t10,T] and any cases that do not satisfy this

constraint must not be examined (for example, if t10 > μ then the problems P1

and P4 can be excluded from the solution procedure). Also, if by setting x1 ¼ μ in

relation (19), the value that is obtained, say t1μ, is t1μ � T then the problems P3 and

P6 can be excluded from the solution procedure.

Remark 2

It is easy to prove, that the cost function is a continuously differentiable function

with respect to t1. Hence, the optimal solution is obtained by the first order

condition that provides a feasible solution. If no feasible solution can be obtained

the boundary of the interval [t10,T] must be examined, where t10 is obtained by

setting x1 ¼ 0 in relation (17).

Remark 3

The optimal ordering quantity is obtained by (see Skouri and Konstantaras 2013)

Q* ¼
ðx1
0

eθ1xf xð Þdxþ
ðt1
x1

eθ2xf xð Þdxþ f μð Þ
ðT
μ

β T � xð Þdxþ
ðμ
t1

f xð Þβ T � xð Þdx,

for x1 < t1 � μ; ð32Þ
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Q* ¼
ðx1
0

eθ1xf xð Þdxþ
ð μ
x1

eθ2xf xð Þdxþ f μð Þ
ðt1
μ
eθ2xdxþ f μð Þ

ðT
t1

β T � xð Þdx,

for x1 � μ < t1; ð33Þ

Q* ¼
ðμ
0

eθ1xf xð Þdxþ f μð Þ
ðx1
μ
eθ1xdxþ f μð Þ

ðt1
x1

eθ2xdxþ f μð Þ
ðT
t1

β T � xð Þdx,

for μ � x1 < t1: ð34Þ

6 Optimal Solution for the Single Warehouse Inventory

Model

6.1 Optimal Solution for the Case M� μ

In this section the minimization of TCO1(t1) with respect to t1 will be presented. The
first order conditions for the optimal solution to the problem are:

dTCO:1:1

dt1
¼ b0 t1ð Þ � pIe M � t1ð Þð Þf t1ð Þ ¼ 0, for 0 < t1 < M < μ < T; ð35Þ

dTC0:1:2

dt1
¼ b0 t1ð ÞþCpIc

θ2
eθ2 t1�Mð Þ�1
� �� 	

f t1ð Þ¼0, for 0<M< t1<μ<T; ð36Þ

dTCO:1:3

dt1
¼ b0 t1ð ÞþCpIc

θ2
eθ2 t1�Mð Þ�1
� �� 	

f μð Þ¼0, for 0<M<μ< t1<T; ð37Þ

where b0 t1ð Þ ¼ c1Oþc3θ2
θ2

eθ2t1 � 1
� �� c2 T � t1ð Þβ T � t1ð Þ � c4 1� β T � t1ð Þð Þ.

Note that the ordering relations between t1, μ, M and T must be checked for the

feasibility of the solution.

Theorem 3

The cost function TCO1(t1) has a unique minimum.
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Proof. See Appendix 2.

6.2 Optimal Solution for the Case μ<M<T

Our aim is to minimize the total cost function TCO2(t1) with respect to t1. The first
order conditions for the optimal solution to the problem are:

dTC0:2:1

dt1
¼ bo t1ð Þ � pIe M � t1ð Þð Þf t1ð Þ ¼ 0, for 0 < t1 < μ < M < T; ð38Þ

dTCO:2:2

dt1
¼ bO t1ð Þ � pIe M � t1ð Þð Þf μð Þ ¼ 0, for 0 < μ < t1 < M < T; ð39Þ

dTC0:2:3

dt1
¼ b0 t1ð ÞþCpIc

θ2
eθ2 t1�Mð Þ�1
� �� 	

f μð Þ¼0, for 0<μ<M< t1<T: ð40Þ

Note that the ordering relations between t1, μ, M and T must be checked for the

feasibility of the solution.

Theorem 4

The cost function TCO2(t1) has a unique minimum.

Proof. Similar to the proof of Theorem 3.

Remark 4

The optimal ordering quantity for the single warehouse problem is obtained by (see

Skouri et al. (2011)):

Q* ¼
ðt1
0

eθ2xf xð Þdxþ
ðμ
t1

f xð Þβ T � xð Þdxþ f μð Þ
ðT
μ

β T � xð Þdx, for 0 < t1

� μ; ð41Þ

Q* ¼
ðμ
0

eθ2xf xð Þdxþ f μð Þ
ðt1
μ

eθ2xdxþ f μð Þ
ðT
t1

β T � xð Þdx, for 0 � μ < t1: ð42Þ

The optimal maximum inventory level at OW is obtained by (see Skouri

et al. (2011)):

IO 0ð Þ* ¼
ðt1
0

eθ2xf xð Þdx, for 0 < t1 � μ; ð43Þ
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IO 0ð Þ* ¼
ðμ
0

eθ2xf xð Þdxþ f μð Þ
ðt1
μ

eθ2xdx, for 0 � μ < t1: ð44Þ

7 Solution Procedure

• First solve the single warehouse problem by using Eqs. (35)–(37) for the

inventory problem corresponding to the case M< μ and Eqs. (38)–(40) for the

inventory problem corresponding to the case μ<M< T. The first order condition
that gives a feasible solution is the optimal solution to the inventory problem , t	1,
and the rest do not have to be examined.

• Calculate the optimal maximum inventory level using the appropriate relation

from (43) and (44). If I∗0 ð0Þ � W, then the optimal solution has been obtained

and the two warehouse problem does not have to be examined. Otherwise we

study the two warehouse problem as follows.

• Set x1 ¼ 0 in relation (17) and obtain t10. Set x1 ¼ μ in relation (19) and obtain

t1μ.
• Solve the first order conditions using Eqs. (20)–(25) for the inventory problem

corresponding to the case M< μ and Eqs. (26)–(31) for the inventory problem

corresponding to the case μ<M< T. Cases that do not satisfy the constraint t10
� t1 � min T; t1μ


 �
are not examined.

• The first order condition that gives a feasible solution, is the optimal solution to

the inventory problem, t	1, and the rest do not have to be examined.

• Obtain the optimal value for x1, say x	1, using the appropriate relation from (17)

to (19).

• Calculate the optimal ordering quantity by using the appropriate relation from

(32) to (34).

• Obtain the optimal total cost TC*, by using the appropriate relation from (6) to

(8) for the inventory problem corresponding to the caseM< μ and from relations

(10)–(12) for the inventory problem corresponding to the case μ<M< T.

8 Numerical Examples

The following examples illustrate the results obtained.
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8.1 Example 1 (M< μ)

For reasons of comparison we use the parameter values of Skouri and Konstantaras

(2013), excluding the capital cost from the holding costs in the OW and RW:

c1R ¼ 3, c1O ¼ 2, c2 ¼ 15, c3 ¼ 5, c4 ¼ 20, ct ¼ 1:5, μ ¼ 0:9 years, θ1 ¼ 0:002,

θ2 ¼ 0:001, T ¼ 1 years, W ¼ 20, f tð Þ ¼ 3e4:5t, β xð Þ ¼ e�0:2x, M ¼ 0:4, p¼ 30,

Cp¼ 10, Ie¼ 0.09 and Ic¼ 0.1.

By solving the first order equations, the only feasible solution is derived from

Eq. (21) and corresponds to the case x1 < M < t1 < μ < T. Hence, the optimal

solution to the problem is t1
*; x1

*
� � ¼ 0:79; 0:36ð Þ, where x1* is derived from

relation (17) . The minimum cost TC1:A:2 ¼ 92:68 is derived from Eq. (6) and the

optimal order quantity Q* ¼ 54:2, from Eq. (32). The minimum cost obtained by

this model is improved (as it was expected) compared to the minimum cost TC
¼ 102:29 ( t1 ¼ 0:78, x1 ¼ 0:24), which is derived by the model of Skouri and

Konstantaras (2013).

8.2 Example 2 (μ<M<T)

As a second example we examine the case described in Sect. 3.3. Again, we use the

same input parameters as in example 1 and setM ¼ 0:95, so that μ<M< T. For this
case the only feasible solution is derived from Eq. (26) and corresponds to the case

x1 < t1 < μ < M < T. Hence, the optimal solution to the problem is

t1
*; x1

*
� � ¼ 0:82; 0:5ð Þ, where x1* is derived from relation (17) . The minimum

cost TC2:A ¼ 65:86 is derived from Eq. (10) and the optimal order quantity

Q* ¼ 54:4, from Eq. (32). Again the proposed model gives an improved outcome

compared to Skouri and Konstantaras (2013).

9 Sensitivity Analysis

To study the effect, of under or over estimation of various parameters on the

optimal replenishment policy and total cost, a sensitivity analysis is performed

for both cases and the results are presented in Tables 1 and 2 respectively.

From both tables, we can observe, that the optimal cost is sensitive to changes in

μ, W and c1O, t
	
1 is insensitive to any changes of the parameters, x	1 is moderately

sensitive to changes in the considered parameters and the optimal ordering quantity

is sensitive to changes in μ.
It is worth noting the low cost values in Tables 1 and 2, when μ¼ 0.45. This

could be explained due to the small demand rate, as the exponential type demand

rate is stabilized very soon, which leads to reduced holding costs. Also, since only

one warehouse is used, the transportation cost is omitted.
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10 Concluding Remarks

In this paper an inventory model for seasonal products is considered, taking into

account the warehouse capacity and credit period options. The study of the inven-

tory system requires exploring the feasible ordering relations between the involved

time parameters. Consequently, two cases, which lead to two inventory models, are

examined: (1) the offered credit period is less than the time point when the demand

Table 1 Sensitivity analysis for Case 1 (M<μ)

Parameter Percentage of change t	1 x	1 TC* Q*
TC*

0 �TC*

TC* 100%

M �50% (M¼ 0.2) 0.78 0.3 97.82 54.2 +5.5%

�25% (M¼ 0.3) 0.79 0.33 95.36 54.2 +2.9%

+25% (M¼ 0.5) 0.79 0.38 89.64 54.2 �3.3%

+50% (M¼ 0.6) 0.8 0.4 86.06 54.3 �7.1%

μ �50% (μ¼ 0.45) 0.88 0a 20 16.9 �78.4%

�25% (μ¼ 0.675) 0.8 0.2 52.4 33.3 �43.5%

W �50% (W¼ 10) 0.78 0.64 112.95 54.2 +21.8%

�25% (W¼ 15) 0.78 0.54 102.48 54.2 +10.6%

+25% (W¼ 25) 0.81 0 84.23 54.3 �9.1%

+50% (W¼ 30) 0.85 0 79.2 54.5 �14.5%

c1R �25% (c1R¼ 2.25) 0.8 0.43 92.04 54.3 �0.6%

+25% (c1R¼ 3.75) 0.78 0.3 93.03 54.2 +0.4%

+50% (c1R¼ 4.5) 0.78 0.25 93.23 54.2 +0.6

c1O �50% (c10¼ 1) 0.8 0.43 79.56 54.3 �14.2%

�25% (c10¼ 1.5) 0.79 0.4 86.2 54.3 �7%

+25% (c10¼ 2.5) 0.78 0.3 98.99 54.2 +6.8%
aThe single warehouse model is used to obtain the optimal solution

Table 2 Sensitivity analysis for Case 2 (μ<M<T)

Parameter Percentage of change t	1 x	1 TC* Q*
TC*

0 �TC*

TC* 100%

μ �50% (μ¼ 0.45) 0.9 0a 3.2 16.9 �95.1%

�25% (μ¼ 0.675) 0.83 0.36 27.8 33.4 �43.5%

W �50% (W¼ 10) 0.81 0.7 87.1 54.3 +32.3%

�25% (W¼ 15) 0.82 0.63 76.2 54.4 +15.7%

+25% (W¼ 25) 0.83 0.32 56.2 54.4 �14.7%

+50% (W¼ 30) 0.85 0 48.1 54.5 �27%

c1R �25% (c1R¼ 2.25) 0.84 0.57 63.9 54.4 �3%

+25% (c1R¼ 3.75) 0.81 0.46 67.2 54.3 +2%

+50% (c1R¼ 4.5) 0.8 0.4 68 54.3 +3.3%

c1O �50% (c10¼ 1) 0.83 0.55 51.7 54.4 �21.5%

�25% (c10¼ 1.5) 0.83 0.53 58.8 54.4 �10.7%

+25% (c10¼ 2.5) 0.81 0.49 72.8 54.3 +10.5%
aThe single warehouse model is used to obtain the optimal solution
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rate is stabilized (M< μ), (2) the offered credit period is longer than the time point

when the demand rate is stabilized and less than the planning horizon(μ<M< T).
The aim is to find the optimal time point at which the inventory level of the RW and

the OW reaches zero, in order to minimize the total cost of each inventory system.

The determination of these time instances lead to the determination of the optimal

ordering quantity. Furthermore, in order to solve the problem, the respective single

warehouse problem should be solved first, hence this case is also examined. We

note that this problem can also be treated by considering profit maximization. In

this case the values for lost sales and deterioration cost should be appropriately

modified (see Teng et al. 2002). However, the optimization procedure remains

unchanged, as the profit maximization problem can be easily transformed to a cost

minimization one.

The proposed model could be extended assuming that demand is price and time

dependent. In addition, vendor-buyer coordination could be considered.

Appendix 1

The solution of Eq. (20) is given by a1:A:1 t1ð Þ ¼ b t1, x1 ¼ hA t1ð Þð Þ � pIe M � t1ð Þ
¼ 0. Differentiating a1.A.1(t1) with respect to t1 we obtain:

a1:Α:1
0
t1ð Þ ¼ b

0
t1, x1 ¼ hA t1ð Þð Þ þ pIe > 0;

where

b
0
t1,x1¼hA t1ð Þð Þ¼ c1O

θ2
�c1R

θ1
þct

� 	
θ2 1�dx1

dt1

� 	
þc1Rþc3θ1

θ1
θ1�θ2ð Þeθ1x1 dx1

dt1

�

þc1Rþc3θ1
θ1

θ2e
θ1x1

�
eθ2 t1�x1ð Þ þc2 β T� t1ð Þþ T� t1ð Þβ0

T� t1ð Þ
h i

�c4β
0
T� t1ð Þ>0;

since from Eq. (17) we obtain dx1
dt1

¼ eθ2 t1�x1ð Þ f t1ð Þ
f x1ð Þ > 1 and by the assumptions we

have c1R
θ1

> c1O
θ2

þ ct, θ1 > θ2 and β T � t1ð Þ þ T � t1ð Þβ0
T � t1ð Þ > 0.

Also, we have

a1:A:1 0ð Þ ¼ c1R þ c3θ1
θ1

e�θ2x1 eθ1x1 � 1
� �þ c1O þ c3θ2

θ2
e�θ2x1 � 1
� �� c2Tβ Tð Þ

� c4 1� β Tð Þð Þ þ cte
�θ2x1 � pIeM

< 0;

if c2Tβ Tð Þ þ c4 1� β Tð Þð Þ � ct (see Skouri and Konstantaras 2013), and

a1:A:1 Tð Þ > 0.
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Hence Eq. (20) has a unique solution which satisfies the second order conditions

for a minimum.

Accordingly from Eqs. (21) to (25) we have

a1:A:2 t1ð Þ ¼ b t1, x1 ¼ hA t1ð Þð Þ þ CpIc
θ2

eθ2 t1�Mð Þ � 1
� �

¼ 0 ) a1:Α:2
0
t1ð Þ

¼ b
0
t1, x1 ¼ hA t1ð Þð Þ þ CpIce

θ2 t1�Mð Þ > 0;

a1:A:3 t1ð Þ ¼ b t1, x1 ¼ hA t1ð Þð Þ

þ CpIc
1

θ1
eθ2 t1�x1ð Þ eθ1 x1�Mð Þ � 1

� �
þ 1

θ2
eθ2 t1�x1ð Þ � 1
� �� �

)
a1:Α:3

0
t1ð Þ ¼ b

0
t1, x1 ¼ hA t1ð Þð Þ

þ CpIc
θ2 � θ1

θ1
eθ1 x1�Mð Þ � 1
� �

1� dx1
dt1

� 	
þ eθ1 x1�Mð Þ

� �
eθ2 t1�x1ð Þ

> 0;

a1::1 t1ð Þ ¼ b t1, x1 ¼ hB t1ð Þð Þ þ CpIc
θ2

eθ2 t1�Mð Þ � 1
� �

) a1::1
0
t1ð Þ

¼ b
0
t1, x1 ¼ h t1ð Þð Þ þ CpIce

θ2 t1�Mð Þ > 0;

a1::2 t1ð Þ ¼ b t1, x1 ¼ hB t1ð Þð Þ

þ CpIc
1

θ1
eθ2 t1�x1ð Þ eθ1 x1�Mð Þ � 1

� �
þ 1

θ2
eθ1 t1�x1ð Þ � 1
� �� �

)
a1::2

0
t1ð Þ ¼ b

0
t1, x1 ¼ h t1ð Þð Þ

þ CpIc
θ2 � θ1

θ1
eθ1 x1�Mð Þ � 1
� �

1� dx1
dt1

� 	
þ eθ1 x1�Mð Þ

� �
eθ2 t1�x1ð Þ

> 0;

a1:Γ:1 t1ð Þ ¼ b t1, x1 ¼ hΓ t1ð Þð Þ

þ CpIc
1

θ1
eθ2 t1�x1ð Þ eθ1 x1�Mð Þ � 1

� �
þ 1

θ2
eθ1 t1�x1ð Þ � 1
� �� �

)

Two-Warehouse Inventory Systems for Seasonal Deteriorating Products with. . . 267



a1:Γ:1
0
t1ð Þ ¼ b

0
t1, x1 ¼ hΓ t1ð Þð Þ

þ CpIc
θ2 � θ1

θ1
eθ1 x1�Mð Þ � 1
� �

1� dx1
dt1

� 	
þ eθ1 x1�Mð Þ

� �
eθ2 t1�x1ð Þ

> 0;

taking into account the assumptions of Theorem 1.

The optimal value of x1 is derived by using the appropriate relation from (17) to

(19).

Obviously, the solution of each equation must also satisfy the constraints that are

derived by the ordering relations between x1, t1, μ, M and T, for each case

accordingly.

Appendix 2

The solution of Eq. (35) is given by a0:1:1 t1ð Þ ¼ b0 t1ð Þ � pIe M � t1ð Þ ¼ 0. Differ-

entiating aO.1.1(t1) with respect to t1 we obtain: a0:1:1
0
t1ð Þ ¼ b0

0
t1ð Þ þ pIe > 0,

where

b
0
O t1ð Þ ¼ c1O þ c3θ2ð Þeθ2t1 þ c2 β T � t1ð Þ þ T � t1ð Þβ0

T � t1ð Þ
h i

� c4β
0
T � t1ð Þ

> 0;

since β T � t1ð Þ þ T � t1ð Þβ0
T � t1ð Þ > 0.

Also, we have aO:1:1 0ð Þ ¼ �c2Tβ Tð Þ � c4 1� β Tð Þð Þ � pIeM < 0 and

a0:1:1 Tð Þ > 0.

Hence Eq. (35) has a unique solution which satisfies the second order conditions

for a minimum.

Accordingly from Eqs. (36) to (37) we have

aO:1:2 t1ð Þ ¼ bO t1ð Þ þ CpIc
θ2

eθ2 t1�Mð Þ � 1
� �

¼ 0 ) aO:1:2
0
t1ð Þ

¼ b
0
0 t1ð Þ þ CpIce

θ2 t1�Mð Þ > 0;

aO:1:3 t1ð Þ ¼ b0 t1ð Þ þ CpIc
θ2

eθ2 t1�Mð Þ � 1
� �

) aO:1:3
0
t1ð Þ

¼ b
0
0 t1ð Þ þ CpIce

θ2 t1�Mð Þeθ2t1 > 0:

Obviously, the solution of each equation must also satisfy the constraints that are

derived by the ordering relations between t1, μ, M and T, for each case accordingly.
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Optimal Active Power Management in All

Electric Ship Employing DC Grid

Technology

Fotis D. Kanellos, John Prousalidis, and George J. Tsekouras

Abstract Extensive electrification and the use of dc distribution grid are recently

proved to be very promising technologies for the development of more efficient and

environmentally friendly ships. Onboard dc grids present several advantages such

as, improved efficiency, easy integration of different types of power sources,

reduced size and rating of switchboard, elimination of reactive power flow,

increased reconfiguration capability etc. All electric ship (AES) concept, dc distri-

bution grid and optimal power management can lead to a substantial improvement

of ship efficiency and compliance with the environmental constraints. In this paper,

a method for optimal demand side management and power generation scheduling is

proposed for AES employing dc grid. Demand side management is based on the

adjustment of the power consumed by ship electric propulsion motors. Dynamic

programming algorithm subject to operation, environmental and travel constraints

is used to solve the above problem.
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Onboard DC grids • Optimal power management
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1 Introduction

Several studies have shown that the extensive electrification of ship power systems,

can lead to a “greener” and more efficient ship. To this end, novel concepts are

explored, with an attractive one being the introduction of direct current (DC) in the

power distribution system. Onboard DC grids present several advantages (Kanellos

et al. 2015; Justo et al. 2013; Planas et al. 2013; Zahedi et al. 2014; Certuche-Alzate

and Vélez-Reyes 2009; Sulligoi et al. 2013; Sudhoff and Crider 2011; Zadeh

et al. 2013; Zhu et al. 2013; Chen et al. 2012; Tang and Ooi 2007) such as, improved

efficiency, easy integration of different types of power sources, reduced size and

rating of switchboard, elimination of reactive power flow, increased reconfiguration

capability etc. Ship efficiency is improved mainly by the fact that the power

generation system is not locked at a specific frequency while space savings and

weight reduction have also a significant positive effect. The vast majority of ship

electric generators prime movers are combustion engines, most fueled with liquid

oil, some with liquid natural gas while some can use both liquid fuel and gas. Prime

mover fixed speed operation in conventional ship power systems entails minimum

fuel consumption within a narrow operating area (usually around 85% of nominal

power). In case of dc grid technology variable speed operation is possible and

minimum fuel consumption can be obtained in a wider operating area while fuel

consumption is significantly decreased as compared with fixed speed operation.

Variable speed operation is especially beneficial for vessels with highly variable

load like those with dynamic positioning operation capability.

The exploitation of electric motors for propulsion purposes, known as All

Electric Ship (AES) technology, has become an appealing technology compared

with conventional ship power system concepts. In this case, improvement in ship

power system efficiency could be achieved if optimal power management and

control techniques are adopted (Kanellos 2014; Kanellos et al. 2012; Tsekouras

and Kanellos 2013; Tsekouras et al. 2015; McCoy and Amy Jr 2009; Prousalidis

et al. 2012; Falahi et al. 2013; Gjengedal 1996; Singhal and Sharma 2011). Except

from the maximization of ship energy efficiency another crucial issue for the future

ship power systems is the limitation of greenhouse gas (GHG) emissions. Optimal

power management can provide solutions also to this problem.

AES is a very complex system making the application of centralized optimal

control systems quite difficult and challenging. Optimal power management in AES

is a complex optimization problem, since next to the minimization of the opera-

tional cost and GHG emissions, several technical and operational constraints, like

power production ramp rates, minimum–maximum power production, minimum

generator operation time, ship speed limits, total route length, constraints stemming

from calls at intermediate ports etc., must be satisfied. Moreover, several of the

optimization goals might be antagonistic while the problems of demand side

management and power generation scheduling are coupled and cannot be solved

independently.
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This paper aims to present in a coherent and methodical way an optimal active

power management technique that could be applied to AES employing dc grids

leading to the improvement of ship efficiency and the limitation of GHG emissions.

2 AES Power System

A generic single-line diagram of an AES with dc distribution grid is shown in Fig. 1.

Electric power generation system supplies ship service load and the electric pro-

pulsion motors. The new concept in this type of ship power system is that the power

produced by the generators if fed by ac-dc power converters to the dc distribution

grid while dc-ac converters are used where power should be supplied to ac loads

(Kanellos et al. 2015). Each main AC consumer is supplied by its own converter in

order to ensure maximum reliability.

Onboard DC grid configurations can be categorized into the two major schemes:

a centralized and a fully distributed system. Two major advantages of both central-

ized and distributed DC architectures are that the main AC switchboard and thruster

transformers are omitted. In centralized configuration all converters are located in

the same space while in the distributed one each converter is located near to the

electric generator or the electric load it serves. In this case, each electric generator is

equipped with a rectifier mounted directly on the generator or placed nearby the

generator.

It is a common practice, especially in naval applications, to exploit distribution

systems with zonal structure. Power generation units are typically installed in some

of the electrical zones while in case of single bus architecture sufficient power

generation should be installed in each zone.

The most significant benefits from onboard DC power distribution are synop-

sized next.

– Efficiency can be increased up to 20% because of reduced fuel consumption,

space and weight savings.

Fig. 1 Generic single-line diagram of AES with dc grid technology
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– Reduced fuel consumption can be achieved because of the generator variable

speed operation allowing it to operate at the optimal operation point for variable

loading.

– Less maintenance is required for the electric generators as they are operated in a

more efficient way (operation at variable speed).

– The footprint of the electrical equipment is decreased allowing savings in

electrical equipment space requirements and weight by up to 30%. This can

be attributed to the reduced size and rating of the switchboard, the use of smaller

high speed generators and the elimination of large low-frequency thruster trans-

formers. It is noted that the exact savings will vary depending on ship type and

application.

– Improved power flow control, better dynamic response and maneuverability are

possible. Moreover, reactive power flows and respective voltage drops are

eliminated.

– Fault currents could be limited and managed more effectively leading to the

drastic reduction of short-circuit levels and lower DC switchboard class

requirements.

– Reconfiguration capability is significantly increased.

– Simplified connection and disconnection of different types and sizes of power

generation and energy storage systems can be easily integrated while plug and

play capability for future installed power sources is provided. The need for phase

angle synchronization of multiple sources and loads is eliminated.

– Higher power ratings for a given cable size are achieved.

2.1 Operation Constraints in AES Power System Operation

AES power system operation is subject to constraints stemming from power

generation-consumption balance, generator loading, ramp rate limitation, blackout

prevention and generator frequent start/stop avoidance. There are also some addi-

tional constraints related with ship operation listed next (Kanellos 2014; Kanellos

et al. 2012; Tsekouras and Kanellos 2013; Tsekouras et al. 2015):

– Ship speed is upper and lower bounded by the respective maximum and mini-

mum ship speed.

– The distance traveled by the ship when arriving at intermediate ports should be

equal to the route length between ship departure port and the intermediate port.

– The distance traveled at the end of the last time interval of the optimization

period should be equal to the total route length.

– GHG emissions should be limited below a certain upper limit.

274 F.D. Kanellos et al.



2.2 Economic and Environmentally Friendly AES Operation

AES load is composed by ship service and electric propulsion load. Electric

propulsion load includes propulsion and thruster drives while ship service load

comprises the remaining part of the electric power consumption.

L ¼ PProp þ LServ ð1Þ

The flexibility of the electric load depends highly on the flexibility of the power

demand of the electric propulsion motors. Propulsion power depends on ship speed

which is in turn derived by travel scheduling. Ship electric propulsion system power

demand can be adjusted with respect to ship service load in order to lead to more

economic and environmentally friendly operation.

Specific fuel consumption function (SFC) is particularly useful for the determi-

nation of the most economical point of operation of a generator. SFC determines

generator fuel consumption per MW and hour and it can be approximated as

follows:

SFCi Pi;ω
*

� � ¼ a0i þ a1i � Pi ω*
� �þ a2i � Pi

2 ω*
� �

Pi ω*ð Þ , Pmin, i � Pi � Pmax, i ð2Þ

Where, Pi is the power produced by i-th generator and ω
* is the optimal rotating

speed of the generator prime mover. In ship power systems with dc grid technology

ω* is not constant but it is continuously adjusted.

In the following analysis it is assumed that speed controller ensures successful

tracking of optimal speed ω* and the steady state operation is considered where

SFC is decoupled from ω*. However, it is noted that the shape of SFC curve of a

variable speed engine is different from that of the respective fixed speed engine. In

the case study presented in Sect. 4 typical SFC curves of variable speed engines are

used. In case of variable speed operation minimum fuel consumption can be

obtained in a wider operating area while fuel consumption is significantly decreased

as compared with fixed speed operation. In this case active power sharing through

active power—dc voltage droop characteristics in an onboard DC grid cannot

guarantee minimum fuel consumption, as this depends on the amount of the

produced power and the generator prime mover rotating speed. To deal with this

major challenge smart power management techniques should be employed.

The total variable operation cost, ToC, of AES power system for a travel time

period T, is calculated as:

ToC ¼
XT
j¼1

XNg

i¼1

�
Stij �

�
Fuel Costi � SFCiðPijÞ þ OCi

�
� Pij � ΔTj þ SCij

�
ð3Þ
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Where, OCi is the variable operation cost per produced MWh including lubri-

cants, maintenance etc., SCij is the start-up cost of the i-th generator at time interval,

ΔTj , Fuel_Costi is the unit cost of the fuel consumed by the i-th generator (m.u./

fuel gram) and Stij is a parameter being equal to 1 or 0 if the i-th unit is ON or OFF,

respectively.

According to the International Maritime Organization policy ship operation

efficiency should be evaluated via Energy Efficiency Operation Indicator (EEOI).

EEOI can be slightly modified to facilitate the optimization of AES operation if it is

referred to an arbitrary observation time interval ΔTj, as follows:

EEOI1, j ¼ mCO2

LF � Vj � ΔTj
¼

X
i

ci � Pij � SFCi Pij

� �
LF � Vj

gCO2=tn�kn�
� ð4Þ

Ship loading factor, LF, (Kanellos 2014) is calculated as:

LF ¼ n
0
P � 0:1þ n

0
V

nP � 0:1þ nV
GT ð5Þ

Where, GT is ship gross tonnage, n
0
V is the number of vehicles onboard, nV is the

maximum number of vehicles, n
0
P is the number of passengers onboard and nP is the

maximum number of passengers.

2.3 Propulsion Load Adjustment

Ship speed-propulsion power curve depends on hull resistance at specific conditions

(loading of the ship, weather conditions etc.) and it is well-described by the

following formula (Turbo 2012):

PProp ¼ cP1 � VcP2 ð6Þ

Where, V is ship velocity, PProp is the required propulsion power to develop

velocity V, cP1 is a coefficient used for propulsion power and ship velocity

matching, cP2 is a constant depending on hull form (cP2¼ 3 for conventional hull

forms).

If during time interval ΔTj ship speed is V
0
j while the scheduled speed before

optimization is Vj then the deviation of the propulsion power is:

ΔPProp, j ¼ cP1 � V
0 cP2
j � VcP2

j

� �
ð7Þ
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3 Optimal Active Power Management Problem

3.1 Formulation

In the examined optimization problem the total ship power system operation cost is

minimized for the whole ship travel period subject to the operational and technical

constraints of ship power system. The objective function and the applied constraints

are contained in the following mathematic relations.

Minimize:

ToC ¼
XT
j¼1

XNg

i¼1

Stij � Fuel Costi � SFCi Pij

� �þ OCi

� � � Pij � ΔTj þ SCij

� � ð8Þ

Subject to:

Power balance constraint,

XNg

i¼1

Pij ¼ Lj þ ΔPPropj, 8j ð9Þ

Minimum and maximum generator loading constraints,

Pi,min < Pij < Pi,max 8i, j ð10Þ

Generator ramp rate constraint,

Pij � Pi, j�1

�� ��
ΔTj

� Rci,max, 8i, j ð11Þ

Minimum operation time of generator,

t!OFF, i � t!ON, i � TON min, i, 8i ð12Þ

Minimum out of operation time of a generator,

t!ON, i � t!OFF, i � TOFF min, i, 8i ð13Þ

Blackout prevention constraint,X
i

Stij � Pi,max� Lj � ΔPPropj � maxfPi,maxg, 8j ð14Þ

GHG emissions constraint,
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XNg

i¼1

ci � S tij � Pij � SFCi Pij

� �
LF � Vj

� Imax ð15Þ

Minimum—maximum ship speed constraint,

Vmin < Vj < Vmax, 8j ð16Þ

Initial condition for the deviation of the actual travel distance from the

scheduled,

ΔS0 ¼ 0 ð17Þ

Final condition for the deviation of the actual travel distance from the scheduled

one,

ΔST ¼ 0 ð18Þ

Deviation of the actual traveled distance from the scheduled one at the interme-

diate ports,

ΔSj ¼ 0 8j 2 ℑ ð19Þ

Minimum and maximum deviation of the actual traveled distance from the

scheduled,

ΔSmin, j � ΔSj � ΔSmax, j, 8j ð20Þ

Where, i denotes i-th generator, j denotes j-th time interval, ℑ denotes the set

containing time intervals corresponding to ship calls at intermediate ports and S tij is
a parameter being equal to 1 or 0 if the i-th generator is ON or OFF, respectively.

3.2 Solution Method

Dynamic programming is used to solve the above constraint nonlinear optimization

problem (Kanellos 2014; Gjengedal 1996; Singhal and Sharma 2011). Grid stages

correspond to the time intervals of the examined time period while grid states

contain generator-state vector. State vector used for the examined problem is

defined in (21).
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State ¼ DG1
DG2

. . . DGNg|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Generators State

DΔS1 DΔS2 . . . DΔSNs|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
ΔSbin

2
64

3
75 ð21Þ

Where, DGi is binary digit used to define i-th generator state of operation while

the deviation from the initially scheduled travelled distance is quantified with a

string, ΔSbin,‘, of binary digits, DΔS, with total number of digits, Ns.

The deviation from the scheduled speed can be easily calculated by using the

deviation from travelled distance that is contained into the grid-state. Power

production cost, PC, is minimized at each grid point by applying classical economic

power dispatch based on the well-known Lagrange method. Afterwards, total cost

of state ‘ at time interval t, ToCt,l, is minimized according to (22).

ToCt, ‘ ¼ min PCt, ‘ þ SC t�1,kð Þ, t;‘ð Þ þ ToCt�1,k


 �
,8k state at t� 1 stage ð22Þ

The completion process of a grid point is summarized in the following steps.

1. Constraints are checked.

2. Ship speed is estimated for each possible state transition and it is checked if it is

between its upper and lower limits.

3. Propulsion load is estimated for all acceptable ship speed values obtained in step

2.

4. Total ship electric load is estimated for all propulsion load values obtained in

step 3.

5. Optimal power dispatch is performed for all possible state transitions from

previous stage and respective production cost is estimated.

6. Total cost values (ToC) for production cost values obtained in step 5 are

estimated and minimum total cost is obtained according to (22). State transition

resulting in minimum total cost (ToC) is marked. Finally, the grid point at the

last stage with the minimum total cost is selected, and moving backward,

optimal operation path is formed.

4 Case Study

The proposed method is applied to the electric power system of a cruise-ferry with

full electric propulsion and dc distribution grid. All the necessary technical param-

eters of the ship and the onboard power system are presented in Table 1. The

examined cruise-ferry comprises 2 large electric propulsion motors supplied by the

set of 4 electrical generators driven by different diesel engines. Two operation

scenarios are examined next. In scenario 1, the proposed optimal power manage-

ment method is applied while in the second scenario propulsion load is not adjusted

and EEOI is not limited.
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Moreover, it is assumed that the ship stops at one intermediate port. Ship loading

factor (LF) values during the two parts of the examined travel are assumed

49,000 tn and 46,000 tn, respectively. For the estimation of LF, it has been assumed

that every passenger weighs 100 kg with his luggage and every vehicle 1 tn on

average. Total ship electric load and service load forecasts are shown in Fig. 2 for

Table 1 Ship power system model data

Gen 1 Gen 2 Gen 3 Gen 4

Ship electric system parameters

Nominal power (MW) 10 10 15 15

Technical minimum

(MW)

2 2 3 3

Minimum hours for

generator being in

operation or out

of operation (h)

2/2 2/2 2/2 2/2

Generator startup/stop

cost (m.u.)

200/0 200/0 200/0 200/0

Fuel Cost¼ SFC (monetary unit/MWh)
 P(MW)

Gen 1 FC1ðP1Þ ¼ SFC1ðP1Þ � P1 ¼ 98:1þ 148:7 � P1 þ 3:39 � P1
2

Gen 2 FC2ðP2Þ ¼ SFC2ðP2Þ � P2 ¼ 86:5þ 145:8 � P2 þ 3:69 � P2
2

Gen 3 FC3ðP3Þ ¼ SFC3ðP3Þ � P3 ¼ 156:1þ 146:2 � P3 þ 2:28 � P3
2

Gen 4 FC4ðP4Þ ¼ SFC4ðP4Þ � P4 ¼ 137:7þ 143:2 � P4 þ 2:485 � P4
2

Type

Nominal

speed (kn)

Max. no. of

vehicles (nv)
Max. number

of passengers

EEOImax(gCO2/

tn.kn)
Gross

registered tons

Ship parameters

Cruise ferry 24.5 700 2500 15 60,000

Fig. 2 Ship total load, propulsion load, service load for non-optimized operation
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ship power system non-optimized operation. Also, the initial non-optimized sched-

ules for the demand in propulsion power and the ship speed for the examined

voyage are shown in the same figure.

The powers produced by the electric generators are shown in stack form in

Fig. 3. In scenario 1, propulsion power is adjusted and smaller deviations of total

electric load occur. Generators 1 and 2 are less expensive than generators 3 and 4;

thus they are operated continuously while 3 and 4 are used during high load periods.

EEOI is successfully limited in scenario 1 as it is shown in Fig. 4a while in scenario

2 it exceeds its upper limit. In scenario 1, ship speed is decreased when ship is in

open sea, while it is increased, when ship is approaching or leaving from a port. In

case of scenario 1 the total operation cost is 83,564 (m.u.) that is 3% lower than that

of scenario 2 (85,780 m.u.). The deviation of ship power system operation cost is

shown in Fig. 5.
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Fig. 3 Generators power production. (a) Scenario 1 and (b) scenario 2.
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5 Conclusions

In this paper an optimal power management method for AES employing dc grid

technology is proposed. The proposed method aims at operation cost minimization,

GHG emissions limitation and, satisfaction of all ship power system technical and

operational constraints concerning power balance, blackout avoidance, travel

schedule etc. Despite the complexity of the problem the proposed method is proved

efficient in minimizing the operation cost and limiting GHG emissions. Results

obtained by applying the method to a cruise-ferry showed that operation cost can be

reduced by almost 3% if propulsion adjustment together with EEOI limitation are

applied with respect to operation without propulsion adjustment and GHG limita-

tion. The benefits from the application of the proposed method together with the

advantages of onboard dc grid technology prove that the examined ship electric

power system can be a very promising solution for the future AES.
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