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theworkforcewithhigherqualificationshasasignificantbearinguponregionallabourproductivity.In
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been of growing concern at all levels. To confront the challenges, researchers have collected data,
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andincreasingenrollmentoptionsusingMarkovanalysis.
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Organizationalproductivityisdeterminedbyarangeoffactors.Someofthesefactorscanbeevaluated
quantitatively,whileotherfactorsmayrequireamorequalitative,analyticalapproach.Itiscriticalto
understandkeydriversthatimpactproductivitywhenassessingorganizationalproductivity,aswellas
howtoeffectivelyassessthosekeydrivers’contributionstooverallproductivity.Productivityenhances
organizationalperformancebybecomingmoreefficientinspecificareas.Organizationalperformance
referstohowwellanorganizationisdoingtoreachitsvision,mission,andgoals.Measuringperformance
isavitalpartofassessingorganizationalresourcesandactivities.Performancemeasurementinvolves
collectionofdatatoassesswhethercorrectbusinessprocessesarebeingperformedandwhetherdesired
organizationaloutcomesarebeingachieved.Measuringperformancecanhelpanorganizationanalyze
whereandwhatchangesneedtobemadeinordertoimproveperformance.Performancemeasurement
cananalyzeanindividual,aworkgroup,aprogramoranorganization’sefforts;thefocuscanconcern
maintenance,improvement,anddevelopmentgoals;measurescanbequantitativeorqualitative.

Businessesarecollectingmassiveamountsofdataeveryday.Thesedatacanbeusedtoincrease
organizationproductivityandperformance.Onemethodofachievingthisisbyusingpredictiveanalyt-
ics.Analytics,ingeneral,istheuseofskills,technologies,andpracticestoexploreandinvestigatepast
performance,gaininsight,anddrivebusinessdecisionmaking;analyticshelpdecisionmakersdetermine
risk,weighoutcomes,andquantifycostsandbenefitsassociatedwithdecisions(BoundlessManagement,
2015).Predictiveanalyticsisdefinedasthesetoftools,suchaspredictivemodeling,thatcanbeused
topredicttrendsandbehaviorpatternsindata;itcanbeusedtoinformandevaluatealternativesduring
decisionmakingandexplainoutcomes.Predictivemodelingtechniquesincludelinearandlogisticre-
gression,clustering,associationrules,structuralequationmodeling,decisiontrees,neuralnetworks,and
supportvectormachines.Therearemanywaysinwhichorganizationscanleveragepredictivemodeling
andanalyticstoimproveproductivityandperformance.Itincludescollectingappropriatedata,measur-
ingproductivityandperformanceonanongoingbasis,learningfromtheproductivityandperformance
measuresandthenclosingtheloopbyimplementingnewideas.

Thequalityofinformationinanyorganizationalproductivityorperformancedecisionsituationcan
rangefromscientifically-derivedharddatatosubjectiveinterpretations,fromcertaintyaboutdecision
outcomestouncertainoutcomesrepresentedbyprobabilitiesandfuzzynumbers.Thisdiversityintype
andqualityofinformationaboutadecisionproblemrequiresmethodsandtechniquesthatcanassistin
informationprocessingandultimatelymayleadtobetterdecisions.Multi-criteriadecisionanalysisis
amethodfordecisionstructuringthatpermitstheuseofbothquantitativeandqualitativedatasources
withhighuncertaintyorsubjectivity;itimprovesadhocdecisioncriteriaandpolicyalternativesthat
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maybechosenbythedecisionmaker.Inthemulti-criteriadecisionmakingcontext,theselectionofa
“goodchoice”fromanumberofavailablechoicesisfacilitatedbyevaluatingeachchoiceonasetof
criteria.Thecriteriaandtheiroutcomesmustbemeasurableforeverydecisionalternative.Multi-criteria
decisionmaking techniques includeAnalyticHierarchyProcess,DelphiMethod,FuzzySetTheory,
VIKOR,andELECTRE.Approachesthatcombineavailablequantitativedatawiththemoresubjective
knowledgeofexpertsaredesirable;theseapproachescanprovidethedecisionmakerwiththeability
tolookintothefuture,andtomakethebestpossibledecisionpastonpastandpresentinformationand
futurepredictions(InternationalSocietyonMultipleCriteriaDecisionMaking).Thisbookisacollec-
tionof16chaptersonpredictivemodelingandmulti-criteriaanalyticalapproachestoorganizational
productivityandperformancemeasurements.

Intheirchapterentitled“PredictiveAnalyticsforInfrastructurePerformance,”McNeil,Trimbath,
Atique,andBurkepresentamethodologytogenerateprospectivevaluesfortheTransportationPerfor-
manceIndex(TPI)byapplyingelementsoftheimprovementplansfromUSmetropolitanorganizations
(MPOs).ItstartswithasummaryofthedevelopmentanduseoftheTransportationPerformanceIndex,
whichisgeneratedfrompubliclyavailabledata.TheIndexwasdesignedtobringarigorous,quantitative,
andrepeatablemethodologytotheassessmentofinfrastructureperformance.Transportationperformance
indicatorsthatserveasthebuildingblocksfortheTPIarepresentedandthetechnicalspecifications
usedtocalculatetheTPIaregiven.

InordertodemonstratetheroleoftheTPIincapturingchangesininfrastructureperformanceand
influencingtransportationpolicy,aprospectiveanalysis,lookingattheimpactofinvestmentbasedon
the long range transportationplans (LRTP)of theMetropolitanPlanningOrganizations (MPOs), is
conducted.Theanalysisprovidesabetterunderstandingoftheimpactofspecificinvestmentsorpoli-
ciesontheTPIandinsightintotheportfolioofprojectsthatarerequiredtocontinuetoimprovethe
performanceoftransportationasmeasuredbytheTPI.Thepredictivescenarioanalysisprocessapplied
toasampleofMetropolitanStatisticalAreas(MSAs)wasoutlinedindetailandillustratedfortheBal-
timore-TowsonMSA.

Theoverallresultsshowthatovera24yearperiod,theplansdevelopedbyMPOscanslowthede-
clineininfrastructureoverabaselinescenario;theresultsalsoservetofurthervalidatetheIndexthat
capturesimportantperformancefunctionsoftransportationinfrastructure.Thebenefitofthischapter
istheunderstandingoftheuseofapredictiveanalysismethodologytocapturetrendsandvalidatea
methodologyforcapturingperformancefunctions.

Inhischapterentitled“StructuralEquationModelingAlgorithmanditsApplication inBusiness
Analytics,”SorooshianpresentsaroadmapforbusinessadvisorsandscholarsusingStructuralEqua-
tionModeling(SEM)fordecisionmaking,complexmodeling,anddataanalysisprogramming.Itstarts
withanextensiveoverviewofSEM,highlighting threedifferentapproachesormodelingstrategies:
confirmatorymodelingstrategy,competingmodelstrategy,andmodeldevelopmentstrategyandtwo
SEMestimationmethods:covariance-basedSEM(CB-SEM),whichisaconfirmatoryapproach,and
variance-basedpartialleastsquares(PLS-SEM),whichisaprediction-orientedapproach.Thechapter
presents a practical flowchart covering all three modeling strategies of CB-SEM, especially model
developmentstrategy;inthemodeldevelopmentstrategy,amodelisproposedandempiricallytested
whilegaininginsightintoitsre-specifications.ASEMapplicationflowchartispresented,togetherwith
detailsandjustificationsofeachstageandsub-stageoftheSEMprocess.
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TheSEMapplicationflowchartpresentsamodificationoffivestages(modelspecification,model
identification,modelestimation,modeltestingandevaluation,andmodelmodificationorre-specification)
commontotheconventionalSEMprocess.Themodificationprovidedbythechapteraddsadatacollec-
tionstageasaprerequisiteforthemodelidentificationstage,andareportwritingstagetofinalizethe
SEManalysisandpractices.ThisimprovementtotheSEMprocessallowsforuseofanalyticdevices
toanalyzecausalcomplexmodels.Thebenefitofthischapteristhatitprovidesaroadmapforbusiness
advisorsintheireffortstouseSEMfordecisionsupportinwhichtheadditionofmorecomplexbusi-
nessanalyticscanbeconsidered.

In their chapter entitled “An IntegratedFuzzyVIKORMethod forPerformanceManagement in
Healthcare,”Shekarian,Abdul-Rashid,andOluguprovidearankingsolutionformedicallaboratories
usingfuzzytheory.Itstartswithaliteraturereview,highlightingtheapplicationoftheMCDMmethod
andfuzzysettheoryinhealthcaresystems.Abriefexplanationoffuzzysettheorybasicconceptsis
thenpresented,followedbyanoverviewofVIKORmethoddetails.Fuzzysettheoryisanappropriate
tool toquantitativelyrepresentandmanipulate imprecisionindecisionmakingproblems; themulti-
criteriadecisionmakingmethod,VIKOR,aidsthedecisionmakerinrankinganumberofalternatives
byexaminingtheirperformancescoresinthepresenceofasetofconflictingcriteria.

Theproposedmethodformedicallaboratoryranking,whichcombinesfuzzysettheoryandVIKOR,
isexplainedasasix-stepprocess.Acasestudy,whichaimstochoosethebestmedicallaboratoryamong
threecandidatelaboratoriesbasedontheISO15189:2003medicallaboratoryrequirementsforquality
andcompetence,isthenillustratedtoshowcasetheeffectivenessandefficiencyoftheproposedmodel.
Thiscasestudyproposestobeavaluableandeffectivecontributioninenhancingbothqualitativeand
quantitativecriteriainthefieldofmedicallaboratoryservices.Thebenefitofthischapteristhatitpro-
videsarankingsolutionformedicallaboratoriesthatensuresredefinitionofcompetitiontowardsoffering
betterclinicallaboratoryservices;this,inturn,willboostthequalityofhealthcareservices,ingeneral.

Intheirchapterentitled“AnAnalyticalAlgorithmforDelphiMethodforConsensusBuildingand
OrganizationalProductivity,”Zahidy,Azizan,andSorooshianpresentapracticalalgorithmfortheap-
plicationoftheDelphimethod.ItstartswithaliteraturereviewoftheDelphiMethod,highlightingits
originanduseinmanycomplexareaswhereaconsensusistobereached.TheDelphiMethodisde-
scribedasutilizinganiterativefeedbacktechniquewithagroupofexperts;severalroundsofintensive
questionnairesareusedtogenerateaseriesofqualitativeandquantitativedataforanalysis.Theultimate
goaloftheDelphitechniqueistoobtainasmanyhighqualityresponsesandopinionsaspossibleona
givenissuefromapanelofexpertstoenhancedecisionmaking.

ThechapteroutlinesageneralstructureoftheDelphiprocessthatcanbeappliedinresearchanddeci-
sionmaking.ItthenpresentsdetailsofthevariousDelphiprocessprocedures,suggestingmodifications
onsomeofthoseproceduresbasedoncontinuedliteraturereviewandtheauthors’practicedexperiences
inconductingaDelphistudy.Theextensiveliteraturereviewthreadedthroughoutthechapteridentifies
alackofconsistencyandstandardproceduresfortheDelphimethod’sapplication.Thebenefitofthis
chapterisitsguidelinesforbetterunderstandingofthephilosophybehindtheDelphistudy,forappro-
priateapplicationofthemodifiedDelphiprocess,andfordesignofDelphiprocessprocedures,namely,
thequestionnaire,pilotstudy,instrumentreliabilityandvalidity,expertpanelistselection,panelsize,
iterationsizeandconsensussize.

Inthechapterentitled“NewProductDevelopmentandManufacturabilityTechniquesandAnalyt-
ics,”Smithpresentsacasestudythatevaluatesnewproductdevelopment(NPD)techniquesintegrated
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intoaproductdevelopmentprocessbyaserviceandmanufacturersuppliertomeetitsNPDgoalsand
achievebettersupplierandcustomerrelationships.Itbeginswithanoverviewoftheroleoftechnology
andanalyticalapproachesinmanufacturing,highlightingwebsitesandscanningequipment,whichnot
onlyprovideadirectcontactbetweentheorganizationanditscustomers,butalsopresentanopportunity
forinnovationinboththemanufacturabilityanddelivery/sellofproducts.Newproductdevelopmentis
thendiscussedinmoredetail.Effectivenewproductdevelopmentstrategyisessentialforthesuccess
ofaserviceormanufacturingcompanybutmanagementtechniquesusedtoachievesuccessfulproduct
developmentresultscanvaryfromonecompanytoanother.Itisforthisreasonthattheauthorsetsout
toinvestigatethemosteffectivesetoftoolsand/orprocessestoefficientlytransitionfromoneproduct
toanother.

TheauthorusesaqualitativebusinesscasestudymethodologytoevaluateNPDtechniquesatForest
CityTechnologies,Incorporated(FCT),aninternationalcompanyinvolvedinproductionwithintheR7D
environment.ThecasestudysetsouttoshowhowFCTintegratesspecificcomponentsintoitsproduct
developmentprocesstomeetitsNPDgoalsandachievebettersupplierandcustomerrelationships,us-
inginsightgatheredviainterviewsconductedwiththecompany’sproductdevelopmentandmaterials
purchasingmanagement.Thebenefitofthischapterisathoroughunderstandingofonecompany’sNPD
processandthestrategies,techniquesandcomponentintegrationwithinitsNPDprocessthatleadto
thepositiveoutcomesattainedbythecompanyduetoitssuccessinachievingitsnewproductgoals.

Intheirchapterentitled“TransformationofCRMandSupplyChainManagementTechniquesina
NewVenture,”DitizioandSmithpresentacasestudyofanewstartupdealingwithcustomerrelation-
shipmanagement (CRM)embeddedsystems requirementsandanalyticsand issuesof supplychain
management(SCM)performancedealingwithissuesofintegrationandcollaborationforanewbusi-
nessventure.Itstartswithanoverviewofcustomerrelationshipmanagement(CRM),highlightingits
evolution,implementation,andbenefits.CRMasastrategyaimstomaintainlong-termrelationships
withcustomers.AnefficientCRMsystemiscomprisedofseveralmoduleswiththeanalyticandop-
erational CRM modules providing fundamental functions. The analytic module evaluates customer
dataandpatternsoftransactionfortheimprovementofcustomerrelationships.Benefitsareachieved
throughtechnology-enhancedCRMsystems;patternsinconsumerbehaviorcanbedetected,itemscan
betracked,customerexperiencecanbeenhanced;cross-sellingandup-sellingcanbefacilitated;sales
forecastingcanbeimproved,andcustomerloyaltycanbestrengthened.Technology-basedCRMcan
helpacompanygainacompetitiveedge.Itisforthesereasonsthattheauthorssetouttoexaminethe
implementationofCRMsystemsandanalyticsaswellasSCMconsiderationsinthenewstartupofthe
HardRockRocksinoatNorthfield(HRRNP).

TheauthorsuseaqualitativebusinesscasestudyapproachtoguidetheirexplorationofHRRNPusing
avarietyofdatasources,namely,literatureresearch,interviewswithuppermanagement,andpersonal
observations.Thecasestudystartsoutbydemonstratingthesuccessofmanagement’scommitmenttofull
integrationofthesupplychainandoperationsmanagementtechniques.Itthenhighlightstheimportance
ofCRM-relatedoperationsandanalyticsforattractingandcreatingvalueforthecustomer.Thebenefit
ofthischapterisathoroughunderstandingofonecompany’sSCMandCRMstrategicinitiatives,andits
abilitytodealwithchallengesassociatedwiththetransformation/refinementofSCMandCRMsystems
inacontinuousimprovementandleanmanagementapproach.

Intheirchapterentitled“AHybridAHP-ELECTREIMulticriteriaMethodforPerformanceAssess-
mentandTeamSelection,”Khatrouch,Kermad,Mhamedi,andBoujelbeneproposeanevaluationmodel
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tohelpdecisionmakersinateamselectionproblem.ThemodelusestwoMulti-criteriaDecisionModel
(MCDM)methods:AnalyticalHierarchyProcess(AHP)andELECTREI.Thechapterbeginswitha
detaileddescriptionofAHPandELECTREI.AHPisadecisionapproachdesignedtosolvecomplex
multiplecriteriaproblemsinvolvingqualitativedecisions;thepurposeistodeterminetherelativeim-
portanceofasetofactivitiesinthemulti-criteriadecisionproblem.ELECTREIaimsatreducingthe
sizeofthealternativessetinamulti-criteriaproblem,exploitingthedominanceconcept.Aproposed
modelforteamselectionisthenpresentedwithadetailedexplanationofthefourstagesofthemodel.
TheproposedmodelcombinesthetwomethodsofMCDM,(AHPandELECTREI),inordertohelpthe
decisionmakerchoosethebestteam.AHPisusedtodetermineweightsforeachcriteriaandELECTRE
Iisappliedtoevaluatethealternativescombiningallcriteria.

Toassessthecomputationaltractabilityandefficiencyofthedevelopedmodel,themodelwastested
onasetofdatacollectedfromthe‘HabibBourguiba’HospitalinTunisia.Theapproachledtothede-
terminationofthebestteamwithunderstandingoftheoutcomespresentedintheformofagraph.The
benefitofthischapteristheassessmentmodelthatitprovidesdecisionmakersintheselectionofan
optimalteam.

Intheirchapterentitled“PredictiveModellinganditsRoleinEffectiveHealthInformaticsDeploy-
ment,”RicciandTamburispresenttheworkstheydidfortheLUMIRProject.Thischapterintroduced
LongitudinalElectronicHealthcareRecord(L-EHR)handledbytheLuMiRsystem.Theyalsodiscussed
itsimplementationintheBasilicataRegionofItaly.TheprimarygoalofLuMiRistobuildasystemthat
canbeaccessedbyallhealthcareprovidersandtheirsupportstaffincludingGPs,labanalysts,nurses,
pharmacists,socialworkers,etc.Theyaccomplishthisbyimplementingatimely“infostructure.”They
alsoproposeamathematicalmodelthatdealswithallthepossibleissues,bothtechnicalandpolitical
andcangivepossibleoptimalsolutions.

Intheirchapterentitled“AnalyticsOveruseinAdvertisingandPromotionBudgetForecasting,”Güçlü
andCanelastudytheeffectofinformationoverloadanditseffectonmarketingspending.Theyconduct
alongitudinalexperimentthatshowsthat“firmsemployingsimplemarketinganalyticsarelessproneto
increasetheirmarketingexpendituresduetothefearoflosingcustomers,andhavealowerexpectancy
thattheircompetitorswillincreasetheirbrand-leveladvertisingandpromotionalexpenditures,compared
tofirmsusingacombinationofsimpleandcomplexmarketinganalytics.”

Inthechapterentitled“MasteringBusinessProcessManagementandBusinessIntelligenceinGlobal
Business,”KasemsapdescribestheconceptsofBusinessProcessManagement(BPM)andBusiness
Intelligence(BI)andhowtheycanbeusedtodetectsignificanteventsandtrendsthatabusinessfaces
andalsotocomeupwithstrategiestoadapttothem.TheauthordescribeshowBPMandBIcanbeused
bycompaniestobecompetitiveinaglobalbusinessenvironment.

Intheirchapterentitled“InformationandCommunicationTechnologyImpactonSupplyChainIn-
tegration,FlexibilityandPerformance,”Talamantes-Padilla,García-Alcaráz,Maldonado-Macías,Alor-
Hernandez,Sanchéz-Ramírez,andHernández-Arellanostudytheideaofintegrationandperformance
analysisinsupplychains.Theyanalysetheimpactofinformationandcommunicationstechnology(ICT)
onSupplyChainIntegration.Theyanalyz]sefourlatentvariablesthatcanusedtotestICTintegration,
SCintegration,SCflexibilityandSCperformance.Asurveyof284managersincompanieslocatedin
CuidadJuarez,Mexicowasconducted.Theresultswereusedtogenerateastructuralequationmodelin
ordertolearntherelationshipsbetweenvariables.
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Intheirchapterentitled“ACausalAnalyticModelforLabourProductivityAssessment,”Kumar,Singh
andSingh,discussfivedriversoflabourproductivitythatweredevelopedbytheIndiangovernmentand
thoseofthedevolvedadministrations.Thesefivedriverswereadoptedasapartofapolicyframework
forboostingregionalproductivity.Theyusestructuralequationmodellingtoseehowthefivedrivers
arerelatedtoeachother.Theyshowthatspendingmoreonresearchanddevelopmentandworkforce
developmentincreaseslabourproductivity.Workforcedevelopmentincludesincreasingcapital-worker
ratioandthepercentageofhighlyqualifiedworkers.Theyalsoshowthatpromotingentrepreneurship
hasapositiverelationshiponregionallabourproductivityandregulatorybarriersseemtohavenoeffect,
positiveornegativeonregionallabourproductivity.

Intheirchapterentitled“EffectiveToolsforImprovingEmployeeFeedbackDuringOrganizational
Change,”SedejandJustinekconsidertheimportanceoftimelyandrelevantfeedbackonOrganisational
changeandproductivity.Organisationshaveawiderangeofinternalcommunicationtoolsattheirdis-
posalinordertoeffectivelyrealizetheirgoals,strategyandvision.Thechallengedoesnotlieintheuse
ofallavailableinternalcommunicationtools,butintheoptimalselectionthatwillbethemostsuitable
tosolvetheorganizationalproblem.

Thekeystoneoforganizationalchangeliesininternalcommunications,andemployeecommunication
isapivotalelementinachievingbusinesssuccess.Theysurveyed105employeesatvariousorganizations
thathavedirectknowledgeofinternalcommunications.Theyconsidered10keycommunicationtools.
Ofthe10keyinternalcommunicationtoolslisted,electronicandverbalcommunicationtoolsdominate.

Theyshowthatinordertogetthebestresultsincommunicatingchange,it isoftennecessaryto
deliver the message several times using different internal communication tools. After each internal
communicationespeciallyduringprocessofchange,itisnecessarytoensurearelevantfollowupwith
possibilitiesforfeedbacktoverifytheemployee’slevelofawareness,understandingaswellastheir
emotionalreactionsandcommitmenttoincludeitdailywork.

Intheirchapterentitled“AConceptualandPragmaticReviewofRegressionAnalysisforPredictive
Analytics,”Kalaian,Kasim,andKasimpresentaconceptualandpracticaloverviewofregressionanalysis
whichisoneofthemostcommonlyusedmodelingtoolsusedtoperformpredictiveanalytics.Thecon-
ceptualoverviewprovidesanalystswiththeskillsnecessarytounderstandanduseregressionanalysis.
Themethodsthatarecoveredinthechapterare:(1)SimpleLinearRegressionand(2)MultipleLinear
Regression.Theydescribeindetailthesemethodsanddiscussissuesrelatedtothemlikethecorrelation
coefficient,thecoefficientofdetermination,scatterplotsandstatisticalsignificanceofthecoefficients.

Intheirchapterentitled“StudentRetentionPerformanceUsingAbsorbingMarkovChains,”Crossen
exploresandanalyzesstudentretentionwithinanarbitraryuniversitysettingusingabsorbingMarkov
chains.Theresearcherformulatestwocaseswhichaccountforfreshmanrecidivismandincreasedenroll-
mentofincomingfreshman.Hedevelopstheresearchprogressionbyestablishingthebaselinetheory
ofmathematicalmodelingusing the conceptual and theoretical framework for stochasticprocesses,
discreterandomvariables,andthememorylesspropertiesofMarkoviananalysis.Inthisdevelopment,
conditionalprobabilitiesarereviewedtobuildtowardadvancingtheconceptsofstatetransitiondiagrams
andretentionmodels,ingeneral.Morespecifically,theauthorformulates6-yeartransitionprobabilities
inordertoanalyzethelongtermprobabilities,absorptiontime,andexpectationtimeswithineachstate
classificationacrossthebothcases.Threeperiodmovingaveragesandseasonalityforecastsareintegrated
todiscoverpotentiallinearrelationshipofthedataasitsequencesthroughitslife-cycle.
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Intheirchapterentitled“AnAnalyticalEmployeePerformanceEvaluationApproachinOfficeAu-
tomationandInformationSystems,”KalhoriandKargararguethatoneofthemostimportantissuesin
humanresourcemanagementisperformanceevaluation.Theyarguethatthereisalackforsystematic
andquantitativeapproachesforperformanceevaluation.Theyfocusonissuessuchasincompletein-
formation,subjectiveandqualitativemetrics,andalsothedifficultyofevaluatingtheperformanceand
presentanapproachforquantitativeandautomaticevaluationofemployeeperformanceusingoffice
automationsystems.Theyshowthattheautomaticemployeeperformanceevaluationsystemisadiscrete
dimensionforemployeeperformanceevaluationsystems.
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ABSTRACT

A predictive analysis methodology was designed for application to the Transportation Performance Index, 
which was first released in September 2010 through the U.S. Chamber of Commerce to benchmark and 
measure changes in the performance of US infrastructure over time. This article starts with a summary 
of the development and use of the Index in order to present the performance indicators that were the 
foundation of the predictive analysis. A new methodology was developed to generate prospective values for 
the Index by applying elements of the improvement plans from US Metropolitan Planning Organizations 
(MPOs) that paralleled the performance indicators used in the Index. The results show that over a 24 
year period (2011 to 2035) the plans developed by MPOs can slow the decline in infrastructure over 
a baseline scenario. In addition to forecasting changes in the performance of the infrastructure that 
undergirds all economic activity, the results serve to further validate the Index as a methodology that 
captures important performance functions of transportation infrastructure. The original purpose of the 
Index was to capture trends, making it well-suited to the application of predictive analysis.

INTRODUCTION

A predictive analysis methodology was designed for the Transportation Performance Index (“TPI” or 
“Index”), which was first released in September 2010. The Index was developed in a rigorous way, ap-
plying standard methods, including taking a representative sample. Because it is impossible to measure 
every inch of road, bridge, airport, marine terminal, etc. in the nation, a sample of Metropolitan Sta-
tistical Areas (MSAs) is selected that is representative of the economic, demographic and geographic 
configuration of the US. The sampling method is not unlike that applied to the Dow Jones Industrial 
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Average (DJIA) which consists of only 30 stock prices, each selected to be representative of economic 
activity in the US industrial sectors. One could make predictions for the stock price performance of the 
individual component companies, apply the DJIA formula to those predictions (which includes price-
weighting, scaled averaging, etc.) and arrive at a valid prediction for the DJIA. These results would be 
interpreted as predictions for the performance of the US economy (or the US stock market). Similarly, our 
methodology makes informed predictions of changes in the individual components of the TPI to arrive 
at predictions for changes in the national performance of US transportation infrastructure. We found no 
similar methodologies for measuring the overall performance of US transportation infrastructure. The 
application of predictive analytics in the field of transportation is generally limited to predicting traffic 
flows (e.g., Andrienko, Andrienko & Rinzivillo 2015) or equipment maintenance. Many are offered by 
private consulting firms; therefore, without transparent methodologies or publically available results.

The Index itself is a rigorous, formula-generated methodology employing measurements made 
possible by the big data sets routinely generated from observations of the conditions of transportation 
infrastructure throughout the more than 3 million square miles of the United States. In order to use the 
Index to forecast changes in the future performance of infrastructure, we add the business-intelligence 
supplied by individual metropolitan planning organizations that are responsible for selecting improve-
ment projects to be completed in their jurisdictions. Every urbanized area with a population greater than 
50,000 is required to form a metropolitan planning organization (MPO) for the purpose of channeling 
federal transportation funding to projects and programs in their regions. MPOs in the US are required 
to produce and make publicly available regional transportation plans that cover at least 20 years into the 
future. Since enactment of the Intermodal Surface Transportation Efficiency Act in 1991, these plans 
must also meet federal financial constraint requirements, where “federal regulations are explicit that funds 
must be balanced” to the money provided by the Federal Highway Administration and Federal Transit 
Administration (Atlanta Regional Commission, 2010). A constrained financial plan is one that includes 
only projects that can be implemented using current revenue sources while the existing transportation 
system is adequately operated and maintained. To be most realistic, we limit our predictive analysis to 
consideration of the fiscally constrained proposals as we take advantage of those published plans for 
transportation projects to predict the future of infrastructure performance in the United States.

In the next section we provide a summary of the development and use of the Index in order to present 
the performance indicators that are the subject of the predictive analysis. (Interested readers are referred 
to the Technical Report (US Chamber of Commerce 2010) which documents the complete development 
of the Index and includes an analysis of the results for the initial time periods.) The description of the 
Index and the indicators is followed by a complete presentation of our predictive analysis. We include 
the methodology, a demonstration of the procedure used to gather and incorporate human intelligence 
into the statistical analysis and the result of our predictive analysis.

BACKGROUND: THE TRANSPORTATION PERFORMANCE INDEX

By design, the Transportation Performance Index is generated from publicly available data. The trans-
parent process has been reproduced in Brazil and the Netherlands to benchmark and measure changes in 
the performance of transportation infrastructure over time. The Index was designed to bring a rigorous, 
quantitative, and repeatable methodology to the assessment of infrastructure performance. In the past, 
studies that attempted to relate infrastructure to economic growth and prosperity largely had to rely on 
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measuring infrastructure by expenditures rather than performance. The Index addresses this essential 
flaw in what we know about how infrastructure supports economic activity. (See Trimbath 2010 for a 
review of other research on the role of infrastructure in economic prosperity.)

The methodology for constructing a national infrastructure index builds on a broad base of existing 
research that includes:

• Academic knowledge of indices and decision support tools;
• Methodologically rigorous sampling strategies that ensure representation of all sectors of the 

economy and regions of the country;
• Integration of expert and user input to capture what is most important about “performance.”

The TPI for the United States was developed using a hierarchical structure (represented in Figure 1). 
Geographic areas are broken down into two groups based on population: large Metropolitan Statistical 
Areas (MSAs), and other MSAs with population under 1 million. The other MSAs are further broken 
down into those with a primary airport and those without a primary airport. (All of the large metropolitan 
areas have primary airports.) Next, we examine the categories of transportation infrastructure – road, rail, 
transit, air, marine and inter-modal – within each MSA. The next level covers the overarching criteria 
for assessing performance: supply, quality of service, and utilization (reserve capacity). Within each 

Figure 1. Hierarchy of the transportation performance index
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criterion, we select measurable indicators of the performance of the system. The final step is to identify 
the available data that can be used to proxy for the indicators that are critical to measuring performance. 
The indicators, which are the object of the predictive analysis, are discussed in more detail below.

In order to establish a rigorous methodology for constructing the index, Analytic Hierarchy Process 
(AHP) (Saaty, 1982) was used as a decision support tool. AHP is used to compare entities that have dif-
ferent units of measure through pairwise comparisons. The results of pairwise comparisons are used to 
assign weights (contribution to the overall index) to each of the criteria and each of the indicators based 
on their relative importance to performance. (See Oswald et. al. 2011 for details on the use of surveys 
to establish weighting factors for performance measures.) The results of the pairwise comparison survey 
were used to assign weights for each indicator (see Appendix E of U.S. Chamber 2010)

One required adjustment was necessary to account for the fact that the number of indicators is slightly 
different for the three types of MSAs. For example, where an MSA does not have an airport, the “Air 
Transportation” indicators are irrelevant. Hence, those weights are re-distributed before the index can 
be calculated. The second adjustment reflects the contribution of each MSA to the U.S. economy so 
that a national representative value is obtained. This step assures that several small MSAs or several 
large MSAs cannot dominate the national values. Each MSA type is weighted by the percent of the U.S. 
economy that all MSAs of that type contribute divided by the contribution of the sampled MSAs. (The 
calculation and application of the MSA weightings are described in detail in US Chamber 2009.)

Given the impossibility of gathering the data to measure the performance of every piece of infra-
structure in the entire USA, a sampling strategy was designed. The sample selection criteria ensured 
a representative sample with attributes that demonstrate sufficient variability to capture all the factors 
that influence infrastructure usage and performance over time. Some of these attributes interact with 
each other, and it is important to develop a full design to account for those interactions. For example, 
the size of the population will be related to the size of the economy in a geographic area both because 
more people produce more output and because more output requires more people to produce it. The 
sampling strategy also reflects the diversity of geography as well as the type and intensity of economic 
activity that makes use of infrastructure. The initial set of geographic areas consisted of the 366 metro-
politan statistical areas (MSAs) for which the Department of Commerce’s Bureau of Economic Analysis 
reports industry level economic data (BEA, 2006). Thirty six MSAs were selected based on the 2003 
BEA definitions. (The determination of the sample size and the selection of the sample are documented 
in U.S. Chamber, 2010). The thirty-six MSAs are grouped into three types:

• 23 MSAs with Population over 1 million (all with airports);
• 7 MSAs with Population under 1 million and with a primary airport;
• 6 MSAs with Population under 1 million and without a primary airport.

The sample provides the following coverage: 34.7% of total U.S. population and 34.7% of U.S. 
MSA economic output based on 2007 data. (Representativeness is further evaluated for Share of GDP 
by Industry Types, Geographic Distribution and State Coverage in US Chamber, 2010.) The long range 
transportation plan for every MSA in the sample was examined to identify plans that would impact the 
indicators (described below). We used a template to extract the relevant information from the plans, an 
example of which is included below.
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Indicators

Transportation performance indicators serve as the building blocks for the TPI. The objective is to identify 
a set of indicators that reflects the performance of the transportation infrastructure in a way that captures 
its relationship to economic growth and prosperity. The indicators are selected based on the definitions of 
transportation infrastructure and performance established through user and expert interviews, discussion 
and surveys. Interaction with the transportation experts and stakeholders suggested interesting indica-
tors, not all of which can be captured by data. We continue to monitor data releases from a broad array 
of public sources in an on-going effort to identify data that could be added to the TPI calculation. The 
current list of indicators is shown in Table 1. For example, the supply of highway infrastructure can be 
measured by the density of highways in the MSA. The quality of air transportation can be measured by 
airport congestion. The utilization of rail infrastructure can be measured as the ton-miles per track mile 
(basically, how many tons of freight are moved over every mile of track).

In all, there are 21 data elements indicating the performance of transportation infrastructure (Table 
1). Data for each indicator are initially assembled from 1990 to 2007 and then updated periodically. The 

Table 1. Performance indicators used in the index

Criteria Mode IND Description Measure

Supply Highway 1 Highway Density Availability of highways

Transit 2 Transit Density Availability of transit

Air 3 Airport Access Proximity of airports

4 Airport Capacity Availability of airport service

Rail 5 Rail Density Availability of railroads

Maritime 6 Waterway Density Availability of Inland Waterway maritime

7 Port Access Proximity of ports

Intermodal 8 Intermodal Connectivity Proximity of intermodal facilities

Quality of Service Highway 9 Highway Congestion Variability in travel time due to congestion

10 Highway Safety Fatal highway crashes

11 Road Roughness Highway ride comfort

12 Bridge Integrity Ability of bridges to meet the needs of the users

Transit 13 Transit Safety Transit incidents

Air 14 Air Congestion Airport congestion

15 Air Safety Chances of crashes

Rail 16 Rail Safety Railroad incidents

Maritime 17 Waterway Congestion Delays on inland waterway

Utilization Highway 18 Reserve Capacity in Roads Uncongested lane miles (defined as Level of Service C or 
better)

Transit 19 Transit Capacity Utilization Passenger miles traveled per capacity (standing and 
seating)

Air 20 Air Capacity Utilization Percent of capacity used between 7 am and 9 pm

Rail 21 Rail Usage for Freight Ton-miles per track mile
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10,440 pieces of data are assembled from approximately 10 Gigabytes of raw data using spreadsheet, 
database, and Geographic Information System (GIS) tools. (A complete list of the databases explored 
for this project is available in US Chamber Commerce, 2010.)

Calculating the Index

Utilizing assembled data sets for each MSA, an index is constructed to represent the performance of the 
transportation infrastructure for benchmarking and measuring change (improvement or decline). Below 
are the technical specifications used to calculate the Transportation Performance Index.

For each year, the Transportation Index is defined as:
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The report to the U.S. Chamber of Commerce (2010) documents the development of the Transpor-
tation Performance Index (and includes an analysis of the results for the initial time periods). This and 
many other documents related to the Index are available free of charge online at the Chamber’s website: 
https://www.uschamber.com/issue-brief/transportation-performance-index [Accessed January 28, 2016]. 
See also Oswald, et. al. (2011).

The TPI saw an improvement in 2009 as a result of stimulus money spent on “shovel ready” projects 
in combination with a decline in usage (resulting from lower economic activity). See Figure 2. Mod-
est improvements in the Index during the recession came from reductions in usage, combined with 
significant strategic investment focused on state of good repair, intermodal connectivity, mobility and 
accessibility. Our initial interpretation of these results is that the big drop-off in traffic with the recession 
of 2007-2008 resulted in an improved TPI for 2009 possibly just from reduced usage. Then, as traffic 
picked up in 2010, the TPI declined slightly, but, by 2011, the bigger investments (initiated from 2009 
onward) offset the increasing pressure from recovering economic activity. Policymakers now need to 
“maintain the momentum” so that transportation infrastructure in the US lays the path to a new future 
for US economic prosperity and competitiveness (McNeil et. al. n.d.).

The 2013 update on the TPI added new observations which, when added to the existing economic 
model, confirmed the original results: a 2.5 point increase in the TPI correlates with a 0.75% increase 
in the growth of GDP per capita (a measure of prosperity), with the potential to add $120 billion to the 
economy in the first year after the infrastructure improvements. (Trimbath, 2013).

To assist in interpreting the index, we used scenario analysis with both a retrospective analysis of the 
impact of past projects and prospective analysis of the impact of proposed or hypothetical projects and 
policies. The prospective analysis, presented in detail below, is essentially forecasting how we expect 
the Index to change given the implementation of proposed projects.

Figure 2. Transportation performance index, measured results
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PREDICTIVE SCENARIO ANALYSIS

Our objective is to demonstrate the role of the TPI in capturing changes in infrastructure performance and 
ultimately to influence transportation policy. We conduct a prospective analysis looking at the impact of 
investment based on the long range transportation plans (LRTP) of the Metropolitan Planning Organiza-
tions (MPOs) for our sample of MSAs. The analysis serve two functions. First the analysis helps us to 
better understand the impact of specific investments or policies on the TPI. Second, the analysis helps 
to provide insight into the portfolio of projects and policies that are required to continue to improve the 
performance of transportation as measured by the TPI.

MPOs in the US are required to produce and make publically available regional transportation plans 
that cover at least 20 years into the future to assure mobility and access, performance and preservation 
of the system. For each MSA the appropriate plan was identified and to the extent possible the impact of 
the proposed investments and policies on the indicators was assessed. We present the template for Bal-
timore below as an example. An identical analysis was done for the 35 others MSAs in the TPI sample. 
The average template was 3 pages long where the length varied by the number of effective plans put 
forward by individual MPOs.

In 2011 (U.S. Chamber of Commerce, 2011), we forecasted to 2020 using a simple, linear trend 
analysis. To better explore how the TPI might look in the future, we define scenarios, hypothesize how 
the individual performance indicators in each of the sampled MSAs could be impacted in the future and 
then recalculate the TPI. To develop realistic scenarios based on local knowledge we extract information 
from the long-range regional transportation plans for the 36 MSAs in our sample. We begin with a “what 
if” scenario based on a “do nothing” (baseline) alternative and compare that to the plan-based scenarios.

Methodology

To address the objectives outlined above, we constructed two scenarios:

• Scenario 1:
 ◦ Baseline: This scenario assumes no new investment, i.e., that the municipality “does noth-

ing” that it is not already doing. Additional capacity is not added and additional investments 
in maintenance are not made, even in response to aging infrastructure with deteriorating 
performance.

• Scenario 2:
 ◦ Forecast: This scenario assumes implementation of LRTP-like investments in all MSAs. 

Additional capacity and investment in state of good repair are made consistent with the 
LRTPs.

The baseline scenario, where no improvements are made over basic maintenance, includes a 1% annual 
population growth. Over the 24 year period (2011 to 2035) the projected changes in each of the indica-
tors of performance used in the TPI are shown in Table 2. For each performance indicator in our MSA 
sample, we estimated the impact of population growth with no transportation project implementation and 
then recalculated the TPI. Notice that some indicators are not impacted at the national level, although 
the values for individual MSAs in the sample may have changed. This point will become clear when 
we present the full range of statistics on performance indicators for the prospective analysis in Table 6.
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Later, for indicators where no data are available (or where no change is indicated by the LRTP), we 
will assume value to be that of this Baseline scenario.

The LRTP Projects Forecast scenario is based on investments presented in the long-range transpor-
tation plans (LRTPs) for the MSAs in the sample. Drawing from the LRTPs for metropolitan planning 
organizations (MPOs) that correspond to the MSA’s used to develop the TPI, the impact of the invest-
ment scenario in these plans on the TPI indicators can be estimated. Based on these estimates the value 
of the TPI can be forecast. For a specific MPO, the steps are as follows:

1.  Identify the long range transportation plan for the MPO corresponding to the MSA.
2.  Identify the year that the LRTP was published and the forecast year.
3.  Identify proposed projects that can change the value of any performance indicators.
4.  Compute the change in the indicators as a percentage change between 2011 (the most recent year 

for which the TPI was calculated from actual data) and 2035 (the most commonly used forecast 
year).

5.  Repeat steps 3 and 4 for each indicator that will be impacted by new investment.
6.  Compute the LRTP Projects Forecast TPI.

Table 2. Baseline scenario

Indicator Description Change 2011-2035

IND1 Highway Density -21.2%

IND2 Transit Density -21.2%

IND3 Airport Access 0.0%

IND4 Airport Capacity 0.0%

IND5 Rail Density -21.2%

IND6 Waterway Density -21.2%

IND7 Port Access 0.0%

IND8 Intermodal Freight Access -21.2%

IND9 Highway Travel Time Reliability 27.0%

IND10 Highway Safety 0.0%

IND11 Road Roughness 27.0%

IND12 Highway Bridge Integrity 27.0%

IND13 Air Congestion -21.2%

IND14 Air Safety 0.0%

IND15 Transit Safety 0.0%

IND16 Rail Safety 0.0%

IND17 Waterway Congestion 27.0%

IND18 Highway Reserve capacity -21.2%

IND19 Air Reserve capacity 27.0%

IND20 Transit Reserve capacity 27.0%

IND21 Rail Reserve capacity 27.0%
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For indicators where no data are available or where no change is indicated by the LRTP, the future 
value of the indicator is assumed to be that of the Baseline Scenario. Using a percentage change allowed 
us to use measures that we believe to be highly correlated with the indicators we have chosen.

For each MSA the appropriate plan was identified and to the extent possible the impact of the pro-
posed investments and policies on the indicators was assessed. A template was used to extract relevant 
information from the plans and document the sources (see example in Table 3). An appendix documenting 
the analysis of the Long Range Transportation Plans for MPOs corresponding to each of the 36 MSAs 
used to compute the TPI is available upon request from the corresponding author.

The application of the procedure to the Baltimore-Towson MSA which is under the jurisdiction of the 
Baltimore Metropolitan Planning Council, illustrates the process. The Long Range Transportation Plan 
was published in 2011 with a forecast year of 2035 (Baltimore Metropolitan Planning Council, 2011).

Data was identified to support the estimation of changes in highway density, transit density, travel 
time reliability, safety, road roughness, and bridge integrity – the relevant TPI indicators that would be 
impacted by these planned investments. The results are shown in Table 4. The Notes below the table 
explain the elements in the LRTP that would result in the changed performance.

Table 3. Template demonstration for Baltimore-Townson, Maryland (USA)

Federal Info. Processing Standards Code Name of MSA Name of MPO 

12060 Baltimore-Towson, MD Baltimore Metropolitan Planning Council

Year Plan Published Forecast Year 

2011 2035

Goals Performance Measures Performance Data 

Improve Transportation System Safety Number of fatalities in the region. 238 fatalities in 2009.

Preserve the Existing Infrastructure Percent of road miles in acceptable 
condition. 
Number of structurally deficient bridges. 
Average age of the transit fleet.

166 structurally deficient bridges in 2009. 
Average age of transit fleet varies from 3.7 
years to 24.3 in 2009.

Improve Accessibility Proportion of households within ¼ mile of 
bus route or rail station. 
% of state owned roads with sidewalks.

In 2010 approximately 45% of households 
were with ¼ miles of transit. 
In 2009 32% of state owned roadways had 
sidewalks.

Increase Mobility Increase weekday transit ridership. 
Hours of delay reduced.

In 2010 there were an average of 355,697 
weekday transit riders.

Preserve the Environment Maintain levels of VOC, NOX, PM 2.5, 
CO emissions.

Values are tabulated in plan.

Improve Transportation System Security Develop and expand security initiatives.

Promote Prosperity and Economic 
Opportunity

Increase investments in freight intermodal 
connections.

Foster Participation and Cooperation 
among All Stakeholder Groups

Increase the number of public private 
partnerships.

Source: Baltimore Metropolitan Council. (2011)
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“Change” expressed as a percentage from 2010 to 2035 after normalization such that negative numbers 
represent declines in performance, not necessarily declines in measured data.

Note 1: 
New Lane miles by 2035: 32 (p.5-12)
Baltimore MSA Population 2035 = 3,465,000
Highway density = (1158(2011 lane miles) + (32))/ (3,465,000/10,000) = 4.20 lane miles per 

10,000 population
Change from 2010: (4.20 – 4.24)/4.24*100 = -19% increase

Note 2: Four new transit projects are described in the plan and the miles of transit are estimated.
 ◦ Red line light rail transit (14 miles or 22.4 km).
 ◦ Green line extension from Johns Hopkins Hospital to North Avenue (1.5 miles or 2.4 km).
 ◦ Yellow line extension from Baltimore Washington International Airport to Dorsey Avenue 

and Anne Arundel County line to MD 32 (10 miles or 16 km).
 ◦ Bus rapid transit from US 29 and Broke Land Parkway to MD 198 (7.3 miles or 11.7 km).
 ◦ Assuming a 1% growth in population, the calculation of the value of the transit density indi-

cator used in the TPI for 2035 is shown in Table 5.

Table 4. Forecast scenario indicators input for Baltimore

# Mode Description Change Note

IND1 Highway Highway Density (Availability of highways) -19.0% 1

IND2 Transit Density (Availability of transit) -20.8% 2

IND3 Air Access (Proximity of airports)

IND4 Capacity (Availability of airport service)

IND5 Rail Density (Availability of railroads)

IND6 Marine Density (Availability of marine)

IND7 Port Access (Proximity of ports)

IND8 Intermodal Freight Access (Proximity of intermodal facilities)

IND9 Highway Travel Time Reliability (Variability in travel time due to congestion) 0.0% 3

IND10 Safety (Fatal highway crashes) 0.0% 4

IND11 Road Roughness (Highway ride comfort) -1.0% 5

IND12 Bridge Integrity (Ability of bridges to meet the needs of the users) 0.0% 6

IND13 Aviation Congestion (Airport congestion)

IND14 Safety (Chances of crashes)

IND15 Transit Safety (Transit incidents)

IND16 Rail Safety (Railroad incidents)

IND17 Marine Congestion (Delays on inland waterway)

IND18 Highway Reserve capacity

IND19 Aviation Reserve capacity

IND20 Transit Reserve capacity

IND21 Rail Reserve capacity
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Note 3: Based on the discussion of travel time reliability it was assumed that improvements would net 
no change.

Note 4: Based on the discussion that safety would hold steady.
Note 5: Based on the discussion of maintaining existing assets so that the condition would not deteriorate.
Note 6: Based on the discussion of maintaining existing assets so that the condition would not deteriorate.

RESULTS

The process outlined above is repeated for all MSAs and all indicators. Only nine indicators of the total 
of 21 used to calculate the Index show any change (see Table 6). When there is no change in the indi-
cator, the forecast value follows the Baseline scenario using the percentage change shown in Table 2.

Some indicators are not expected to change with the implementation of MPO plans (Transit safety 
or proximity to airports) for any of the sampled MSAs. Again, we used the values from the Baseline 
Scenario for those unaffected indicators in the calculation of the predicted Index. Using the methodol-
ogy outlined above, the forecast values for the Index in 2035 for the two scenarios are shown in Table 
7. The results show that over a 24 year period (2011 to 2035) investing in the plans presented in the 
LRTPs developed by MPOs can result in significant improvement in the TPI over the Baseline scenario.

Table 5. Computation of the change in transit density

Measure 2011 2035

Miles of Transit 3,566.9 3,599.7

Population 2,729, 110 3,465,000

IND2 (Transit Density) 13.07 10.39

% Change -20.5%

Table 6. Percent change (2011-2035) in indicators based on long range transportation plans for sample 
MSAs

Mode Description Mean Median Max Min

IND4 Air Capacity 56 56 61 51

IND1 Highway Highway Density 18 10 73 -19

IND9 Highway Travel Time Reliability 28 4 318 -43

IND10 Highway Safety -1 -5 311 -175

IND11 Highway Road Roughness -23 -24 0 -51

IND12 Highway Bridge Integrity -11 -9 0 -45

IND18 Highway Reserve capacity 5 5 13 -3

IND8 Intermodal Freight Access 23 7 150 1

IND5 Rail Density 15 12 34 3

IND2 Transit Density 30 19 153 -21
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DISCUSSION

There were three major barriers to developing a set of comprehensive, repeatable, measurable indica-
tors of transportation infrastructure performance using publically available data: varying levels of data 
aggregation, missing and erroneous data, and institutional issues. Each barrier and how that barrier was 
remediated or managed in the development of the TPI are discussed in Li, et. al. (2011). It was neces-
sary to normalize the data as each indicator has a different scale. For some indicators, larger values are 
desirable for better performance (e.g., percentage of lane miles uncongested), and for others, smaller 
values are more desirable (e.g., runway incursions per million operations). The process used to normal-
ize the data is described in detail in the Project Initiation report (U.S. Chamber, 2009). See Oswald and 
McNeil (2010) for methodology as a way to universalize measuring infrastructure performance using 
a rating scale.

One obstacle in the predictive analysis was that many long-range transportation plans do not have 
the required level of specificity to estimate the expected change in an indicator. Other challenges with 
this method stem from the fact that the Municipal Planning Organization boundaries do not necessarily 
match the Metropolitan Statistical Area boundaries. For example, the MPO Los Angeles Metro covered 
two of the MSAs in our sample: Los Angeles and Riverside. It also is not always clear what base year is 
being presented so that we often had to make assumptions about the data. In other cases, MPOs reported 
a change in the hours of traffic delay without reporting their method of measurement. We assumed this 
is correlated with the Travel Time Index that we use for the measure of highway travel time reliability 
(congestion).

CONCLUSION

This analysis confirms our expectation that the TPI is capturing significant changes in transportation 
performance. Without investment, the TPI is shown to decline significantly. However, investing in the 
projects proposed in long range transportation plans shows a marked improvement in the TPI over the 
baseline scenario where no new projects are undertaken. As these investments reflect strategic invest-
ments, and regional priorities and needs, it is encouraging that these investments do in fact result in a 
significant change. Furthermore, the original intent of using indicators is not to present a comprehensive 
measure of the infrastructure improvements but to capture trends – this demonstration appears to confirm 
that the goal was achieved.

Modest improvements in the TPI recently came from reductions in both vehicle miles of travel and 
ton miles of travel, and significant strategic investment focused on state of good repair, intermodal con-
nectivity, mobility and accessibility. The TPI forecast using predictive analytics that incorporate human 
intelligence from LRTPs with actual performance data, predicts an almost 20% improvement in 24 years 

Table 7. Forecast results

Scenario 1991 2008 2011 2035 % Change

Baseline 49.00 52.00 57.26 42.36 -26.03%

LRTP Projects Forecast 46.08 -19.53%
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over the “do nothing” baseline scenario. A focus on all modes and all aspects of transportation infra-
structure performance will be required on the part of the MPOs to achieve this significant improvement.

Clearly, the long-range plans of the metropolitan planning organizations using only existing revenue 
sources are not enough to improve the performance of transportation infrastructure throughout the United 
States. That scenario manages to slow the decline in transportation infrastructure. More needs to be 
done to reverse the trend. Making the investment to improve transportation performance can result in 
a measurable return on investment (7%) with a payback period (17 years) that is well short of the life-
expectancy of most transportation infrastructure (Trimbath 2013).

The appendices in US Chamber of Commerce (2010) include other methods tested for using the 
TPI to forecast changes in performance under a variety of “what if” scenarios. Since the 2013 update, 
several organizations generated estimates of the future needs for infrastructure investments with some 
breakdowns for transportation (see, for example, McKinsey Global Institute, 2013 and World Economic 
Forum, 2015). These organizations conclude, as we do, that there needs to be more investment. The 
consensus for the cost to upgrade the performance of US transportation infrastructure to “first class” 
comes in at just over $1.2 trillion (Zupan 2013).

A retrospective analysis, using the elimination of actual projects, demonstrates the impact of the 
magnitude and timing of specific projects. The Retrospective looks at how the performance of infrastruc-
ture could have been impacted if nine major projects were not implemented. Using the same Baseline 
Scenario described in this article – that is, assuming no new investment, additional capacity or additional 
investments in maintenance. Those results showed that an investment of almost $(US) 23 billion in nine 
projects changed the TPI by only 0.23%. The analysis also demonstrates the importance of network 
effects, comprehensive and coherent planning, and the limited impact of isolated regional investments 
on national infrastructure performance. In addition, it further supports the idea that no one project, nor 
investment in a single region or a single mode, would significantly change the value of the TPI. Instead, 
a system or network approach is needed to create considerable change in transportation performance. 
Our predictive analysis demonstrates this point. Implementing the long-range transportation plans across 
the board could begin to stem the decline of U.S. transportation infrastructure.
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KEY TERMS AND DEFINITIONS

Analytic Hierarchy Process (AHP): A structured multi-attribute decision-making technique that 
can be used to weight indicators or indices.

Criteria: Broad classes of infrastructure performance (supply, efficiency, quality of service, and 
utilization).

Indicator: A specific measure that can be used to quantify infrastructure performance.
Infrastructure: That which is below and contained within all the structures that support economic 

activity.
Metropolitan Statistical Area (MSA): A geographical area comprising a core urban area of 50,000 

or more population for which both infrastructure performance measures and economic data are available.
Performance: A combination of supply, efficiency, quality of service, and utilization specifically 

measuring the degree to which the infrastructure system serves U.S. economic and multi-level business 
community objectives.

Transportation Infrastructure: The fixed facilities (roadway segment, railway track, transit termi-
nals, harbors, and airports), flow entities (people, vehicles, container units, railroad cars), and control 
systems that permit people and goods to transverse geographical space efficiently and in a timely man-
ner in some desired activity. Transportation is provided by modes (highway, rail, air, and waterway).

Transportation Performance Index: A measure used to benchmark the improvement or decline in 
the performance of transportation infrastructure over time; generated from publicly available data using 
a transparent process that can be applied to various jurisdictions (states, countries, etc.).
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ABSTRACT

Structural Equation Modeling (SEM) is a statistical-based multivariate modeling methods. Application 
of SEM is similar but more powerful than regression analysis; and number of scientists using SEM in 
their research is rapidly increasing. This review article algorithmically discusses the SEM methodology. 
SEM strategies, SEM steps and SEM stages are introduced in this article; validity tests are presented 
as well. Novelty of this article is in modified steps of SEM application in modeling strategies, also in its 
developed practical comprehensive SEM application flowchart. This article is a roadmap for business 
advisors and those scholars trying to compute SEM for their decision making, complex modeling and 
data analysis programming.

INTRODUCTION

Structural equation modeling, also known as SEM, is referred to as one of the most effective multivariate 
statistical tool for analysis. The extent to which SEM’s technique is applied to relationship analysis simply 
ranges from independent and dependent variables to complex analysis of measurement equivalence for 
first and higher order constructs (Cheung 2008). The framework for developing and analyzing complex 
relationships among a number of variables is flexible and also permits researchers to test the theory’s 
validity through empirical models. Perhaps its prominent strength is in its capacity to manage errors in 
measurement, which is among the greatest limitations of most studies. A couple of years back Gonzalez, 
Boeck and Tuerlinckx (2008), Beran and Violato (2010) and numerous different researchers classified 
it as a “most of the time” used technique. “With SEM’s strength as a statistical tool to analyze complex 
relationships among variables, and even posit and test causal relationships with non-experimental data, 
it allows researchers to explain the development of phenomena” (Beran, et al. 2010). The utilization 
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of SEM has now elevated to be the across-the-board, crosswise technique over research domains. The 
citation recurrence of SEM has consistently increased from 18 in 1980, to 494 in 2000, then to 4269 
in 2015, as shown in Figure 1 which is based on Scopus indexed articles (Scopus 2016). A search for 
SEM in the Scopus database, with “structural equation modeling” in title, abstract and/or keywords of 
indexed articles, reveals that psychology, social Sciences, engineering, and medicine researchers are 
among the top users (Scopus 2016). Although SEM is widely used in research, the number of technical 
note articles showcasing a roadmap or application flowchart are very few. The main purpose of current 
paper is to introduce a comprehensive programming flowchart for SEM application and computation.

RESEARCH METHODS

Two basic methods of research found in literature are quantitative and qualitative research (Curran & 
Blackburn, 2001; Trochim, 2005; Gobakhloo, 2009). Qualitative research uses words to describe situa-
tions, individuals, or circumstances surrounding a phenomenon, while quantitative research uses num-
bers and formulas usually in the form of counts or measurement in an attempt to give precision to a set 
of observations (Remenyi, Williams, Money & Swartz, 1998; Vignali, Gomez, Vignali & Vranesevic, 
2001; Gray, Williamson et al. 2007; Gobakhloo, 2009).

These methods complement each other and are therefore mutually supportive. According to Karami 
(2007), appropriate research in some applied sciences requires the right balance between qualitative and 
quantitative methods. Figure 2 presents a contingent model development research approach that aims is 
to identify such a balance. This approach is applicable in both model and theory developments.

There are diverse views on the role and place of theory in the sequence and relationship of the activi-
ties involved in research. It has been found by Curran and Blackburn (2001) that there is interwoven play 
between data collection and analysis. Therefore, data are obtained through quantitative and qualitative 

Figure 1. Scopus documents
Source: Scopus (2016)
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methods or through formal and informal means. Developing an appropriate research process is important 
when undertaking research, though there is no consensus among researchers on the appropriate research 
algorithm or flowchart. This article serves to fill this gap in research methodology knowledge by devel-
oping a practical research flowchart for modeling complex systems with latent variables.

QUALITATIVE METHODS OF RESEARCH

It is argued that, like secondary data analysis, qualitative research is a major methodology used in ex-
ploratory research (Hurley, 1999). Qualitative research methods can be defined as the process of enquiry 
to understand points. It is basically a way of solving problems by providing the understanding that is 
needed to identify relevant information in order to interpret them (Malhotra, 2009). According to Prayag 
(2009), the three major methods used in data gathering in qualitative research include literature review, 
observation and interview. Table 1 presents some advantages of different qualitative methods.

QUANTITATIVE METHODS OF RESEARCH

Quantitative methods of research aim at finding the relationship between one variable (an independent) 
and another (a dependent or outcome variable) in a population. Quantitative research designs are either 
descriptive (subjects usually measured once) or experimental (such as subjects measured before and after 
a treatment). The benefits of quantitative research methods include ease of making comparisons between 
variables and capability of standardization of data, which helps in classical survey statistics (Hart, 1987).

Methods of quantitative research are sets of tools that combine deductive logic with precise empiri-
cal observation of individual behavior on the side of confirming and/or discovering of causal relations, 
which helps prediction of activities’ patterns (Neuman, 1997). These methods of research help their 

Figure 2. Contingent method approach for modeling studies

Table 1. Methods of qualitative research

Method Advantage

Literature and document review Theoretical understanding

Interviews Understanding experience

Observation Understanding of subcultures
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users establish a quantitative proof of the strength of relationship between dependent and independent 
variables (2002). These methods show statistical/mathematical results that find direction and paths of 
relationships/inter-relationships. Quantitative methods are not able to generate theory or provide the 
in-depth explanation of qualitative enquiry; Cavana, Delahaye, and Sekaran (2001) and Amaratunga, 
Baldry, Sarshar, and Newton (2002) state that these methods can verify hypotheses and provide validity, 
as well as reliability.

LATENT VARIABLE METHOD OF DATA ANALYSIS

Among quantitative methods, latent variable methods of analysis recognize that theoretical constructs 
of interest often are not directly measurable, but rather are represented by the overlapping variance of 
measured variables and multiple indicator measures (Violato & Hecker, 2007; Sorooshian, Teck, Salimi 
& How, 2012; Bollen, 2014). According to Hughes, Price and Marrs (1986), there are two strengths in 
latent variable methods of analysis – one technical, one conceptual. Technically, these models provide 
researchers with a method for estimating structural relationships among unobservable constructs and for 
assessing the adequacy with which those constructs have been measured. Conceptually, the use of these 
models entails a mode of thinking about theory construction, measurement problems, and data analysis 
that is helpful in stating theory more exactly, testing theory more precisely, and yielding a more thorough 
understanding of the data (Von der Heidt, 2008; Bollen, 2014). Besides SEM strengths with regards to 
the latent variable methods of analysis, it has some limitations which need to be acknowledged. In spite 
of the fact that a latent variable (also called ‘factor’ (Beran, et al. 2010)) is a closer approximation of a 
construct than is a measured variable, it may not be an accurate representation of the construct. Its vari-
ance may comprise of, in addition to true variance of the measured variables, the error shared between 
the measured variables (Beran, et al. 2010). The latent variable analysis mentioned in this study is also 
known as factor analysis (Beran, et al. 2010).

STRUCTURAL EQUATION MODELING (SEM)

According to references (Wright, 1920; Hair Jr, Anderson, Tatham, & William, 1995; Hair, 2006; Beran, 
et al. 2010), the research model construct has been linked with a number of interdependent variables 
that are usually represented in a structural equation modeling. Structural equation modeling, generally 
known as SEM, can be defined as a statistical technique that is used for testing a structural model that is 
represented as a hypothesis that has a relationship among latent variables measured by multiple items, 
usually where at least one construct is both a dependent and an independent variable (Hair, 2006). 
“SEM is a second generation multivariate analysis technique that combines features of the first genera-
tion techniques, such as principal component and linear regression analysis” (Hair, Ringle & Sarstedt, 
2012). SEM has a number of synonyms and special cases in the literature including covariance structure 
analysis, causal modeling and path analysis, etc. (Lei & Wu, 2007). It is an extension of general linear 
model (GLM) that combines different aspect of multiple regression/path analysis as well as latent vari-
able analysis (Hair Jr, et al., 1995; Lei, et al., 2007).

The structural model, which is referred to as the relationships among latent variables, permits the 
researcher to determine their level of relationship (computed as path coefficients) (Gefen, Straub & 
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Boudreau, 2000; Jannoo, Yap, Auchoybur & Lazim, 2014). In other words, path coefficients were char-
acterized by Wright (Wright, 1920), as measuring the significance of a given path of impact from cause 
to impact. Every structural equation coefficient is calculated while every other variances are considered 
for analysis. Hence, coefficients are calculated simultaneously for every single dependent variable as 
opposed to consecutively, as calculated in regular multiple regression models.

SEM is now a quasi-standard in research and scientific studies and is particularly use for models and 
theories development and validation processes (Hair, et al. 2012; Ringle, Sarstedt & Straub, 2012). SEM 
is considered an appropriate analytical technique for many research endeavors due to the following reason: 
its ability to estimate a series of separate, but interdependent, multiple regression equations simultane-
ously by specifying a structural model that allows the modeling of relationships among independent 
and dependent variables, even when a dependent variable changes to an independent variable in other 
relationships (Von der Heidt, 2008). This makes SEM an attractive method of estimation techniques 
to researchers who can only estimate construct values by using observable or manifest variables (Von 
der Heidt, 2008). A variable in SEM can be exogenous (dependent) or endogenous (independent). A 
variable that is exogenous has an outwards pointing arrows path which is non-leading to it. Nonethe-
less, an endogenous variable has no less than one path leading to it and represents the impacts of other 
variable(s) (Wong, 2013).

SEM can be employed for both exploratory and confirmatory models. An exploratory SEM approach 
is more traditional in which a detailed model specifying the relationships among variables is not made a 
priority (Beran, et al., 2010). Every latent variable is assumed to impact every observed variable so that 
the number of latent variables are not pre-determined, and errors in measurement are not permitted to 
correlate (Bollen, 2014). Even though exploratory as well as confirmatory factor analyses are a subset 
of SEM involving the measurement model only, the latter is mostly used to test hypothetical constructs 
(Beran, et al. 2010). According to Von (2008), the decision on how to access the series of relationship 
uncovered in the examination of theory depends on the objectives of the research. For example, in a 
situation where the relationships are strictly specified, the objective will be a confirmation of the relation-
ships. On the other hand, if the relationships are loosely recognized and the objective is on discovering 
the relationships, there are three different approaches or modeling strategies:

1.  Confirmatory Modeling Strategy: Usually used for the specification of a single model and SEM 
to access the significance of the relationship;

2.  Competing Model Strategy: Involves identifying and testing the competing models that represents 
different structural relationships (here the research comes a little bit closer to the competing test); 
and

3.  Model Development Strategy: Involves modifications of the structural and/or measurement models 
in order to improve the model.

Having a generalized or best model for other samples and population involves specifying the original 
model with theoretical support rather than using just an empirical support.

At the point of estimating structural equation models, researchers must pick between two diverse 
statistical methods: covariance-based SEM (CB-SEM) and variance-based partial least squares (PLS) 
path modeling, also known as PLS-SEM. There is a significant contrast between these two approaches 
to SEM in their underlying philosophy and estimation objectives. CB-SEM is a confirmatory approach 
with spotlight on the model’s theoretically established relationships; it seeks to minimize the contrast 
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between the model implied co-variance matrix and the sample co-variance matrix. Conversely, PLS-
SEM is a prediction-oriented variance-based approach that centers on endogenous target constructs in 
the model; seeks to maximize their explained variance (Hair, et al. 2012; Jannoo, et al. 2014). Even 
though, CB-SEM and PLS-SEM are different, they are complementary statistical methods for SEM. One 
approach’s advantages are the disadvantages of the other and vice versa (Hair, et al., 2012, Astrachan, 
Patel & Wanzenried, 2014). Furthermore, both methodologies were created at about the same time; as 
such, their ensuing evolution has been parallel. CB-SEM, which experienced numerous methodological 
developments, became an extensively utilized methodology (Baumgartner & Homburg, 1996; Hair, et 
al. 2012; Astrachan, et al. 2014; Jannoo, et al. 2014).

This article develops a practical flowchart covering all three strategies of CB-SEM, especially model 
development strategy which is more often utilized in soft engineering studies. The distinction between the 
model development strategy and the other two strategies enumerated earlier is that in the model develop-
ment strategy, a model is proposed and empirically tested while gaining insight into its re-specifications. 
By improving the model through aggregations and modifications of the structural and/or the measure-
ment models, the stringency of the test becomes stronger. Our proposed SEM application flowchart is 
presented in Figure 3, and details and justifications are presented in the following algorithmic sections.

TWO ROUND SEM APPROACH

Anderson and Gerbing (1988); Lei and Wu (Lei, et al. 2007) have demonstrated a two-round approach 
for SEM which combines statistical tests simultaneously while using the measurement and structured 
(path) models one after the other as they correct the SEM value; this process is also possible for a single 
round analysis according to Hair (2006); Anderson and Gerbing (1988).

The latent variables measurement (measurement model) has its root from psychometric theories (Lei, 
et al. 2007); imperceptibly, measuring unobserved latent variables directly is difficult, yet are shown or 
inferred by reactions to various observable variables (indicators). An extension of multiple regression 
is structural or path analysis and this involves diverse models and equations that are simultaneously 
estimated. Path analysis can be regarded as a unique case of SEM in which structural relations among 
observed (versus latent) variables are modeled (Lei, et al. 2007).

It is therefore baseless to determine the structural model when the available measurement model is 
insufficient; model measurement is required for variable relationships as stated by Von der Heidt (2008), 
Anderson and Gerbing (1988), and Hair (2006). They further show that to maximize the interpretability 
of structural and measurement models, a two round approach is required to reduce ambiguity in interpre-
tation (Hair, 2006). Firstly, the model measurement is validated by the researcher through confirmatory 
factor analysis (CFA), and secondly, by the estimate of the structural relationship in latent variables.

Hair (2006) has shown that CFA is the main step in SMEs two round process. He assessed the building 
block validity theory by estimation of model measurements separately via modifications (Anderson, et 
al., 1988; Von der Heidt, 2008); this represents the set of endogenous and exogenous structural model 
variability in conjunction with the direct effects, joining them with the disturbance terms for the varieties.
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AGGREGATION OF MEASUREMENT MODEL IN STRUCTURAL MODEL

In assessing complicated model structures, three approaches are recommended (Bentler & Wu, 1995). 
Bagozzi and Heatherton (1994) however, represent these as levels of obstruction in support of the belief 
that two model assessment extremities exist; these include total disaggregation and aggregation; partial 
aggregation is sandwiched between them.

1.  In total disaggregation, each item utilizes a separate indicator of the construct which gives detailed 
analysis for testing the model (Bagozzi, et al. 1994) with psychometric characteristics’ to report 
individual items. This approach can result in higher error levels, mainly where there are larger item 
numbers.

2.  Bagozzi and Heartherton (1994) have also shown that a composite variable which is comprised of 
all items is developed by total aggression whose approach constitutes dimensions and item aggre-
gation. The ability to record the inherent characteristics of the concept and that of the smoothing 

Figure 3. Proposed SEM application flowchart
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of the error is the most important of the total aggregation model as stated by Baumgartner and 
Homburg (Baumgartner, et al. 1996); Bagozzi and Heartherton (1994).

3.  Each indicator dimension of the total construct in a partial aggregation approach retains each 
separate underlying factor (Bagozzi, et al. 1994).

A composite variable, however, is made out of the items of the separate dimensions of the construct 
which in this case assumes a single indicator for single factor model as stated by Bentler and Wu (1995). 
To test all the models of SEM, CFA is then performed. If the model is accepted, it would therefore be 
suggested that the composite variables would measure a single construct (Bagozzi, et al. 1994). The 
model assessment approach gives higher substantive content for each variable in smaller matrices, 
minimal error accumulated problems, and higher reliability (Von der Heidt, 2008). Baumgartner and 
Homburg (1996) therefore suggest that composite creation be made from scales for the establishment 
of reliability and unidimensionality. Hair (2006) and Von der Heidt (2008) have demonstrated that the 
advantages are improved composite applications in managerial and academic research. For complex and 
higher-order model assessment, it is showed that partial aggregation can be used at regular intervals 
(Von der Heidt 2008).

THE SEM PROCESS

Conceptualizations of the conventional SEM process somewhat vary with different numbers of stages 
suggested. Common to these approaches are the following five stages (Von der Heidt, 2008; Beran, et 
al. 2010):

1.  Model specification or the research problem identification.
2.  Model identification.
3.  Model estimation.
4.  Testing and evaluating model‘s goodness of fit.
5.  Model modification or re-specification of the model.

This study modifies the above five stages by adding a data collection stage as a prerequisite for model 
identification stage and a report writing stage to finalize the SEM analysis and practices. Each stage may 
have a few sub-stage which are presented in below sections of this article.

SPECIFICATION OF THE MODEL

The exercise of estimation, which formally states the model, is known as model specification, and is 
as important as the statistical theory for SEM based on the fact that the models should be expressed on 
the basis of the theory, past empirical discoveries or both (Lei, et al. 2007, Von der Heidt 2008, Wong 
2013) before data analysis. This step of SEM is mostly based on qualitative research. Likewise with 
any technique, SEM has its own limitations. SEM cannot redress the shortcomings inherent in any kind 
of study. Investigation of relationships among variables without priority specification may bring about 
statistical importance yet may have minimal theoretical importance. Moreover, poor research planning, 
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unreliable and invalid information, absence of theoretical guidance, and over interpretation of causal 
relationships can result in deceptive and unreliable conclusions (Beran, et al. 2010).

Specification of the Measurement Models

The expression of the measurement model was discussed after the two round SEM process. Itemized 
sample pools for each construct were generated according to the qualitative research with its content 
and validity assessed. The design of the questionnaire was pre-tested before embarking on the target 
sample, which resulted to the removal of items. The model for measurement was finalized and speci-
fied. Model measurement specification involves determining which variable indicators or measures 
were able to explain each latent factor or construct (Von der Heidt, 2008). A model is explained to be 
over-identified in the event that it contains less parameters to be assessed or estimated than the number 
of variances and covariances, just-identified when the number of parameters is exactly as the number 
of variances and covariances, and under-identified if the number of variances and covariances is less 
than the estimated number of parameters (Lei, et al. 2007). However, the model measurement specifies 
the correspondence of construct indicators where each variable indicates only one construct. A factor 
is a latent variable which can be explained by loading all the variables. In factor analysis confirmatory 
mode, the contribution of each item can be assessed and evaluated on how reliable the items measure 
the concept (Hair, 2006).

Specification of the Structural Model

This explains in detail hypothesized relations within the theoretical constructs or model measurement 
(Hair, 2006). These relations or connections among variables are represented in models by ‘paths’, with 
a ‘path’ simply the effect or influence (direct or indirect) of one variable on another. Normally, variables 
in path diagrams are designated as endogenous or exogenous variables (Von der Heidt, 2008). These 
relationships may also be direct or indirect with interceding variables that may mediate the impact of one 
variable on another. The researcher should likewise figure out whether the relationships are unidirectional 
or bidirectional, by utilizing past investigations and theoretical forecasts as a guide (Beran, et al. 2010).

Conceptual Model Test

Model causality, one point of SEM conceptual model test, means that causal interpretation should be 
based on the available literature and theoretical groundings. The other point is generalizability, which 
presents the applicability of finding models from one study with a finite, often small sample to a popula-
tion. Also, confirmation bias should be checked by researchers; this prejudice represents a bias in favor 
of the models, and qualitative methods of validity tests are suggested (Shah & Goldstein, 2006).

DATA COLLECTION

This section provides details of developing an instrument for the steps of a quantitative study, and the 
data collection process, that follows the SEM model specification stage.
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Question Construction

Questionnaires are one of the main survey data collection tools utilized. (Karami 2007). A question-
naire is a set of questions that are systematically arranged in a formal way for obtaining information 
from a group of respondents. It is mostly used for information that cannot be easily observed or that is 
not readily available in written or computerized form. For a questionnaire to be valid, it must be able 
to translate the research objectives into specific questions whose answers will be used for hypotheses 
testing. The questions must also provide motivation for the respondents to provide the information being 
sought (Solomon & Draine, 2009). Since the foundation of all questionnaires is a question, survey ques-
tions may be concerned with facts, opinion, attitudes, respondents’ motivation as well as their level of 
familiarity and understanding of the subject matter. Most questions however, can be classified into two 
major categories; factual questions and questions about subjective experience (Karami, 2005). Factual 
questions are designed to provoke objective information from the respondents especially responses on 
their background, environments and habits. Several steps, such as encouraging the respondents to answer 
the questions or making them feel comfortable when questioned about embarrassing events, are often 
necessary. In contrast, subjective questions are questions that center on respondents’ beliefs, feelings, 
and opinions (Karami, 2005). Among different methods and scaling of the questions, Likert scales is 
suggested for SEM data collection.

Pre-Test

Shammout (2007) reports that “there is wide agreement among scholars that pre-testing is an integral 
part of the questionnaire development process.” He pointed out, the researcher needs to ask: “Will the 
instrument provide data of sufficient quality and quantity to satisfy the objectives of the research?” 
(Shammout, 2007). According to Zikmund et al (2000), a pre-test can be defined as a trial run with a 
group of respondents; the aim of the pre-test is to screen out potential problems in the instructions or 
design of a questionnaire. They also point out that one of the aims of the pre-test is to examine if the 
questionnaire will be able to provide a sufficient quality and quantity of data that will meet the objectives 
of the research. There are diverse opinion on the appropriate method of pre-test administration according 
to Blair and Presser (1992), although the three widely used methods are: planned field survey, personal 
interviews (face-to-face), and expert panel.

A planned field survey employs a small sample referred to as ‘pre-testing’ (Zikmund, Carr, Griffin, 
Babin & Carr, 2003). Personal interview is when the interviewer is required to identify any obstacles, 
difficulties, or incomprehensible questions blocking respondents’ ability to provide accurate answers. An 
expert panel is when a group of experts are invited to judge the data collection tool to determine errors and 
problems. Moreover, according to Shammout (2007) and Reynold and Diamantopouls (1998), a planned 
survey is one of the best choices because it can cover different aspects of the survey and it is less likely 
to be affected by the possible interaction between interviewers and respondents. However, a consider-
able problem with planned survey is that respondents who are not the targeted sample might complete 
the questionnaire. It is therefore suggested by Shammout (2007) and Reynolds and Diamantopoulos 
(1998) that personal interview is an effective means of conducting a pre-test, due to the completeness 
and accuracy of the collected data. Personal interview is known to be susceptible to errors resulting from 
interaction between the interviewer and participants (i.e., bias introduced by interviewers). However, 
expert panels (the last method) could be used to determine if there are problematic questionnaire items.
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Methods of Data Collection

Questionnaires can be administered by several methods such as self-administered, use of postal, telephone, 
internet or fax. According to Frazer and Lawley (2000), before questionnaires are administered, there is 
the need to take some factors such as researcher’s preference, cost, time constraints, potential response 
rate and many other important criteria into consideration. Table 2 which is adapted from Zulnaidi’s study 
(2008) presenting the criteria of questionnaire administration.

Survey Sample Size

According to Davis and Cosenza (2000) several factors such as homogeneity of sampling unit, confidence, 
precision, statistical power, analytical procedure, cost, time and personnel all play a role in determining 
sample size in a research. Sample size provides the basis for the estimation of sample error and impacts 
on the ability of the model to be correctly estimated (Hair 2006). A search of literature shows that several 
method can be used to determine the size of a sample, following the rules of thumb by Roscoe (1975), a 
sample size larger than 30 and less than 500 are appropriate for most researches. However, the adequacy 
of sample size should also be determined according to the statistical analysis that was performed.

SEM is a large sample approach (Lei, et al. 2007). Under the normal distribution theory, numerous 
SEM users adopt the simple technique of the “rule of 5” (a sample size proportional to the number 
of parameters to be estimated) or the “rule of 10” to acquire suitable significance tests (Jannoo, et al. 
2014). Essentially, larger models necessitate larger samples (Lei, et al. 2007). . According to references 
(Anderson and Gerbing 1984, Medsker Larry and Gina 1994) a minimum sample size of 100 is adequate 
for CB-SEM analysis. More wide-ranging guidelines are utilized in current research with the recom-
mendation that no less than 100 however ideally 200 cases are expected to obtain stable results (Kline 
2006). According to Kelloway (1998) a sample size of at least 200 observations is considered to be an 
appropriate minimum for survey research. Hair et al. (Hair 2006) proposed 200 as the ‘critical sample 
size.’ Boomsma (1983) recommended a sample size of approximately 400 observations for models of 
moderate complexity. Employing large sample diminishes the probability of irregular variety that can 
occur in small samples (Bentler and Yuan 1999), however, may be hard to obtain practically. In any 
case, it is suggested that when there is a small sample size and the data is non-normal, PLS-SEM is a 
superior technique (Gefen, et al. 2000).

Table 2. Criteria of questionnaire administration

Criteria Mail questioner Personal administered 
questioner Telephone questioner Internet questioner

Length of questioner Long 
(4-12 pages)

Long 
(30-60 minutes)

Medium 
(10-30 minutes) Long (4-12 pages)

Questionnaire 
complexity Simple only Simple to 

complex Simple only Simple only

Question complexity Simple to 
moderate

Simple to 
complex Simple only Simple to 

moderate

Rapport with 
respondents None High Moderate None

Response rate Low High Moderate Moderate
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Sampling

Sampling is the process by which a researcher selects a sample for a study from a large population 
(Zulnaidi, 2008). A search of literature shows that sampling method can be divided into probability and 
non-probability sampling. Probability sampling utilizes some form of random sampling. By using prob-
ability sampling, every subject in a population has an equal chance to be selected as a sample of the study 
(Zulnaidi 2008). In next sections, author shows that probability sampling is a choice of SEM practices.

IDENTIFICATION OF THE MODEL

Once the data is collected, the next step is model identification. The correspondence between estimated 
information and that to be estimated is the main reason for identification, according to Von der Heidt 
(2008), which therefore suggests guidelines for model identification (Hair 2006, Von der Heidt 2008).

Independent Observations

Bentler and Chou (1987) have demonstrated that responses exhibited by a person will not influence or 
be influenced by another as observed with interference. Although this believe cannot be tested statisti-
cally, care should be taken to ensure that this assumption is met by the researcher (Bentler, et al. 1987); 
the assumption of probability sampling, that the population should have equal probability of inclusion 
in the studied samples, is an important consideration here. (Bentler, et al. 1987).

Managing Missing Data

Bentler and Chou (1987) said that only complete data were dealt with in SEMs designed methods due 
to the fact that direct calculation of data sample covariance is problematic with missing data. In most 
areas of research, missing observations are part of the order (Kline and Santor 1999) with some occur-
ring beyond the researcher’s control, such as failure to respond to questions. The researcher, can remove 
missing variables, choosing to neglect some missing variables because of randomness of the missing 
values, or can take measures in missing value estimation, if the problems is far reaching (Hair, 2006).

Two identifiable missing data steps is suggested. In step 1, cases shown to contain high levels of 
missing data can be deleted. For the remaining data, no pattern in missing data variables should be no-
ticed and it should be concluded that the process of missing data be classified as completely missed at 
random (Metts, 2004; Hair, 2006). In step 2, the missing values are replaced with the estimated values 
on other information available in the sample; a mean of the non-missing values can be used to replace 
the missing data in all subsequent analysis. Metts (2004) has showed similar steps in SEM research; he 
stated that less than 15% of data replacement will have impact on the outcome of data analysis.
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Functional Form

Structural model assumptions are supported from the fact that relations among variables are linear in 
empirical and in theoretical questions (Bentler, et al. 1987). It further supported the fact that linearity 
was due to normally distributed multivariate variables or were similar after some approximation and 
modifications.

Normal Distribution

Hair (2006) has shown that SEM requirements are a function of multivariate normality, as goodness of 
fit indices and error is influenced by abnormality (Von der Heidt 2008). In normality assessment, care 
must be taken due to a large number of variables being tested; the complexity of the analysis, relation-
ships and interrelationships may protect the violation of this assumption (Hair, 2006).

ESTIMATION METHOD

After model specification and identification, the process follows with calculation of parameter estimates 
(Savalei & Bentler, 2007). There are numerous estimation procedures accessible to test models, with 
three essential ones examined here. As a result of the simplicity of computation, correctness and ac-
curacy of statistical results, the Maximum Likelihood (ML) discrepancy function is most commonly 
used for model estimation step in CB-SEM and is the default estimate method in most of SEM program 
packages (Jannoo, et al. 2014). It is an iterative process which estimates the degree to which the model 
predicts the sample covariance matrix values, with values more closer to zero showing better fit. The 
maximum likelihood is based on its computation. The estimate maximizes the likelihood that the data 
were obtain from its population. The estimates require large sample sizes (Beran, et al. 2010), and it is 
generally preferred when the data to be evaluated is normal as it yields unprejudiced estimates (Jannoo, 
et al. 2014). Another generally employed estimate is least squares (LS), which minimizes the total of 
the squares of the residuals in the model. LS is like ML as it also analyzes patterns of relationships, yet 
does as such by determining the optimal solution by minimizing the total of the squared deviation scores 
between hypothesized and observed model. It frequently performs better with smaller sample sizes (Hu 
& Bentler, 1998). The third, asymptotically distribution free (ADF) estimation methods (otherwise called 
Weighted Least Squares) are less frequently utilized yet may be proper if the information are skewed or 
peaked. ML, however, has a tendency to be more reliable than ADF (Beran, et al. 2010).

Data Coding

The data coding defines research variables. The creation of a data dictionary was designed to create 
data matrices, which could be taken care of by software analysis of choice. Different Likert scales can 
be used in the design of a close-ended questionnaire.
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Computer Software for Estimate

With advances in computer programming, such as EQS (Equations implementing Structural Equation 
Modeling), and LISREL (Linear Structural Relationships), researchers started using SEM techniques 
in their research (Jöreskog, 1982; Jöreskog & Sörbom, 1993; Bentler, et al. 1995). Today, statistical 
programs available for SEM include: Mx, LISREL, SAS, AMOS, MPlus, EQS, CALIS, WarpPLS, 
GeSCA, PLS-Graph, Smart-PLS, LVPLS, among others. Even though WarpPLS, GeSCA, PLS-Graph, 
Smart-PLS, and LVPLS are more for PLS-SEM users (Hair, et al. 2012; Wong, 2013; Jannoo, et al. 
2014), Hair (2006) has shown that the majority of the programs are similarly applied. LISREL, AMOS, 
and EQS are designed with point and click and graphical interface. A comparison of program features 
for four programs, AMOS, EQS, LISREL, and SAS CALIS, are reported by Byrne (2006). A more 
extensive comparison indicates that “The eight packages, Amos, R packages sem, SAS PROC CALIS, 
lavaan, LISREL, OpenMx, Mplus and EQS can be helpful to users in estimating parameters for a model 
where the structure is all around indicated. Capacities for dealing with single group, nonnormal variables, 
multiple group, and missing data are carefully evaluated and a comparison of the eight packages are 
made across a differing criteria from documentation to parameter estimation. The primary distinction 
between the packages is the presence of a graphical interface for model specification and presentation of 
results. Every package varies with regards to the strengths, areas of improvement, and unique elements 
that may dictate the preference of selection” (Narayanan, 2012). “Analysis of movement structures” 
software or AMOS is one of the earliest SEMs program for interface simplification and statistically, it 
is the analysis of choice for many CB-SEM studies due to the fact that it was the most user-friendly and 
also available in addition to SPSS (Sorooshian & Afshari, 2012).

TESTING AND EVALUATING THE MODEL

Protocols for reliability, validity and unidimensionality check for the models are stated below. The as-
sessment of the model “fit” is linked to the set of tests. These items are separated but are closely related 
concepts (Shammout, 2007). These estimation methodology decides how well the model fits the data. 
Fitting the latent variable path model includes minimizing the contrast between the sample covariances 
and the covariances anticipated by the model (Beran, et al. 2010).

Unidimensionality

Von der Heidt (2008) has defined unidimensionality as the existence of one latent trait where the data 
underlies. However, an indicator or unidimensional item has only one underlying construct while a uni-
dimensional measure is comprised of unidimensional items or indicators (Anderson, et al. 1988). In this 
study, unidimensionality was gauged by the use of CFA. The result of CFA for each model measurement, 
where every item restricted to load is a priority specified factor (Byrne 2006), the pre-specified measure-
ment model should be significantly loaded onto the item (Hair 2006). Evidence of unidimensionality 
was further made known if measures of goodness-of-fit shows sufficiency of the model fit (Anderson, 
et al. 1988). A goodness of fit index (GFI) and comparative fit index (CFI) specifically of 0.90 or above 
for unidimensionality conveys strong evidence for each model (Byrne 2006).
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Reliability

Reliability is the extent to which measures are free from random error to produce stable results for re-
peated measurements made on particular variables (Malhotra, 2009). The extent of scale compliance to 
stable results is referred to as reliability when repeated measures are made; however, to assess reliability, 
the alpha coefficient is widely preferred (Von der Heidt 2008). A relationship exist between error and 
reliability, the larger the reliability, the less the error. The first objective of reliability is to minimize 
research bias and error (Shammout 2007).

Validity

Reliability and unidimensionality is inadequate for instrument to be considered sufficient (Anderson, et 
al. 1988; Shammout, 2007). For the validation of this research construct, validity is required. Shammout 
(2007) has demonstrated that validity is the ability of measurement of the scale to capture the intended 
measurement. Furthermore, he suggested that two important aspect for valid construct includes: firstly, 
that the construct be used as a good representation for the area of observable relationship to the construct, 
and secondly, that the construct should represent alternative measures. Taking these into consideration, 
validity types including content and construct (discriminant and convergent validity) are suggested for 
SEM studies, which are related to the respective items and internal validities. In generalizing the research 
finding models, external validity was investigated which is covered in final model test section.

• Face or Content Validity: How the conceptual definitions match with the item (Von der Heidt 
2008), as covered in the section for validity in qualitative research.

• Construct Validity: Concerned with the instrument and what are measured (Shammout 2007).

Content validity shows how well the result is achieved by employing the theories and measure fitting, 
around which the test was designed (Sekaran, 2010). It needs to be established qualitatively and prior 
to quantitative analyses. Validity measurement refers to formation of adequate and correct measures for 
operation for the concept being tested (Malhotra, 2009).

Construct validity can be examined by analysis on discriminate, convergent validity, and additional 
nomoligical testing:

• Convergent Validity: Determines the level of correlation of a measure with others of similar 
construct (Sekaran, 2010).

• Discriminate Validity: Determines that construct measures have not highly correlated with other 
constructs (Sekaran, 2010). However, the researcher differentiates empirically, the construct from 
others which may seem similar (Von der Heidt, 2008).

• Construct Validity: Additional criteria is nomological validity. The desired construct should be 
related to others based on hypothesized ways derived from the theory where the theory is attached 
to form nomological net for the set of constructs (Von der Heidt, 2008).
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Fitness Factors

Model fit measurement, modification and assessment is inextricably related with the unidimensionality 
assessment, validity and reliability of each construct (Von der Heidt, 2008). Here, sample size is very 
critical for determining the model’s goodness-of-fit, and sufficiently large sample size must be used 
in order to obtain stable estimates of the parameters (Beran, et al. 2010). Model fit indices are defined 
in the SEM literature, as new indices are developed (Isik, 2009). SEMs analysis software LISREL and 
AMOS prints 15 and 25 different goodness of fit measures, respectively. There is confusion among 
scholars as to which model fit indices should be reported (Metts, 2004; Shammout, 2007). Under certain 
conditions, some indices performs better than others. Generally, there is recommendation that multiple 
indices be considered simultaneously during evaluation of overall model fit (Lei, et al. 2007). The choice 
had been disputed among methodologists who, however, depend on the data properties to determine 
which indices and values to report (Isik, 2009). Hu and Bentler (Hu & Bentler, 1999) suggest to report 
at least two indices.

Chi-square (χ2 or CMIN) probably, is one of the most used indices for goodness of fit evaluation; 
though it is sample size sensitive (Metts, 2004), higher sample size may result in the model rejection. 
The normal χ2 measure is the ratio of the χ2 value to the degree of freedom (χ2/df), where ratios in the 
range of 3.0 to 1.0 expresses a good fit between the hypothetical model and the data sample (Byrne, 
2006). Shammout (2007); Shumacker and Lomax (2004) have stated an acceptable fit between the range 
of 1.0 and 5.0, respectively.

The root mean square error of approximation (RMSEA) is an estimate of the approximation error per 
model degree of freedom if the sample size is to be considered (Isik 2009). The zero value shows the 
best fit, while worst fit is expressed by higher values. The value for RMSEA up to 0.08 as the rule of 
thumb, is an indication of good fit while less than 0.1 is acceptable fit (Isik, 2009), RMR measures the 
average absolute value of the covariance residuals. Perfect model fit is represented by RMR = 0 (less 
than 0.08 (Shammout, 2007)). RMR values less than 0.10 are widely seen as acceptable (Metts, 2004; 
Shammout, 2007; Kline, 2011).

Goodness fit index (GFI), comparative fit index (CFI), Relative fit index (RFI), Increment fit index 
(IFI), Normed fit index (NFI), Tucher lewis index (TLI) and Adjusted goodness of fit (AGFI) indexes 
are used in this study. They range from 0 – 1 which shows poor fit and perfect fit, respectively (Sham-
mout, 2007). These indexes scores that are in the range of 0.8-0.89 are interpreted by most researchers 
as reasonable fit and 0.90 or higher as good fit (Metts, 2004).

MODEL MODIFICATION (RE-SPECIFICATION)

The main researcher question is the level at which the hypothesized model agrees with the real model 
(Von der Heidt 2008). At the point where the hypothesized model is not accepted in light of goodness 
of-fit statistics, SEM researchers are often keen on discovering an alternative model that fits the data 
(Lei, et al. 2007). Model examination first attempt results often show non-convergence or poor fit without 
solution (Anderson, et al. 1988), thus, showing the need for revision of the measurements or structural 
model. Researchers are cautioned against making unnecessary volume of alterations and against mak-
ing alterations that are not bolstered by solid substantive hypotheses (Byrne, 2013). To obtain better fit 
results, the above succession of steps is repeated until the most concise model is derived. A prescribed 
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procedure to enhance the model estimations is through evaluation of the size of the standardized residual 
values between variables (Beran, et al. 2010).

Von der Heidt (2008) has reported that another useful aid to help in the potential source of model 
misspecification is the modification index, which is calculated for every non-free parameter. Decreased 
value of the Chi-square is represented by modification index, when the estimated parameter is a revised 
model. In support of the guideline, the researcher continues by estimating the associated parameter with 
the largest modification indices, where the estimated parameter for theoretical rationale is considered 
(Bentler, et al. 1987; Baumgartner, et al. 1996; Hair, 2006).

Final Model Test

External validity is used to validate the final result, which is in form of a linear model. However, validity 
which was initially discussed relates to the internal validity for the scales and their perspective items, 
while external validity takes care of the extent to which the generalization of the study findings was 
carried out compared to another group (Shammout, 2007). Case studies can be considered, to ensure the 
external validity as well as predictive validity of the final model, model linearity and/or model accuracy, 
and model feasibility; and of the final model set.

REPORT WRITING

Two strategies exist to present models in SEM research studies (Nyu, 2011); “one strategy is to present 
your structured model early on as an organizing device that guides your literature review. The model 
gives the reader an overview of where you are headed and where you will end up. An alternative strategy 
is to save the presentation of the model for the end of the introduction. The idea here is that you review 
all the literature relevant to the model concepts (without ever presenting it) and this review culminates 
in a synthesized framework that is captured in the model. So, the literature review builds up to the 
model. Either approach is fine and author’s choice of which to pursue depends on what you think will 
communicate best” (Nyu, 2011).

CONCLUSION

With the improvement of structural equation modeling, scientists now have intense analytic devices to 
analyze causal complex models. SEM is better over other correlational techniques, as multiple variables 
are simultaneously analyzed, and latent variables decrease estimation errors. When a confirmatory or 
exploratory approach is used within good research design, it yields information about the complex nature 
of disease and health behaviors. It does as such through an examination of both direct and indirect, and 
unidirectional and bidirectional relationships between latent and measured variables. Notwithstanding 
the profitable contributions of SEM to research methodology, the researcher must be mindful of a few 
considerations to build up a stable and legitimate model. These incorporate employing appropriate re-
search design, sufficient measures, and a necessary size of sample. Nonetheless, the theory and applica-
tion of SEM and their importance to understanding human phenomena are emphasized. In the research 
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context, SEM guarantees the opportunity of examining multiple symptoms and health behaviors that, 
with advancement in model and refinement, can be used to improve research capacities in sciences.

Business advisors may use advanced methods of structural equation modeling to formulate a prediction 
model. SEM has the ability to rank facts and decisions variables in any business. It can find moderating 
and mediation effects of business variables and facts. The modeling strategy of SEM is applicable to 
measure and/or predict business/decisions failure risks and business decisions success. It is a method to 
test business hypothesis and to confirm data collection tools for business analytics. SEM is suggested 
for 21 century business, for decision supports, modeling and complex business analytics.

This article is among few articles presenting bias of SEM application by proving a practical flowchart 
for SEM users. The flowchart can be used as a foundation for programming and computations of SEM. 
The main focus of this article is a SEM model development strategy. However, we believe that all SEM 
practices can fully or partially apply a very similar flowchart. This article argued that CB-SEM practice 
is a balanced method of qualitative and qualitative research approaches with two potential rounds and 
seven practical stages. Feasibility of our introduced flowchart has been tested through a few studies and 
SEM applications. The author believes that still scholars can develop alternative algorithms for SEM 
applications in different fields, with other SEM strategies.

ACKNOWLEDGMENT

The author would like to thank the anonymous reviewers and the editor for their insightful comments 
and suggestions.

REFERENCES

Amaratunga, D., Baldry, D., Sarshar, M., & Newton, R. (2002). Quantitative and Qualitative Research 
in the Built Environment: Application of “Mixed” Research Approach. Work Study, 51(1), 17–31. 
doi:10.1108/00438020210415488

Anderson, J., & Gerbing, D. (1984). The Effect of Sampling Error on Convergence, Improper Solutions, 
and Goodness-of-Fit Indices for Maximum Likelihood Confirmatory Factor Analysis. Psychometrika, 
49(2), 155–173. doi:10.1007/BF02294170

Anderson, J., & Gerbing, D. (1988). Structural Equation Modeling in Practice: A Review and Recom-
mended Two-Step Approach. Psychological Bulletin, 103(3), 411–423. doi:10.1037/0033-2909.103.3.411

Astrachan, C. B., Patel, V. K., & Wanzenried, G. (2014). A Comparative Study of Cb-Sem and Pls-Sem 
for Theory Development in Family Firm Research. Journal of Family Business Strategy, 5(1), 116–128. 
doi:10.1016/j.jfbs.2013.12.002

Bagozzi, R. P., & Heatherton, T. F. (1994). A General Approach to Representingmultifaceted Per-
sonality Constructs: Application to State Self-Esteem. Structural Equation Modeling, 1(1), 35–67. 
doi:10.1080/10705519409539961

http://dx.doi.org/10.1108/00438020210415488
http://dx.doi.org/10.1007/BF02294170
http://dx.doi.org/10.1037/0033-2909.103.3.411
http://dx.doi.org/10.1016/j.jfbs.2013.12.002
http://dx.doi.org/10.1080/10705519409539961


35

Structural Equation Modeling Algorithm and Its Application in Business Analytics
 

Baumgartner, H., & Homburg, C. (1996). Applications of Structural Equation Modeling in Marketing 
and Consumer Research: A Review. International Journal of Research in Marketing, 13(2), 139–161. 
doi:10.1016/0167-8116(95)00038-0

Bentler, P. M., & Chou, C. P. (1987). Practical Issues in Structural Modeling. Sociological Methods & 
Research, 16(1), 78–117. doi:10.1177/0049124187016001004

Bentler, P. M., & Wu, E. (1995). Eqs for Windows User’s Guide. Encino, CA: Multivariate Software.

Bentler, P. M., & Yuan, K.-H. (1999). Structural Equation Modeling with Small Samples: Test Statistics. 
Multivariate Behavioral Research, 34(2), 181–197. doi:10.1207/S15327906Mb340203 PMID:26753935

Beran, T. N., & Violato, C. (2010). Structural Equation Modeling in Medical Research: A Primer. BMC 
Research Notes, 3(1), 267. doi:10.1186/1756-0500-3-267 PMID:20969789

Blair, J., & Presser, S. (1992). An Experimental Comparison of Alternative Pretest Techniques: A Note 
on Preliminary Findings’. Journal of Advertising Research, 32, 2–5.

Bollen, K. A. (2014). Structural Equations with Latent Variables. John Wiley & Sons.

Boomsma, A. (1983). On the Robustness of Lisrel (Maximum Likelihood Estimation) against Small 
Sample Size and Non-Normality. Rijksuniversiteit Groningen.

Byrne, B. (2006). Structural Equation Modeling with Amos: Basic Concepts, Applications, and Pro-
gramming (2nd ed.). Lawrence Erlbaum.

Byrne, B. M. (2013). Structural Equation Modeling with Lisrel, Prelis, and Simplis: Basic Concepts, 
Applications, and Programming. Psychology Press.

Cavana, R., Delahaye, B., & Sekaran, U. (2001). Applied Business Research. Wiley.

Cheung, G. W. (2008). Testing Equivalence in the Structure, Means, and Variances of Higher-Order 
Constructs with Structural Equation Modeling. Organizational Research Methods, 11(3), 593–613. 
doi:10.1177/1094428106298973

Curran, J., & Blackburn, R. (2001). Researching the Small Enterprise. SAGE Publications Ltd.

Davis, D., & Cosenza, R. (2000). Business Research for Decision Making. Duxbury Press.

Frazer, L., & Lawley, M. (2000). Questionnaire Design and Administration: A Practical Guide. Wiley.

Gefen, D., Straub, D., & Boudreau, M.-C. (2000). Structural Equation Modeling and Regression: Guide-
lines for Research Practice. Communications of the Association for Information Systems, 4, 7.

Gobakhloo, M. (2009). It Adobtion in Manufacturing Smes. University Putra Malaysia, Mechanical and 
Manufacturing Engineering.

González, J., De Boeck, P., & Tuerlinckx, F. (2008). A Double-Structure Structural Equation Model for 
Three-Mode Data. Psychological Methods, 13(4), 337–353. doi:10.1037/a0013269 PMID:19071998

Gray, P. S., & Williamson. (2007). The Research Imagination: An Introduction to Qualitative and Quan-
titative Methods. Cambridge University Press.

http://dx.doi.org/10.1016/0167-8116(95)00038-0
http://dx.doi.org/10.1177/0049124187016001004
http://dx.doi.org/10.1207/S15327906Mb340203
http://www.ncbi.nlm.nih.gov/pubmed/26753935
http://dx.doi.org/10.1186/1756-0500-3-267
http://www.ncbi.nlm.nih.gov/pubmed/20969789
http://dx.doi.org/10.1177/1094428106298973
http://dx.doi.org/10.1037/a0013269
http://www.ncbi.nlm.nih.gov/pubmed/19071998


36

Structural Equation Modeling Algorithm and Its Application in Business Analytics
 

Hair, B., Babin, Anderson, & Tabtam. (2006). Multivariate Data Analysis (6th ed.). Pearson Interna-
tional Edition.

Hair, J., Jr., Anderson, R., Tatham, R., & William, C. (1995). Multivariate Data Analysis. Englewood 
Cliffs, NJ: Prentice Hall.

Hair, J. F., Ringle, C. M., & Sarstedt, M. (2012). Editorial-Partial Least Squares: The Better Approach to 
Structural Equation Modeling? Long Range Planning, 45(5-6), 312–319. doi:10.1016/j.lrp.2012.09.011

Hart, S. (1987). The Use of the Survey in Industrial Market Research. Journal of Marketing Manage-
ment, 3(1), 25–38. doi:10.1080/0267257X.1987.9964025

Hu, L.-, & Bentler, P. M. (1998). Fit Indices in Covariance Structure Modeling: Sensitivity to Underparam-
eterized Model Misspecification. Psychological Methods, 3(4), 424–453. doi:10.1037/1082-989X.3.4.424

Hu, L. t., & Bentler, P. M. (1999). Cutoff Criteria for Fit Indexes in Covariance Structure Analysis: 
Conventional Criteria Versus New Alternatives. Structural Equation Modeling: A Multidisciplinary 
Journal, 6, 1-55.

Hughes, M., Price, R., & Marrs, D. (1986). Linking Theory Construction and Theory Testing: Models 
with Multiple Indicators of Latent Variables. Academy of Management Review, 11, 128–144.

Hurley, R. (1999). Qualitative Research and the Profound Grasp of the Obvious. Health Services Re-
search, 34, 1119. PMID:10591276

Isik, Z. (2009). A Conceptual Performance Measurment Framework for Construction Industry. Middle 
East Technical University.

Jannoo, Z., Yap, B., Auchoybur, N., & Lazim, M. (2014). The Effect of Nonnormality on Cb-Sem and 
Pls-Sem Path Estimates. International Journal of Mathematical, Computational, Natural and Physical 
Engineering, 8, 6.

Jöreskog, K. G. (1982). The Lisrel Approach to Causal Model-Building in the Social Sciences. Systems 
Under Indirect Observation, 1, 81-100.

Jöreskog, K. G., & Sörbom, D. (1993). Lisrel 8: Structural Equation Modeling with the Simplis Com-
mand Language. Scientific Software International.

Karami, A. (2005). Senior Managers and Strategic Management Process. University of Bradford, Man-
agement School.

Karami, A. (2007). Strategy Formulation in Entrepreneurial Firms. Ashgate Pub Co.

Kelloway, E. (1998). Using Lisrel for Structural Equation Modeling: A Researcher’s Guide. Sage Pub-
lications, Inc.

Kline, R. B. (2006). Structural Equation Modeling. Concordia University.

Kline, R. B. (2011). Principles and Practice of Structural Equation Modelling (3rd ed.). New York: 
The Guilford Press.

http://dx.doi.org/10.1016/j.lrp.2012.09.011
http://dx.doi.org/10.1080/0267257X.1987.9964025
http://dx.doi.org/10.1037/1082-989X.3.4.424
http://www.ncbi.nlm.nih.gov/pubmed/10591276


37

Structural Equation Modeling Algorithm and Its Application in Business Analytics
 

Kline, R. B., & Santor, D. A. (1999). Principles and Practice of Structural Equation Modelling. Canadian 
Psychology, 40(4), 381–383. doi:10.1037/h0092500

Lei, P. W., & Wu, Q. (2007). Introduction to Structural Equation Modeling: Issues and Practical 
Considerations. Educational Measurement: Issues and Practice, 26(3), 33–43. doi:10.1111/j.1745-
3992.2007.00099.x

Malhotra, N. (2009). Marketing Research: An Applied Orientation, 5/E. Pearson Education India. 
doi:10.1108/S1548-6435(2009)5

Medsker Larry, J., & Gina, J. (1994). A Review of Current Practices for Evaluating Causal Models in 
Organizational Behavior and Human Resources Management Research. Journal of Management, 20(2), 
439–464. doi:10.1177/014920639402000207

Metts, G. (2004). An Investigation of the Relationship between Strategy Making and Performance. (PhD 
Dissertation). University of Toledo.

Narayanan, A. (2012). A Review of Eight Software Packages for Structural Equation Modeling. The 
American Statistician, 66(2), 129–138. doi:10.1080/00031305.2012.708641

Neuman, W. (1997). Social Research Methods. Allyn and Bacon London.

Nyu. (2011). Guidelines for Writing a Proposal That Uses Sem and for Writing the Results Section of 
a Thesis. Academic Press.

Prayag, G. (2009). Visitors to Mauritius - Place Perceptions & Determinants of Repeat Visitation. Uni-
versity of Waikato, Department of Tourism Management.

Remenyi, D., Williams, B., Money, A., & Swartz, E. (1998). Doing Research in Business and Manage-
ment. Sage London.

Reynolds, N., & Diamantopoulos, A. (1998). The Effect of Pretest Method on Error Detection Rates: Ex-
perimental Evidence. European Journal of Marketing, 32(5/6), 480–498. doi:10.1108/03090569810216091

Ringle, C. M., Sarstedt, M., & Straub, D. (2012). A Critical Look at the Use of Pls-Sem in Mis Quarterly. 
Management Information Systems Quarterly, 36.

Roscoe, J. (1975). Fundamental Research Statistics for the Behavioral Sciences. CBLS.

Savalei, V., & Bentler, P. M. (2007). Structural Equation Modeling (4th ed.). New York: Wiley Online 
Library.

Schumacker, R., & Lomax, R. (2004). A Beginner’s Guide to Structural Equation Modeling. Lawrence 
Erlbaum.

Scopus. (2016), Retrieved from: www.scopus.com

Sekaran, U. (2010). Research Methods for Business: A Skill Building Approach (5th ed.). New York: 
Wiley.

http://dx.doi.org/10.1037/h0092500
http://dx.doi.org/10.1111/j.1745-3992.2007.00099.x
http://dx.doi.org/10.1111/j.1745-3992.2007.00099.x
http://dx.doi.org/10.1108/S1548-6435(2009)5
http://dx.doi.org/10.1177/014920639402000207
http://dx.doi.org/10.1080/00031305.2012.708641
http://dx.doi.org/10.1108/03090569810216091
http://www.scopus.com


38

Structural Equation Modeling Algorithm and Its Application in Business Analytics
 

Shah, R., & Goldstein, S. M. (2006). Use of Structural Equation Modeling in Operations Management 
Research: Looking Back and Forward. Journal of Operations Management, 24(2), 148–169. doi:10.1016/j.
jom.2005.05.001

Shammout, A. (2007). Evaluating an Extended Relationship Marketing Model for Arab Guests of 
Five-Star Hotels. (Thesis). Victoria University, Australia. Retrieved from: http://vuir.vu.edu.au/1511/1/
Shammout.pdf

Solomon, P., & Draine, J. (2009). An Overview of Quantitative Research Methods. In The Handbook 
of Social Work Research Methods. Academic Press.

Sorooshian, S., & Afshari, A. (2012). Structural Equation Modeling: Software Comparative Review. In 
Proceedings of the 2012 International Conference on Industrial Engineering and Operations Management.

Sorooshian, S., Teck, T. S., Salimi, M., & How, L. C. (2012). Develops in Latent Variable Methods of 
Analysis. International Journal of Soft Computing, 7(2).

Trochim, W. (2005). Research Methods: The Concise Knowledge Base. Cincinnati, OH: Atomic Dog 
Publishers.

Vignali, C., Gomez, E., Vignali, M., & Vranesevic, T. (2001). The Influence of Consumer Behaviour within 
the Spanish Food Retail Industry. British Food Journal, 103(7), 460–478. doi:10.1108/00070700110401595

Violato, C., & Hecker, K. G. (2007). How to Use Structural Equation Modeling in Medi-
cal Education Research: A Brief Guide. Teaching and Learning in Medicine, 19(4), 362–371. 
doi:10.1080/10401330701542685 PMID:17935466

Von der Heidt, T. (2008). Developing and Testing a Model of Cooperative Interorganisational Rela-
tionships (Iors) in Product Innovation in an Australian Manufacturing Context: A Multi-Stakeholder 
Perspective. Southern Cross University, School of Commerce and Management.

Wong, K. K.-K. (2013). Partial Least Squares Structural Equation Modeling (Pls-Sem) Techniques Us-
ing Smartpls. Marketing Bulletin, 24, 1–32.

Wright, S. (1920). The Relative Importance of Heredity and Environment in Determining the Piebald 
Pattern of Guinea-Pigs. Proceedings of the National Academy of Sciences of the United States of America, 
6(6), 320–332. doi:10.1073/pnas.6.6.320 PMID:16576506

Zikmund, W., Carr, B., Griffin, M., Babin, B., & Carr, J. (2000). Business Research Methods (Vol. 6). 
Dryden Press Fort Worth.

Zikmund, W., Carr, B., Griffin, M., Babin, B., & Carr, J. (2003). Business Research Methods (Vol. 8). 
Dryden Press.

Zulnaidi, Y. (2008). A Structural Relationship between Total Quality Management, Strategic Control 
Systems and Performance of Malaysian Local Governments. (Thesis). Universiti Utara Malaysia. Re-
trieved from: http://etd.uum.edu.my/53/2/Zulnaidi_Yaacob(PHD_GRADUATE_SCHOOL_GRADU-
ATE_SCHOOL.pdf

http://dx.doi.org/10.1016/j.jom.2005.05.001
http://dx.doi.org/10.1016/j.jom.2005.05.001
http://vuir.vu.edu.au/1511/1/Shammout.pdf
http://vuir.vu.edu.au/1511/1/Shammout.pdf
http://dx.doi.org/10.1108/00070700110401595
http://dx.doi.org/10.1080/10401330701542685
http://www.ncbi.nlm.nih.gov/pubmed/17935466
http://dx.doi.org/10.1073/pnas.6.6.320
http://www.ncbi.nlm.nih.gov/pubmed/16576506
http://etd.uum.edu.my/53/2/Zulnaidi_Yaacob


39

Structural Equation Modeling Algorithm and Its Application in Business Analytics
 

KEY TERMS AND DEFINITIONS

Business Analytics: Modeling and studies to formulate variable relationships in business, industry, 
and any profession.

Factor Analysis: A mathematical/statistical method to analyses complex interrelations of observed 
and latent variables.

Modeling: A mathematical/statistical relationship between variables of a study.
Research Method: Any method, qualitative or quantitative, with ability to discover a fact.
SEM Application Algorithm: An step by step roadmap for application of SEM in a study.
Structural Equation Modeling (SEM): An advanced mathematical/statistical method with ability 

to analyze complex interrelations of dependent, independent and moderator variables.
Variable: Any analyzable condition or factor which can be in different types or amounts.
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ABSTRACT

Poor quality control has become a major threat to medical laboratory services, especially in the de-
veloping countries. It has become necessary to assess and rank the quality of diagnostic services in 
medical laboratories using systematic approaches. The main aim of this research is to develop and apply 
a quantitative method in ranking medical laboratory services. This method is based on a combination 
of Vlsekriterijumska Optimizacija I Kompromisno Resenje (VIKOR) with fuzzy set theory. VIKOR is a 
multiple criteria decision making technique which focuses on ranking and selection from a set of alterna-
tives, and determines the compromise solution for a problem with different criteria. This approach aids 
decision makers to achieve the most acceptable decision amidst numerous alternatives. In the present 
evaluation method, international standard ISO 15189 (Medical Laboratories Particular Requirements 
for Quality and Competence) proposed by International Organization for Standardization (ISO) is used 
as a fundamental source of selected attributes of a medical laboratory. The study compares three medi-
cal laboratories to each other and ranks them. This study will be a valuable and effective contribution in 
enhancing both qualitative and quantitative criteria in the field of medical laboratory services. Finally, 
some directions for further studies are proposed.
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INTRODUCTION

A medical laboratory is an integral part of the health care system in every country, which plays an im-
portant role (diagnosis) in the treatment process of patients. It further provides essential public health 
services, which are required by medical practitioners. Today, medical laboratories are considered as a 
very important part of the medical diagnosis and treatment process that facilitate the effectiveness and 
efficiency of physicians. Hence, medical diagnoses provide the fundamentals to medical solutions. 
Generally, a proper diagnosis is the beginning of a progressive cure, follow up and confirmation of ef-
fective treatment is based on regular laboratory testing. However, error rate of 0.1–9.3% in the field of 
the preanalytical and postanalytical phases of testing has been shown in medical diagnostic laboratories 
(Kalra, 2004). The quality management systems have partially replaced the requirements for preliminary 
experiences based on professional self-regulation (Plebani, 2002).

Any error in laboratory results raises the cost of patient care and prolongs the treatment period. 
Therefore, selecting the best laboratories for patients is a major problem, which may be resolved by 
ranking the medical laboratories. Thus, the purpose of this study is to provide a suitable ranking solu-
tion for medical laboratories using fuzzy set theory. This ranking will ensure redefinition of competition 
among medical laboratories towards offering better clinical laboratory services. This will in turn boost 
the quality of health care services in general.

In recent years, the application of multiple criteria decision-making (MCDM) method in the field 
of health care systems has been gaining a lot of attention. Some of these studies include, groundwater 
quality assessment (Li et al., 2012), analysis for susceptibility of breast cancer (Xu and Jiang, 2011), 
and in disease treatment such as chronic plaque psoriasis (Guibal et al., 2009). Other applications are 
in the areas of improvement of waste reduction (Su et al., 2010), and selection of the appropriate solid 
waste site (Önüt & Soner, 2008).

Decision making is the process of defining the decision goals, gathering relevant information and 
selecting the optimal alternative (Hess & Siciliano, 1996). To deal with problems that are characterized 
by several non-commensurable and competing criteria, MCDM methods are usually employed. In fact, 
a decision maker (DM) has to choose the best alternative that satisfies the evaluation criteria among a 
set of possible solutions. According to Tzeng and Huang (2011), MCDM is a technique, which enables 
multiple criteria consideration at the same time and helps the decision maker to identify the best case 
by evaluating cases according to the characteristics or criteria of each available case. Since, it is gener-
ally difficult to find an alternative that simultaneously meets all the criteria, determining a compromise 
solution rather than an optimal solution is preferred. In this study, VIKOR method is applied to select 
the best medical laboratory (alternative) using a compromise solution approach.

In literature, this is the first study that aims to rank the medical laboratories based on the fuzzy-
VIKOR method as a powerful operational research method. When a patient who actually is assumed to 
be a customer for institutional health services seeks among appropriate medical laboratories the level 
of their quality is a major concern for him. These laboratories are therefore in a competence to satisfy 
their patients. Medical laboratory managers should enhance their quality to closely meet patients’ needs. 
However, evaluating the service quality of medical laboratories is usually a complicated process. When 
the ranking of medical laboratories is investigated, it has to be considered many issues such as dealing 
with many factors, an uncertain environment, and a logical method, just to name a few. In the light of 
the purpose of this research, we apply MCDM method together with fuzzy set theory in the context of 
healthcare planning and management. It attempts to bridge the aforementioned gap that exists in the lit-
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erature. In this regard, the study applied ISO 15189: 2003 (Medical Laboratories particular requirements 
for quality and competence) to select some critical medical laboratory attributes. Suggested method of 
current study could help the medical laboratory managers to evaluate their quality and compete.

The VIKOR method was introduced as an applicable technique to implement within MCDM (Op-
ricovic, 1998). It is a helpful tool in multicriteria decision making, particularly in a situation where the 
decision maker is not able, or does not know to express his/her preference at the beginning of system 
design (Opricovic & Tzeng, 2004). This method introduces a compromise and feasible solution, which 
is the closest to the ideal solution. Compromise means an agreement established by mutual concessions 
(Opricovic & Tzeng, 2007). Furthermore, in order to deal with the uncertainty in decision process, it has 
been used under a fuzzy environment with fuzzy sets to select the best laboratory. On one hand most of 
the attributes affecting the decision making process are not certain, complete and specific. On the other 
hand, the decision maker should rely on this ambiguous information to choose the best options. It is 
clear that it will complicate the mentioned process. Fuzzy set theory is a tool to capture the uncertainty 
in the experts’ judgments inherits while it combines the knowledge from experts and data to get a better 
result, and in these circumstances, it is better suited to the process than a crisp one (Shekarian, 2012; 
Shekarian et al., 2016). We therefore apply it to modify the VIKOR method for handling uncertainty 
and linguistic interpretability, which is in the form of human language.

Opricovic (1998) developed VIKOR, which is based on the basic concept of the positive-ideal solu-
tion (PIS) and negative-ideal solution (NIS). The VIKOR method is widely utilized to determine the 
best feasible solution in many fields such as prioritizing land-use restraint strategies (Chang and Hsu, 
2009), supplier selection (Sanayei et al., 2010), portfolio selection (Jerry et al., 2011), website evaluation 
(Tsai et al., 2010), evaluation of service quality of airports (Kuo and Liang, 2011), insurance company 
selection (Yücenur and Demirel, 2012), brand marketing (Wang and Tzeng, 2012), construction project 
selection (Ebrahimnejad et al., 2012), information security risk control assessment (Ou Yang et al., 
2011), financial performance evaluation (Yalcin et al., 2012), and housing economics (Shekarian, 2015).

ISO 15189: 2003 has become a widely accepted standard for the evaluation and accreditation of clini-
cal laboratory in many countries (Bautista-Marín et al., 2012; Theodorou and Anastasakis, 2009; Guzel 
and Guner, 2009; Sierra-Amor, 2009). Bautista-Marín et al. (2012) showed that implementation of a 
quality management systems (QMS) ISO 15189 was effective to improve the management of the urine 
culture unit in Spain. According to the mentioned ISO, Theodorou and Anastasakis (2009) presented 
a management review checklist which helps laboratories carry out an effective management review. 
Guzel and Guner (2006) evaluating some leading institutions concluded that every laboratory has to 
concentrate on patient safety issues related to laboratory testing and should perform quality improve-
ment projects. Sierra-Amor (2009) pointed out the economical support of the government to medical 
laboratories implementing ISO 15189 in Mexico. This standard allows laboratories to improve their 
operational procedures effectively in order to fulfill the expectations of clients and improve the services 
they provide. The ISO 15189:2003 standard is important for evaluating the competence of the medical 
laboratories in their technical capacity and quality management of professional services and their staff. 
It is not a certification standard, but an important guide for technical improvement (Unsal et al., 2009).

The remainder of this paper is organized as follows: next Section is devoted to review some recent 
studies that have been conducted in health care systems dealing with MCDM method and fuzzy set theory. 
Section 3 looks at material and method of present research. The VIKOR method is briefly demonstrated 
in Section 4. In Section 5, the proposed MCDM technique for medical laboratories is explained. A case 
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study containing the introduced technique is illustrated to showcase the effectiveness and efficiency of 
the proposed model in Section 6. Finally, the conclusion is presented in Section 7.

LITERATURE REVIEW

Application of MCDM techniques in health care systems has been discussed in many studies. Besides, 
application of artificial intelligence methods such as neural network (Kodogiannis, 2014), fuzzy neural 
network (Mohammed et al., 2014), in healthcare systems significantly increased in recent years. On 
the other hand, application of fuzzy logic in healthcare has not been well researched, and the topic still 
remains a niche for dedicated experts (Pagliaro, 2007). In this section, some of the related studies con-
ducted recently in healthcare are being reviewed.

Nobre et al. (1999) applied a MCDM approach known as Tomada de Decisão Interativa Multicri-
tério in Portuguese (TODIM) incorporating fuzzy set approaches to procurement health technology in 
a University Hospital in Rio de Janeiro, Brazil. Analytic Hierarchy Process (AHP) has been used in an 
attempt to better define hospital policy in a pilot program at The Hospital for Sick Children, Toronto 
(Koch and Rowell, 1999). In addition, Bilsel et al. (2006) measured the performance of the Web sites of 
Turkish hospitals combining the AHP method, fuzzy numbers, and fuzzy Preference Ranking Organiza-
tion Method for Enrichment Evaluation (PROMETHEE) ranking method. Furthermore, AHP technique 
was combined with a life cycle management (LCM) in order to establish and optimize health care waste 
management (HCWM) systems in rural areas of developing countries (Brent et al., 2007). Liberatore 
and Nydick (2008) reviewed the application of AHP to important problems in medical and health care 
decision making. Fuzzy TOPSIS to effectively evaluate suitable radio frequency identification (RFID) 
solution providers in healthcare services has been applied (Wang et al., 2009). Decision-making trial and 
evaluation laboratory (DEMATEL) method has been applied to the hospital management by evaluating 
the importance of criteria from patients’ or their families’ viewpoints at Show Chwan Memorial Hospital 
in Changhua City, Taiwan (Shieh et al., 2010). A fuzzy MCDM approach with a multilevel hierarchi-
cal structure including qualitative as well as quantitative performance attributes has been proposed for 
evaluating health-care waste disposal alternatives for Istanbul (Dursun et al., 2010). Lee and Kwak (2011) 
employed a MCDM model based on the Goal programming (GP) and AHP analyzed data obtained from 
a leading patient-oriented provider of health-care services in Korea to deal with strategic enterprise re-
source planning (ERP) in a health-care system. A fuzzy multi-criteria group decision making approach, 
which is based on the principles of fusion of fuzzy information, 2-tuple linguistic representation model 
has been utilized to order preference by similarity to ideal solution (TOPSIS) to evaluate health-care 
waste (HCW) treatment alternatives in Istanbul (Dursun et al., 2011). In another study, a new predictive 
risk assessment model consisting of analytic network process (ANP), reality-design gap evaluation and 
fuzzy inference system has been developed for a hospital information system (HIS) (Yucel et al., 2012). 
Dursun et al. (2011) proposed a MCDM technique for conducting an analysis based on multi-level hi-
erarchical structure and fuzzy logic for the evaluation of HCW treatment alternatives. A fuzzy-AHP to 
evaluate the proposed service quality framework has been proposed in healthcare sector in Turkey in 
(Büyüközkan et al., 2011). Dursun et al. (2011) presented a fuzzy multi-criteria group decision making 
framework based on the principles of fuzzy measure and fuzzy integral for evaluating HCW treatment 
alternatives for Istanbul. Uzoka et al. (2011) extended the fuzzy and AHP techniques to develop a medi-
cal diagnosis system. Four experts in health fraternity as decision makers to describe the application of 
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a fuzzy decision making method has been used in ranking indicators of Health-Related Quality of Life 
(HRQoL) among kidney patients (Abdullah and Jamal, 2011). Rais and Viana (2011) reviewed several 
applications of operations research in the domain of healthcare. Büyüközkan and Çifçi (2012) determined 
the key components of electronic service quality (e-sq) using a combined MCDM methodology contain-
ing fuzzy AHP and TOPSIS applying a web service performance example of the healthcare sector in 
Turkey. Besides, the fuzzy AHP to establish an evaluation model of optimal region selection has been 
applied for joint-venture hospitals in China (Tsai and Lin 2012). A risk determination model according 
to principles of fuzzy logic and sum fuzzy membership functions to minimize human error has been 
developed (Ozok, 2012). Recently, an improved VIKOR method has been suggested with enhanced ac-
curacy in the medical field by introducing a new data normalization method (Zeng et al. 2013).

PRELIMINARIES

Fuzzy Preliminaries

In many real life situations, ambiguity and uncertainty always accompany decision-making process. 
Therefore, it is expected that exact data is insufficient and unsatisfactory for modeling of real-life under 
these situations. Fuzzy set theory, which was first proposed by Zadeh (1965), is an appropriate tool to 
represent and manipulate the imprecision in decision-making problems quantitatively. In the ensuing 
section, some basic concepts are briefly explained (Zadeh, 1975; Zimmermann, 2001). 

• Definition 1:  �A is a fuzzy set in a universe of discourseX x x x
n

= { }1 2
, , ..., . It is characterized by 

a membership functionµ �A x( ) , which is associated with each elementx , wherex is a real number 
in the interval[ , ]0 1 . The function valueµ �A x( ) is termed as the grade of membership ofx in �A .

• Definition 2: The fuzzy set �Aof the universe discourseX is convex, where:

µ λ λ µ µ� � �A A A
x x x x( ( ) ) min( ( ), ( ))

1 2 1 2
1+ − ≥ for allx x X

1 2
, ∈ and forλ ∈ [ , ]0 1 . 

• Definition 3: The fuzzy set �Aof the universe of discourseX is called a normal fuzzy set when. 
∃ ∈ =x X x
i A i

, ( )µ � 1 .

• Definition 4: A linguistic variable is a variable whose values are linguistic terms. Linguistic terms 
(such as very poor, poor, fair, good, very good) have been found to be intuitively easy in express-
ing the viewpoints of a DM as the assessor.

On the basis of definitions 2 and 3, a fuzzy number is a fuzzy subset which is both convex and nor-
mal. Among fuzzy numbers, triangular and trapezoidal fuzzy numbers are the most common used. In 
the present study, trapezoidal fuzzy numbers are preferred for representing the linguistic variables. �A is 
said to be a positive trapezoidal fuzzy number represented by the crisp numbers( , , , )a a a a

1 2 3 4
, where

a a a a
1 2 3 4
< < < , when its membership function is presented as:
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Whena a
2 3
= , the trapezoidal fuzzy number described in Eq. (1) becomes a triangular, which is a 

special case of the first. Trapezoidal fuzzy numbers have been applied in this research since they have 
some advantages over other linear and nonlinear membership functions as follow (Bansal, 2011):

1.  They form the most generic class of fuzzy numbers with linear membership function.
2.  They span entirely the widely discussed class of triangular fuzzy numbers.
3.  They have more applicability in modeling linear uncertainty in scientific problems.
4.  They have conceptual and computational simplicity.

For the calculations of fuzzy numbers, Function Principle Method is used (Chen, 1985). Now, assume
�A a a a a= ( , , , )

1 2 3 4
and �B b b b b= ( , , , )

1 2 3 4
are two positive trapezoidal fuzzy numbers andλ being a real 

number. Based on the Functional Principle, the operations of the fuzzy numbers �A and �B are expressed 
as:

� �A B a b a b a b a b+ = + + + +( , , , ).
1 1 2 2 3 3 4 4

 

� �A B a b a b a b a b− = − − − −( , , , ).
1 4 2 3 3 2 4 1

 

� �A a b a b a b a bB× = ( , , , ).
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Defuzzification Method

Defuzzification is a concept, which transforms a fuzzy number into a crisp value. In this paper, the 
Graded Mean Integration Representation (GMIR) method proposed by Chen and Hsieh (1999) for 
defuzzification is applied.
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Suppose �A a a a a= ( , , , )
1 2 3 4

 is a trapezoidal fuzzy number, l−1 andr−1 are respectively inverse functions 
of l and r (left and right function of trapezoidal fuzzy number), where the gradedα -level value of �A  

is α α α( ( ) ( ))l r− −+1 1

2
 and the GMIR of the fuzzy number �A  is calculated as:
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l r
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the values of l−1( )α  and r−1( )α are a a a
1 2 1
+ −( )α  and a a a

4 4 3
− −( )α , respectively. The solution of 

Eq. (2) can now be determined by replacing the values of l−1( )α and r−1( )α which yields:
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Final value of Eq. (3) is defuzzified value of trapezoidal fuzzy number �A .

THE VIKOR METHOD

Opricovic (1998) proposed VIKOR method, which is a technique to solve multi criteria decision mak-
ing problems. This aids decision-makers rank a number of alternatives by looking at their performance 
scores in the presence of a set of conflicting criteria. This was further developed by Opricovic and Tzeng 
(2002, 2003, 2004, 2007).

Let us consider a MCDM problem in matrix format as below:

DM

C C C

A

A

A

x x x

x x x

x x x

n

m

n

n

m m mn

=











1 2

1

2

11 12 1

21 22 2
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 (4)

whereA A A
m1 2

, , ..., denote the m alternatives facing a decision-maker,C C C
n1 2

, , ..., are criteria with 
which alternative performance are measured and xij is the rating of alternativeA

i
i m( , ,..., )= 1 2 with 

respect to criterionC
j
j n( , ,..., ).= 1 2 For such a decision making problem, VIKOR method introduces 

a compromise solution. In fact, the obtained solution is the closest to the ideal solution, and a compromise 
means an agreement established by mutual concession. To find the compromise solution, VIKOR uses 
the following form of LP-metric:
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where:

1 1 2≤ ≤ ∞ =p k m; , , ,…  

where f
kj

is the value of j th criterion function for the alternativeA
i
andw

j
is weight on the j th crite-

rion which expresses the relative importance of that criterion. The VIKOR method utilizes above LP-
metric for p = 1 (asS

k
) and p = ∞ (asQ

k
) to formulate the ranking measure as below:
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Q L Max w f f f f
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j j j kj j j
= = − −=∞ −( ) ( ){ }* * j n= 1 2, , ,…  (7)

The solution given by minS
k
is with a maximum group utility (i.e., majority rule), and the solution 

provided by minQ
k
is with a minimum individual regret of the opponent (Ebrahimnejad et al., 2012). 

The main procedure of VIKOR technique is described below:

Step 1: Calculate the best f
j
* and the worst f

j
−values of all criterion functions as follow:

f Max f

f Min f
j k kj

j k kj

* =

=−
: for benefit criteria (8) 

f Min f

f Max f
j k kj

j k kj

* =

=−
: for cost criteria  (9)

Step 2: Compute the values ofS
k
andQ

k
as Eqs. (6) and (7) and calculateR

k
by the below relation:

R S S S S Q Q Q Q
k k k
= − − + − − −− −υ υ( ) / ( ) ( )( ) / ( )* * * *1  (10)

whereS− is the maximum value ofS
k
andS * is the minimum value ofS

k
;Q− is the maximum value 

of Q
k
andQ* is the minimum value ofQ

k
. Also, υ is presented as the strategy of maximum group utility 

and (1-υ) is introduced as the weight of individual regret. Although υ can take any value from 0 to 1 
but, in the experiment, it is usually taken as 0.5.

Step 3: Order the alternatives decreasingly by the value ofS
k
,Q
k
andR

k
. Therefore, there are three 

ranking lists.
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Step 4: Propose the alternativeA( )1 , which is ranked the best byR , as a compromise solution if the fol-
lowing two conditions are satisfied:
C1: “Acceptable advantage”:R A R A m( ) ( ) / ( )( ) ( )2 1 1 1− ≥ − , whereA( )2 is the alternative in second 

position of the ranking list byR andm is the number of alternatives.
C2: “Acceptable stability in decision making”: The alternativeA( )1 must also be the best when ranked 

byS and/orQ .
A set of compromise solutions is proposed if one of the above conditions is not satisfied. The set of 

compromise solutions consists of:

(α) AlternativesA( )1 andA( )2 , if C1 is satisfied and C2 is not satisfied.
(β) AlternativesA( )1 ,A( )2 , …, AM( ) , if C1 is not satisfied. Note thatAM( ) is determined by the relation

 R A R A mM( ) ( ) / ( )( ) ( )− < −1 1 1  for maximumM (the positions of these alternatives are close).
The compromise-ranking method (VIKOR) is applied to determine the compromise solution and the 

solution is adoptable for decision-makers in that it offers a maximum group utility of the majority (shown 
by minS ), and a maximal regret of minimum individuals of the opponent (shown by minQ ) (Wang 
and Tzeng, 2012).

PROPOSED METHOD

In this Section, the suggested medical laboratory ranking method is explained.

Step 1. Establishing the Scope and Goal of the Problem: The first step of the algorithm includes 
specifying the objectives. In this study, the goal is to determine the best medical diagnosis laboratory 
based on ISO 15189: 2003—medical laboratories particular requirements for quality and compe-
tence. It is worthy of note that in the last few years, attempts have been undertaken to strengthen 
the application of the international standard organization (ISO) 15189 accreditation, to ensure 
competency and quality of medical laboratories. All countries use ISO 15189 for the accreditation 
of all their medical laboratories in order to be competitive in a global environment (Sierra-Amor, 
2009). It consists of two main parts including:
1.  Management requirements and
2.  Technical requirements.

Each part contains some subsections evaluating various aspects of a medical laboratory. The ISO 
15189 has been used as an effective tool, which is well-known due to its developed teaching system 
contents, competency in scientific technique and logic purpose (Obayashi et al., 2009). Gathered re-
quirements in this ISO, which is based upon the ISO 17025 and ISO 9001 standards (Guzel and Guner, 
2009), provide guidance for laboratory procedures to ensure quality and competence in clinical labora-
tory examinations. However, not all requirements are easily understandable (Fuentes-Arderiu, 2006). 
Successful experiences of administrating have been reported in many countries such as Turkey (Unsal, 
2009), Spain (Bautista-Marín et al., 2012) and Mexico (Sierra-Amor, 2009).
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Step 2. Define a Finite Set of Relevant Attributes and Organizing the Decision Making Group: Ac-
cording to questions of ISO 15189 for medical laboratories, different criteria have been considered. 
Furthermore, three different laboratories as alternatives and three experts as a group of decision 
makers have been selected.

Step 3. Identifying the Appropriate Linguistic Variables: The appropriate linguistic variables for the 
importance weight of criteria, and the fuzzy rating for alternatives with regard to each criterion 
have been expressed in positive trapezoidal fuzzy numbers, as in Figures 1 and 2.

In these figures, “F”, “G”, “W”, “V”, “E”, “I”, and “U” stands for fair, good, bad, very, extremely, 
important, and unimportant, respectively.

Step 4. Construct a Fuzzy Decision Matrix: Assume the fuzzy rating and importance weight of thek
th decision maker as below:

�x x x x x
ijk ijk ijk ijk ijk
= ( , , , )

1 2 3 4
 

Figure 1. Criteria important weight

Figure 2. Linguistic variable for performance
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and

�w w w w w
jk jk jk jk jk
= ( , , , )

1 2 3 4
; 

i m= 1 2, , ,… , j n= 1 2, , ,… . 

Hence, the aggregated fuzzy rating of the i th alternative with respect to j th criterion can be calcu-
lated as below:

�x x x x x
ij ij ij ij ij
= ( , , , )

1 2 3 4
 (11)

where:

x x x
K

x x
K

x x
ij k ijk ij ijk
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3 3 4

1 1
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1

{ }
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∑ .  

The aggregated fuzzy weights ( )�w
j

 of each criterion can be calculated as:

�w w w w w
j j j j j
= ( , , , )

1 2 3 4
 (12)
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w w
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j jk j k jk1 1 2 2
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3 3 4 4

1 1
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Therefore, problem of selection of the best medical laboratory can be concisely expressed in matrix 
format as follows:

�

� � … �

� � … �

� � � �

� � … �

D

x x x

x x x

x x x

n

n

m m mn

=

















11 12 1

21 22 2

1 2








=� � � � �W w w w
n

[ ]
1 2

 

where �x
ij

th rating of alternativeA
i
with respect to C

j
, �w

j
the importance weight of the j th criterion 

j n= 1 2, ,..., holds, �x x x x x
ij ij ij ij ij
= ( , , , )

1 2 3 4
and �w w w w w

j j j j j
= ( , , , )

1 2 3 4
; i m= 1 2, ,..., and j n= 1 2, ,...,

are linguistic variables can be approximated by positive trapezoidal fuzzy numbers.
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Step 5. Defuzzification: This step includes defuzzyfying of the fuzzy decision matrix and fuzzy weight 
into crisp values. GMIR method for defuzzyfying is applied as described previously in Section 3.2.

Step 6. Now the problem is ready to be solved using VIKOR method and to identify the best alternative.

A CASE STUDY

In this Section, the best medical laboratory is selected using the proposed model in the following steps:

Step 1: The aim is to choose the best laboratory among three candidate laboratories (L1, L2, L3) based 
on the ISO 15189: 2003 for Medical Laboratory.

Step 2: Considering different functional areas of a laboratory, three decision makers (DM1, DM2, DM3) 
in the fields of virology, bacteriology, and immunology have been contacted to select the most 
suitable laboratory. In order to avoid excessively long calculations, ten criteria have been consid-
ered in consultation with experts as depicted in Figure 3. In fact, to derive these criteria and the 
gathered data in Tables 1 and 2, we used a semi-structure interview in which permits interviewees 
to illustrate and describe their work in their own words (human linguistic). First, we asked them to 
study the protocol of ISO 15189. Then, a 50-to 60 min interview with each expert was conducted. 
Finally, analyzing the audio recordings, these criteria that were highlighted by the experts were 
identified by the research team. They are explained as below:

• Monitoring: Check up on all work performed in the laboratory to determine that reliable data are 
being generated.

• Training: Assessing the competency of the staff undergoing training.
• Furnishing: All the items of equipment required for medical laboratory services (including pri-

mary sample collection, and sample preparation and processing, examination and storage).
• Software: Documentation and validation of computer software as adequate for the use of the 

facility.
• Storing: Samples storing for a specified time under conditions ensuring stability of sample 

properties, to enable repetition of the examination after reporting of the result or for additional 
examinations.

• Evaluation: Evaluation of methods and procedures for satisfactory results before implementation.

Figure 3. Model selection
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• Developing: Developing a mechanism for deciding the acceptability of procedures not otherwise 
evaluated.

• Planning: An organizational plan, personnel policies and job descriptions for all personnel which 
are done by laboratory management.

• Requirement: The requirements, including the pre-examination and post-examination procedures 
which are adequately defined, documented and understood.

• Condition: Laboratory resources maintained in a functional and reliable condition.

Step 3: Utilizing linguistic weighting variables shown in Figure 1, three decision makers assess the 
importance of the criteria. Also the decision makers use the linguistic rating variables shown in 
Figure 2 to evaluate the ratings of candidates with respect to each criterion. The results of this step 
are shown in Tables 1 and 2 respectively.

Step 4: The linguistic evaluations shown in Tables 1 and 2 are converted into trapezoidal fuzzy numbers. 
Then the aggregated weight of criteria and aggregated fuzzy rating of alternatives are calculated to 
construct the fuzzy decision matrix and determine the fuzzy weight of each criterion, as in Tables 
3 and 4.

Step 5: The crisp values for decision matrix and weight of each criterion are calculated as presented in 
Table 5. As mentioned earlier, GMIR method has been used for defuzzyfying.

Table 1. The importance of criteria from the perspective of decision makers

Decision 
Maker

Criteria

Monitor Train Furnish Software Store Evaluation Develop Plan Requirement Condition

DM1 EI I EI I EI VI VI VI EI VI

DM2 VI I VI VI VI VI VI I VI VI

DM3 EI I EI VI I VI I F F VI

Table 2. Criteria rating of alternatives from the perspective of decision makers

Decision 
Maker

Criteria

Monitor Train Furnish Software Store Evaluation Develop Plan Requirement Condition

Laboratory

DM1 L1 G EG VG G VG VG G G VG G

L2 VG F VG VG EG G F VG G VG

L3 G VG VG G F G G W F G

DM2 L1 VG F G G VG EG F G G VG

L2 VG G F EG G F W VG F EG

L3 W G VG G G F G VG G VG

DM3 L1 F G W G G G F G F G

L2 G F VG EG VG G F G G VG

L3 F G G F VG W G VG VG EG
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Step 6: Finally, the decision problem can be solved using VIKOR method.

The continuation of problem corresponding to algorithm of VIKOR method can be solved as follows:

Step 1: The best and worst values of all criterion ratings are determined as presented in Table 6.
Step 2, 3: The values of S ,Q and R are calculated for all laboratories as Table 7. Also, the ranking of 

the alternatives by S ,Q and R in decreasing order is shown in Table 7.
Step 4: L2 is the best medical laboratory since it is the best ranked by R and satisfies conditions C1 and 

C2 of VIKOR method. Thereafter, L1 is in second place according to R value.

According to the Table 7, medical laboratory 2 has a better service quality performance based on 
the mentioned criteria of ISO 15189. From Table 5, it is clear that Monitoring and Furnishing are the 
most important criteria in experts’ views and medical laboratories 1 and 3 should pay more attention to 
them and other important criteria such as condition and evaluation. Furthermore, laboratory 2 should 

Table 3. Aggregated fuzzy rating of alternatives and aggregated fuzzy weight of criteria

Criteria

Monitor Train Furnish Software Store

L1 (0.40,0.63,0.67,0.90) (0.40,0.67,0.73,1.00) (0.20,0.57,0.63,0.90) (0.50,0.60,0.70,0.80) (0.50,0.73,0.77,0.90)

L2 (0.50,0.73,0.77,0.90) (0.40,0.53,0.57,0.80) (0.40,0.70,0.70,0.90) (0.70,0.87,0.93,1.00) (0.50,0.77,0.83,1.00)

L3 (0.20,0.47,0.53,0.80) (0.50,0.67,0.73,0.90) (0.50,0.73,0.77,0.90) (0.40,0.57,0.63,0.80) (0.40,0.63,0.67,0.90)

Weight (0.70,0.87,0.93,1.00) (0.50,0.60,0.70,0.80) (0.70,0.87,0.93,1.00) (0.50,0.73,0.77,0.90) (0.50,0.77,0.83,1.00)

Table 4. Aggregated fuzzy rating of alternatives and aggregated fuzzy weight of criteria

Criteria

Evaluation Develop Plan Requirement Condition

L1 (0.50,0.77,0.83,1.00) (0.40,0.53,0.57,0.80) (0.50,0.60,0.70,0.80) (0.40,0.63,0.67,0.90) (0.50,0.67,0.73,0.90)

L2 (0.40,0.57,0.63,0.80) (0.20,0.43,0.47,0.60) (0.50,0.73,0.77,0.90) (0.40,0.57,0.63,0.80) (0.70,0.83,0.87,1.00)

L3 (0.20,0.47,0.53,0.80) (0.50,0.60,0.70,0.80) (0.20,0.63,0.67,0.90) (0.40,0.63,0.67,0.90) (0.50,0.77,0.83,1.00)

Weight (0.70,0.80,0.80,0.90) (0.50,0.73,0.77,0.90) (0.40,0.63,0.67,0.90) (0.40,0.73,0.76,1.00) (0.70,0.80,0.80,0.90)

Table 5. Crisp values for decision matrix and weight of each criterion

Criteria

Monitor Train Furnish Software Store Evaluation Develop Plan Requirement Condition

L1 0.65 0.70 0.58 0.65 0.73 0.78 0.57 0.65 0.65 0.70

L2 0.73 0.57 0.68 0.88 0.78 0.60 0.43 0.73 0.60 0.85

L3 0.50 0.70 0.73 0.60 0.65 0.50 0.65 0.62 0.65 0.78

Weight 0.88 0.65 0.88 0.73 0.78 0.80 0.73 0.65 0.73 0.80
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improve its service quality in those criteria which have weak performance to continue to be the best 
medical laboratory. Although it is assumed that all three laboratories are able to improve their service 
qualities, the managers’ viewpoints about each criterion are still a vital issue. None of the criteria should 
be neglected in three medical laboratories. The key to being the best laboratory is pay more attention to 
those criteria which are most important in order of preference as it is viewable in Table 5. A strategic 
recommendation is that to improve the quality it is necessary to focus on the criteria in which have the 
more weight and at the same time enhance the performance of the other criteria. Increasing the quality 
of an especial part does not affect all the system; and it is better to have a balance among all parts of the 
laboratory in a long time.

CONCLUSION AND RECOMMENDATIONS

Laboratory results influence 70% of medical diagnoses. The quality of laboratory service is the major 
factor which directly affects the quality of health care. In this study, a real and applicable method to 
demonstrate how MCDM model can be applied to evaluate the medical laboratory services was presented. 
This was achieved by building an effective model for evaluating the medical laboratories using fuzzy 
set theory and extended VIKOR method. In order to determine related attributes of a medical labora-
tory, ISO 15189: 2003—Medical Laboratories, particular requirements for quality and competence was 
used. The findings proved the application of extended VIKOR and fuzzy set theory techniques can help 
to assess and evaluate the quality of medical laboratories in the presence of multitudes of criteria. This 
may be used in scoring the laboratories which helps to manage the laboratory system in covering and 
meeting the requirement of the standard in quality management system. Furthermore, this study will be 
a valuable and effective contribution for enhancing both qualitative and quantitative criteria selection 
in the field of medical laboratories. The study presents a new and unique approach on the assessment, 
development and advancement in the application of ISO 15189 as an effective tool to medical laboratories.

Table 6. The best and the worst values of all criterion

Criteria Monitor Train Furnish Software Store Evaluation Develop Plan Requirement Condition

 f
i

*  0.73 0.70 0.73 0.88 0.78 0.78 0.65 0.73 0.65 0.85

 f
i

−  0.50 0.57 0.58 0.60 0.65 0.50 0.43 0.62 0.60 0.70

Table 7. The values of S, R and Q for all alternatives and the ranking of them in decreasing order

Laboratory Ranking

L1 L2 L3 By S By Q By R

S 3.62 2.92 4.21 1 L2 L2 L2

Q 0.88 0.73 0.88 2 L1 L1 L1

R 0.73 0.00 1.00 3 L3 L3 L3
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Unlike developed countries, access to the micro-data in developing countries is a major challenge 
due to the lack of free flow of information. This could be assumed as another limitation of this paper. 
Future research could apply the proposed method for experimental example.

Although there are many factors in the ISO 15189, we considered some important criteria in order 
to ignore some unnecessary calculations. This was one of the limitations that was encountered in the 
current study. Another limitation of the current study was an inadequate number of research on the topic 
of laboratory errors (Foubister, 2000) and ranking.

For future research, other MCDM methods such as multi attribute utility theory (MAUT), outranking 
methods, analytical hierarchy process (AHP), analytical network process (ANP), and techniques for order 
performance by similarity to ideal solution (TOPSIS) along with artificial intelligence methods such as 
Adaptive Network Based Fuzzy Inference System (ANFIS) (Shekarian & Gholizadeh, 2013), and Gene 
Expression Programming (GEP) (Shekarian & Fallahpour, 2013) may be applied in this field. Besides, 
considering different linguistic rating variables for different types of criteria can be investigated. Build-
ing and developing a decision making software that is able to rank the medical laboratories based on a 
plat form that works with the suggested method of this paper applying more attributes of ISO 15189 is 
another future direction.
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ABSTRACT

The Delphi technique is being increasingly used in many complex areas where a consensus is to be 
reached. In such an environment, the Delphi technique allows researchers to acquire high quality, un-
biased information from a panel of certified experts. Despite its vast uses, the Delphi method has seen 
a lack of consistent procedural guidance for its application. A review of literature revealed a significant 
variation in methodological approach of the method. The purpose of this paper is to develop a practical 
algorithm for the Delphi study application based on the literature review and the authors’ practiced 
experiences. A few modifications are suggested to make the Delphi study more practical in research and 
decision making. Using the guidelines provided by this paper, it is expected that the reader may better 
understand the appropriate application and procedure of the modified Delphi process.

An Analytical Algorithm 
for Delphi Method for 

Consensus Building and 
Organizational Productivity

Abd Hamid Zahidy
Universiti Malaysia Pahang, Malaysia

Noor Azlinna Azizan
Universiti Malaysia Pahang, Malaysia

Shahryar Sorooshian
Universiti Malaysia Pahang, Malaysia



63

An Analytical Algorithm for Delphi Method for Consensus Building and Organizational Productivity
 

INTRODUCTION

The Delphi technique is being increasingly used in many complex areas where a consensus is to be 
reached (Chan, 2002). Norman Dalkey of the RAND Corporation developed the original Delphi con-
cept in the 1950’s for a United States Air Force sponsored project. The goal of the project was to solicit 
expert opinions, from the view point of a Soviet strategic planner, of an optimal USA industrial target 
system and to the estimation of the number of A-bombs required to reduce the munitions output by a 
prescribed amount (Dalkey & Helmer, 1963). In academic research, the Delphi concept is particularly 
useful for highly controversial or multi-dimensional subjects such as technological, economic, sociologi-
cal or medical (Derian & Morize, 1973). In other words, the Delphi study is well suited as a research 
instrument when there is incomplete knowledge about a problem or phenomenon where there are no 
‘correct’ answers (Skulmosti et al., 2007; Paliwoda, 1983). Hanafin et al. (2007) and Linstone (1978) 
viewed that the method is particularly well suited to highly complex problems in which:

1.  Ethical, political, legal, or social dilemmas dominate economic or technical ones;
2.  Face-to-face contact is not possible or desirable, due to prohibitive financial, geographical or tem-

poral constraints and/or concerns regarding democratic participation;
3.  Precise analytical techniques and exact knowledge are absent and the gathering of subjective opin-

ion, moderated through group consensus, is the only approach available; and
4.  Relevant experts are in different fields and/or occupations and not in direct communication.

The Delphi method uses an iterative feedback technique with a group of experts and is based on 
qualitative research methods. It relies on the opinions of individuals who are believed to be experts on 
the subject under consideration (Schmidt, 1997). The Delphi method is a highly formalized method of 
communication that is designed to extract the maximum amount of unbiased information from a panel 
of experts (Chan, 2002). Moreover, as compared to the traditional surveys and interviews, the Delphi 
method requires participants to have expert certification before the survey process begins. It allows the 
expert to interact anonymously to achieve consensus (Tran et al., 2014). The research data, i.e. expert 
opinions, are typically collected using several rounds of intensive questionnaires, which generate a 
series of qualitative and quantitative data for analysis. The analysis findings then determine the form 
and content of subsequent questionnaires, and so on, until group opinion is formed and declared stable 
(Gupta & Clarke, 1996). Rowe and Wright (1999) characterized the classical Delphi method into four 
key attributes:

1.  Anonymity: Allows the panellists the opportunity to express their opinions and judgments freely 
without undue social pressures from dominant or dogmatic others members in the group, and is 
achieved through the use of questionnaires.

2.  Iteration: Allows the panellists the opportunity to refine their opinions and judgments without 
fear of losing face in the eyes of the (anonymous) others in the group, and are achieved through a 
number of rounds of questionnaires distribution.

3.  Controlled Feedback: Informs the panellists of the opinions of their anonymous colleagues, and 
is presented as a simple statistical summary in terms of a mean or median value.

4.  Group Judgment: Allows for statistical analysis and interpretation of data.
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Therefore, the Delphi technique is useful for situations where individual judgement is to be cap-
tured in order to address lack of agreement on an incomplete state of knowledge (Delbecq et al., 1975; 
Skulmoski et al., 2007). The technique is particularly valued due to its ability to structure and organize 
group communication. The structure of the Delphi technique is intended to allow access to the positive 
attributes of interacting groups. It includes knowledge from a variety of sources and creative synthesis 
of literature while pre-empting negative aspects attributable to social, personal and political conflicts. 
From a practical perspective, the method allows input from a larger number of participations than could 
feasibly be included in a group or committee meeting (Rowe & Wright, 1999). The ultimate goal of the 
Delphi technique is not only to elicit a single answer or to arrive at consensus, but to obtain as many 
high quality responses and opinions as possible on a given issue from a panel of experts to enhance 
decision-making (Gupta & Clarke, 1996). This process enhances the success, credibility, and validity 
of the technique used (Clayton, 1997).

DELPHI PROCESS

Theoretically, the Delphi process can be continuously iterated until reaching a predetermined level of 
consensus, or until no new information can be gained from further rounds of the Delphi processes (Lin-
stone & Turoff, 1975). Brockhaus and Mickelsen (1977) reported that most of the Delphi studies utilise 
three or fewer iterations. Christie and Barela (2005), and Mullen (2003) asserted that a minimum of two 
rounds is required to allow feedback and revision of responses. However, to benefit from the Delphi’s 
purported advantages, a clear understanding is necessary to enable methodological application and 
adaptation (Ayton et al., 1999). Hallowell and Gambatese (2010) outlined a general structure of Delphi 
process that could be applied in research and decision making activities, as illustrated in Figure 1.

Figure 1. Delphi procedure
(Source: Hallowell & Gambatese, 2010)
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DELPHI QUESTIONNAIRE

In the first round of a Delphi study, researchers have the choice to use either an open-ended question-
naire as in the traditional Delphi process or a structured questionnaire or both structured and open-ended 
questionnaire as in the modified Delphi process. It should be noted that the utilization of both approaches 
is an acceptable and a common practice that is frequently found in academic research (Hsu & Sandford, 
2007; Kalaian & Kasim, 2012). Open-ended questions are recognised as beneficial for increasing the 
richness of data collected (Powell, 2003; Okoli & Pawlowski, 2004). However, it could lead to a high 
attrition of experts (Hsu and Sandford, 2007). In the case of a structured questionnaire, the questions 
could also result from issues identified during the literature reviewed (Nworie, 2011).

The use of a modified Delphi process will make sense under two conditions. First, the basic informa-
tion concerning the target issue is available and usable (Kerlinger, 1973). Second, an extensive literature 
review has been conducted prior to the use of a modified Delphi (Hsu & Sandford, 2007; Nworie, 2011).

To guide participants toward the research objectives of our practiced Delphi study, we employed a 
modified Delphi process with the use of a structured questionnaire in the first round. Open-ended ques-
tions are also provided at the end of each perspective. This approach was consistent with the study of 
Smith et al. (2011), Vatalis et al. (2011), Afshari and Yusuff (2012), and Zou and Moon (2014). The 
first round of the Delphi questionnaire was developed from an extensive literature review and our prior 
experience in the related field under study. This instrument consisted of demographic information, ex-
perience, qualifications and other information that would able to confirm the invited participants to be 
experts in the field of study, and the questions to be evaluated by experts. The content of each section 
of the questionnaire was explained clearly including the brief description of each of the items in all the 
Delphi rounds. The participants were instructed to rate the importance of the items using the importance 
scale based on a five-point Likert-scale: 1 = no judgment, 2 = very unimportant, 3 = unimportant, 4 
= important, and 5 = very important. Participants may also be asked to list and describe any other ad-
ditional items or decision alternatives that they think should be included in the evaluation process in the 
provided column at the end of every perspectives asked.

PILOT STUDY

Leedy and Ormrod (2010) viewed that a pilot test of the initial Delphi questionnaire is optional, but 
noted that it may help to identify ambiguities and improve the feasibility of administration of the main 
survey. Skulmoski et al. (2007) highlighted the need to pilot a Delphi questionnaire as to improve its 
comprehension, and to rectify any procedural problems. In a similar vein, Mead and Moseley (2001) 
noted that pilot studies could offer a means to ensure greater rigour, particularly in light of criticisms 
about the design of first-round questions. Linstone and Turoff (1975) stressed the importance to test each 
questionnaire on individuals who meet the participant selection criteria but not involved in the actual 
study. However, Keeney et al. (2001) found only a few Delphi studies reported undertaking pilot studies. 
A literature search revealed no clear guidelines about whether to pilot the whole process, each round, 
or just the initial round. It led to individual variations and lack of reporting of the pilot processes used. 
Quinn and Sulivan (2000), and Meskell et al. (2014), for example, piloted all the five and three rounds 
of their Delphi questionnaires, respectively. In other studies, Cramer et al., 2008; Hung et al., 2008; and 
Valdez, 2009 piloted only the first round of their Delphi studies to increase the validity of the questions.
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To establish the ‘best’ approach to conducting a Delphi pilot study, Clibbens et al. (2012) reviewed 
twenty-five Delphi research papers in healthcare published between 2000 and 2011. The authors found 
two approaches had been used by researchers in piloting the Delphi research. First, the most common 
approach was to pilot the first round of the Delphi study to increase the validity of its questions because 
question design is difficult, and the first round questions are the basis for subsequent rounds. However, 
the authors argued that limiting the pilot study to the first round would lead to failure to test the complex 
processes of analysis and measurement later in the Delphi process. The second approach was to pilot 
all stages of the Delphi processes to make the phrasing of the questions, instructions, and information 
clearly understood. In light of the second approach, Clibbens et al. (2012) considered and tested two 
options: first, piloted each round of the Delphi process immediately before conducting each round of 
the full study, and second, piloted all the rounds of the Delphi process in advance of recruiting to the 
full Delphi study. Table 1 shows the findings of the study.

Following the suggestion and recommendation by Clibbens et al. (2012), we employed a pilot study 
of all rounds of the Delphi study in advance of recruiting to the full Delphi study. The process of the 
pilot study for our practiced research is shown in the following Figure 2.

RELIABILITY AND VALIDITY

Failure to assess the worth of a study, in terms of the soundness of its method, the accuracy of its findings, 
and the integrity of assumptions conclusions made, could have dire consequences which may result in 

Table 1. Benefits and disadvantages of different approaches to piloting Delphi surveys

Pilot of the Whole Study Pilot Round by Round

Benefits • Full review of all aspects of the study gives a 
stronger sense of the whole. 
• Review of all complex processes improves rigour. 
• Avoids the complexity of managing two samples at 
the same time. 
• Avoids unnecessary delays between rounds.

• Full study begins sooner. 
• Gives contemporaneous and round-specific 
feedback.

Disadvantages • Significantly delays the start of the full study. • Causes delays between rounds, potentially 
increasing sample attrition. 
• Causes added complexity by managing two samples. 
• Danger of finding methodological problems in 
round two or three that should have been dealt with 
earlier.

Source: Clibbens et al. (2012)

Figure 2. Flowchart of the pilot study process
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wasted time and effort (Long & Johnson, 2000). In the worst case, such wrong findings could result in 
the adoption of dangerous or harmful practices. For that reason, the evaluation of studies is an essential 
pre-requisite for the application of findings. Traditionally, such evaluation has centred on assessment 
of reliability and validity.

Reliability

Reliability refers the extent to which data collection technique(s) yielded consistent findings. Thus, simi-
lar observations would lead to same conclusions reached by other researchers or there is transparency 
in how sense was made from the raw data (Saunders et al., 2014). There is no evidence in the literature 
indicating the reliability of the Delphi study. Hasson et al. (2000) suggested that criteria for qualitative 
methods could be used in the Delphi study to produce credible interpretations of the findings. In the 
case of the traditional Delphi method, attributes make it impossible to conduct a reliability test as is 
done in quantitative research. This is true because the questionnaire in the initial round of the Delphi 
method is normally in the form of open-ended questions and the reliability test would not be possible to 
apply. Nevertheless, the question arises: how, if in the initial round, the Delphi study uses a structured 
questionnaire, can reliability be measured?

To this end, we argue that the reliability test may be possible to apply in the modified Delphi study 
where the structured questionnaire is used, especially with the use of Likert scales. Therefore, we used 
the Cronbach’s alpha coefficient analysis to test the reliability and internal consistency of each item used 
in the questionnaire. According to Santos (1999), Cronbach’s alpha correlation coefficient is the most 
widely accepted and commonly used statistical tool to assess internal reliability, and, therefore, could 
be used to gauge data reliability.

Validity

Hasson et al. (2000) pointed out that the basis of the Delphi process is the assumption of safety in num-
bers, in the sense that several people are less likely to arrive at a wrong decision than a single individual. 
Then, decisions will strengthened by reasonable arguments that challenge the assumptions, thus help 
in enhancing validity. Goodman (1987) added that the use of participants who have the knowledge and 
interest on the topic under study may help to increase the content validity of the Delphi questionnaire. 
Hasson et al. (2000) asserted that the use of successive rounds of the questionnaire may also help to 
increase the concurrent validity. In our practiced study, the experts were examined based on the pre-
determined criteria, and only those who were qualified were selected and invited to be the expert panel-
lists. Furthermore, the Delphi study was conducted in two subsequent rounds, thus complying with the 
validation criteria proposed by Goodman (1987) and Hasson et al. (2000).

In addition to the above, three more measures of external validity were applied. First, the supervisors 
were consulted to validate the readability, content, ease of answering, and the rating scale used. Second, 
the expert validation of content was used to address validity issues of the questionnaire. A group of 
two experts from an academician’s group was selected to review the first round questionnaire. It aimed 
to ensure that all statements were valid, understandable and practical. All of them had proven research 
expertise in the Delphi methodology, and in the field under study. This expert group did not partici-
pate in any aspect of the full study except in this content validity exercise. Third, a pilot study of eight 
experts who complied with the pre-determined criteria was conducted to test the effectiveness of the 
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survey instrument, establishing the face validity of the developed instrument. Therefore, the instrument 
is considered to have achieved the content validity. Moreover, the use of importance scales for consensus 
building ensured that the measures achieved internal consistency.

PANEL COMPOSITION

The success of a Delphi study clearly rests on the combined expertise of the participants in the relevant 
field that make up the expert panel (Powell, 2003). According to Nworie (2011), expert panelists must 
be experienced professionals who can provide an informed view or expert opinion on issues in their 
given field. They are selected because of their knowledge of their field or the issue being investigated. 
In other words, knowledge in a field, or subject matter area, or expertise of the issue being investigated 
is an essential requirement for participation of an expert panellist.

To understand the expert panel, one must first recognize what an expert is. Merriam-Webster (2005) 
defined an expert as ‘a person with a high level of knowledge or skill in a field’. From this definition, it 
could be understood that an expert is restricted to those with specialized training such as an engineer, 
technologist, or scientist. This definition excludes an individual who derives expertise from real expe-
rience. Cantrill et al. (1996) opposed such a definition, arguing that the definition should include an 
individual with relevant knowledge and experience of a particular field. Needham and de Loë (1990) 
introduced the concept of ‘closeness’ to give more recognition to a variety of experts as shown in Figure 
3. According to this concept, experts can be identified in terms of their ‘closeness’ to a problem or issue, 
and that exists along a ‘closeness’ continuum.

As explained by Needham and de Loë (1990), within the ‘closeness’ continuum, an expert population 
comprises of individuals with subjective, mandated, and objective ‘closeness’. It can be found through 
individuals’ profession, occupation, training, education, experience, and other explanatory variables. 
Individuals (such as industry practitioners) who possess deep experiential knowledge or hands-on ex-
perience in the particular fields are classified as subjective ‘closeness’ and refer to subjective experts. 
On the other hand, individuals (such as academic researchers) who did research in the particular fields 
are classified as objective ‘closeness’ and refer as objective experts. Individuals (such as professional) 
who possess job responsibility in the particular fields are categorized as mandated ‘closeness’ and refer 
to mandated experts. ‘Closeness’, therefore, ensures that the participants bring a wide range of direct 
knowledge and experience to the decision-making process (Powell, 2003).

Accordingly, Andranovoch (1995), Delbecq et al. (1975), Gordon (1994), Linstone (2002), and Rowe 
and Wright (1999) asserted that to achieve meaningful, legitimate and quality Delphi results, the research 
problem and survey questions must be congruent with the interests, knowledge, and skills of participant 

Figure 3. The ‘closeness’ continuum
(Source: Needham and de Loë, 1990)
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experts. Moreover, experts should represent different perspectives on the issue (Kaynak et al., 1994), all 
of which represent to the ‘closeness’ to the subject under study.

PANEL SIZE

The optimal size of participants in Delphi technique has not been established. As a consequence, there 
was a varied opinion on the prerequisite panel size. The impact of the panel size on the accuracy and 
effectiveness of the Delphi process has been studied by Brockhoff (1975) and Boje et al. (1982). Nev-
ertheless, none of the studies found a significant correlation between the panel size and effectiveness. 
In a summary by Rowe and Wright (1999), the size of a Delphi panel in peer-reviewed studies ranged 
from a low of three members to a high of eighty. Some researchers related the panel size with the group 
characteristics. Skulmoski et al. (2007), for example, noted that in the homogenous group, small panels 
of ten experts to fifteen experts are sufficient to obtain reasonable results. Paliwoda (1983), on the other 
hand, asserted that if the group is heterogeneous, it would be practical to solicit up to four panels from 
ten to eighteen members. Powell (2003) clarified that representativeness in Delphi study is assessed on 
the qualities of the expert panel rather than its size because the method does not need a representative 
sample for statistical purposes.

Needham and de Loë (1990) warned that larger populations may result in cost-inefficiencies related 
to time, product, and iteration process, while smaller populations may result in idea-generation paucity. 
In a similar vein, Skulmoski et al. (2007) noted that larger populations may greatly increase the complex-
ity and difficulty in collecting data, reaching consensus, conducting analysis, and verifying results as 
well. In contrast, the larger the populations, the more convincingly the results can be said to be verified. 
Thus, the researcher must appropriately design the panel size as it may affect results quality. The deci-
sion must be based on several factors that have been suggested in the literature. Among the considered 
factors are the purpose of the study (Cantrill et al., 1996), the scope of the problem (Delbecq et al., 1975; 
Powell, 2003), the availability of resources (Delbecq et al., 1975; Powell, 2003), the desired balance of 
expertise (Delbecq et al., 1975; Powell, 2003), if the sample is a heterogeneous or homogeneous sample 
(Skulmoski et al., 2007; Paliwoda, 1983), decision quality or Delphi manageability trade-off (Skulmoski 
et al., 2007), and internal and external verification (Skulmoski et al., 2007).

The Delphi technique traditionally has been identified as best suited for objective ‘closeness’ (Dono-
hoe & Needham, 2009). However, according to Delbecq et al. (1975), to produce higher quality results, 
heterogeneous groups characterised by experts with varied ‘closeness’ and different perspectives on the 
problem at hand, are much better than homogeneous groups. Based on the evidence from literature and 
personal judgment, we formed a heterogeneous group of four independent panels of eight to fifteen mem-
bers each. The basis of this decision is that the panel size is congruent with established methodological 
norms, and allows for potential drop-out (Briedenhann & Butts, 2006). It is also small enough to ensure 
the respondents are all experts in their fields (Pan et al., 1995). The four independent panels were:

1.  Contractors/developers,
2.  Professional engineering consultants (architects, engineers, and quantity surveyors),
3.  Government technical officers, and
4.  Academicians.
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In addition, the selection of panel size is based on purposive sampling on the basis of ‘closeness’ to 
the topic under study (Donohoe & Needham, 2009). According to Polit and Hungler (2013), purposive 
sampling is a non-probability sampling technique where participants are not randomly selected, but in-
stead are deliberately selected to capture a range of group characteristics. This form of sampling based 
on the assumption that the researcher’s knowledge of the population can be used to select individuals 
carefully to include in the sample. Therefore, this size was deemed to be sufficient for the composition 
of highly qualified expert panelists.

PANEL MEMBER QUALIFICATION

A Delphi study does not depend on a statistical sample that attempts to be representative of any popula-
tion. It is a group decision mechanism requiring qualified experts who have deep understanding of the 
issues. Therefore, one of the most critical requirements is the selection of qualified experts. As previously 
indicated, the characteristics required to define an individual as an expert is equivocal. Needham and de 
Loë (1990) provided one of the more interesting insights on the expert selection found in the literature. 
They asserted that two fundamental principles should guide the expert selection. First, experts must be 
representative of the industry or sectoral experience that relates to the subject under study. This criterion 
is measured in terms of demonstrated education and training (natural, social, and engineering sciences), 
profession and occupation (commerce, education, government, industry), and regional and sectoral af-
filiation. In the context of the current research study, firstly, the experts must be representative of the 
Malaysian construction industry. Secondly, the experts must also exhibit recognised authority or sufficient 
expertise. It is measured in terms of standing within disciplines connected to the subject under study 
(academicians), standing within professions sensitive to the subject under study (professional engineering 
consultants), and experience with applied management and research (government technical officers).

Needham and de Loë (1990) emphasized the important of procedural openness in the expert selec-
tion process. Literature related to the Delphi research is rife with examples of expert opinion being con-
sulted and used as an expert panel. Nevertheless, the same literature fails to demonstrate the procedural 
openness for selection of the most appropriate experts. Most of them only mentioned the criteria that 
the potential participants must have to meet. Hallowell and Gambatese (2010) provided one of the few 
examples of procedural openness. They offered a relative point system that allows one to select specific 
expert qualities more appropriate. The point system based on the relative time commitment required 
to complete successfully each of the achievements or experiences. It refers to the best judgment of the 
writers and practices of professional licensing agencies. To meet a minimum level of qualification, the 
panellists’ score should be at least one point in four different achievement or experience categories and 
a minimum of eleven total points in order to qualify for participation.

In the case of the published Delphi studies in the construction engineering management research, 
experts were identified along the ‘closeness’ continuum, and various expert group combinations had 
been consulted. For example, in a study to identify competencies needed for the working environment 
of construction projects, Sabet et al. (2014) established a homogeneous panel of mandated experts as 
represented by the site engineers, project managers, construction managers, and site supervisors. The 
external validation of their expertise was having over seven years of experiences in construction proj-
ects. In their assessment of the effectiveness of risk management of road construction project, Parera 
et al. (2014) established a heterogeneous panel comprised of mandated experts (consultants, project 
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managers), and subjective experts (client, contractors). Zou and Moon (2014) in their development of 
an evaluation framework for measuring the environmental performance of a construction operation, also 
established a heterogeneous panel. But, in addition to mandated and subjective experts as represented 
by government officers, owners, and contractors, they included objective experts as represented by 
academicians. According to Donohoe and Needham (2009), the measure of expert ‘closeness’ and the 
balance of expertise in Delphi study is dictated by research purpose and objectives. On the basis of the 
expert continuum and the participant requirements for a successful Delphi study, a description of the 
selection criteria for each expert panel must be clearly defined (Briedenhann & Butts, 2006). Wright 
(2006) suggested that it should based purposively on their strong interest and knowledge in areas under 
study (Wright, 2006). In addition, Hollowell (2009) noted that the method of selecting expert panels 
should be strategic and unbiased.

In our practiced Delphi study, the fundamental objective was to identify the predictors of success 
and survival for entrepreneurs in the construction industry. It focused on the perspectives of an entrepre-
neurship phenomenon, all of which gleaned from the experiences of construction industry practitioners. 
Participants should be selected to reflect a wide range of opinions. According to Meskell et al. (2014), 
the panellists are experts, assumed to have some special insights that allow them to predict the future 
better than lay people. In addition, the findings of Vick (2002) and Simonton (2014) on the development 
of engineering expertise, indicated that engineering experts reach the height of their expertise between 
career ages of ten and thirty three. It corresponds to chronological ages of thirty five and fifty three. 
Therefore, we set the mandatory requirement for all panels to be that the individuals must have at least 
ten years of professional experience in the construction industry.

To make the study more interesting, beside the mandatory requirement, we set up different require-
ments for each panel as indicated in Table 2. For example, to qualify as an expert of the contractors/
developers panel, an individual must meet at least one of the listed three requirements. It considers 
that registration as a certified professional or committee member of construction association is not the 
mandatory requirement to become a contractor or developer. Holding an advanced degree is also not the 
mandatory requirement to become a contractor or developer. However, this requirement was included in 
the current study, because the nature of the study investigates a new aspect in literature and this requires 
advanced knowledge and experience. In the professional engineering consultants’ panel, the individual 
must meet all the two requirements. In the government technical officers’ panel, an individual must 
meet at least two of the listed three requirements. It takes into account that not all of the government 
technical officers are registered as professional or have presented a paper at conference. Finally, in the 
academicians’ panel, an individual must meet at least four of the listed five requirements. It includes a 
minimum of a masters degree in the fields directly related to the construction industry, assuming that a 
masters degree is a minimum requirement to become a lecturer.

DELPHI ROUND

The objectives of rounds in a Delphi study are to reach consensus by reducing variance in responses and 
improve precision. These objectives can be achieved through the use of controlled feedback and iteration 
(Hallowell & Gambatese, 2010). However, literature provides very little guidance for the acceptable 
number of iteration rounds. According to Mullen (2003), if the sample is small, in most cases, no more 
than one round may be needed. However, to allow feedback and revision of responses, a minimum of 
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two rounds are required (Christie & Barela, 2005; Mullen, 2003). Brockhaus and Mickelsen (1977) 
reported that most studies utilise three or fewer iterations. Dietz (1987) contended that most changes in 
Delphi responses would occur in the first two rounds. Giannarou and Zervas (2014) suggested that the 
Delphi rounds are open to the choices of the researcher. The researcher may prefer to sacrifice rounds 
to guarantee panel participation and continuity (Landeta, 2006). Indeed, according to Mitchell (1991), 
the number of rounds needs to be as few as possible as to eliminate fatigue and time pressure that result 
in high panel attrition. In fact, a highly suggestive is from the outcome of Dalkey’s et al. (1972) experi-
ment that the answers were most accurate on round two and became less accurate on subsequent rounds. 
Therefore, in our practiced Delphi study, the study was limited to two iterative rounds which the aimed 
to allow feedback and revision of responses.

CRITERIA FOR ATTAINING CONSENSUS

One of the aims of using Delphi is to achieve greater consensus amongst panellists (Rowe & Wright, 
1999). Consensus simply means general agreement on the subjects under investigation (Gunhan & 
Arditi, 2005). According to Rowe and Wright (1999), consensus can be determined by measuring the 

Table 2. Requirement for selection of qualified expert

Panel Criteria/Requirement Minimum Requirement

Contractors/Developers 1. A minimum of a bachelor degree in the fields directly related to 
the construction industry, from an accredited institution of higher 
learning. 
2. At least five (5) years registered as certified professional 
engineer, professional architect, professional quantity surveyor, or 
project management professional. 
3. Committee member of a construction or developer associations.

One requirement

Professional Engineering 
Consultants

4. A minimum of bachelor degree in the fields directly related to 
the construction industry, from an accredited institution of higher 
learning. 
5. At least five years registered as certified professional engineer, 
professional architect, professional quantity surveyor, or project 
management professional.

All two requirements

Government Technical Officers 6. A minimum of bachelor degree in the engineering fields, from an 
accredited institution of higher learning. 
7. At least five (5) years registered as certified professional 
engineer, professional architect, professional quantity surveyor, or 
project management professional. 
8. Invited to present at a conference focused on the topic of CEM.

One requirement

Academicians 9. A minimum of a master degree in the engineering or other fields 
related to the construction industry, from an accredited institution 
of higher learning. 
10. Primary or secondary author of at least three (3) peer-reviewed 
journal articles on the topic of CEM. 
11. Invited to present at a conference focused on the topic of CEM. 
12. Author and editor of a book or book chapter on the topic of 
CEM, or infrastructure management. 
13. At least five (5) years registered as certified professional 
engineer, professional architect, professional quantity surveyor, or 
project management professional.

Three requirements
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variance in responses of Delphi panellists over rounds. A greater consensus is achieved when reduction 
in variance occurs. Although the principal aim of Delphi study is to reach consensus among the experts, 
a common practice to measure consensus does not exist (Holey et al., 2007). Hence, many studies have 
used different measurements. Normally, two methods were used to determine when to stop a Delphi 
process, namely stability and consensus (Dajani et al., 1979; Holey et al., 2007). Stability refers to the 
percentage of change in variables between two subsequent rounds, whereas, consensus is measured 
by averaging the chosen percentage values of each factor (von der Gracht, 2012; Dajani et al., 1979). 
Meanwhile, Miller (2006) suggested that consensus can be decided if a certain percentage of votes 
fall within a prescribed range. Therefore, for our practiced Delphi study, we had pre-determined as the 
criteria to reach: a consensus of a median 4 to 5, and 80% or more of respondents rating the indicators 
within 4 to 5 on the importance scale. These criteria are consistent with the works of Smith et al. (2011) 
and Hollander et al. (2013).

CONCLUSION

The Delphi study is well suited as a research instrument particularly in the complete areas when there 
is incomplete knowledge on the matter under study. Despite its vast uses in many research fields, the 
Delphi method has seen a lack of consistency and standard procedures for its application. This is likely 
due to variation procedures among studies found in literature associated with the method. This paper 
suggests a few modifications on the Delphi procedures based on the literature review and the authors’ 
practiced experiences in conducting the Delphi study. Using the guidelines provided by this paper, it is 
expected that the reader may better understand:

1.  The philosophy behind the Delphi study,
2.  Appropriate application of the modified Delphi process, and
3.  Procedures in designing the Delphi process, such as questionnaire design, pilot study, reliability and 

validity of the instrument, selection of expert panellists, panel size, iteration rounds, and criteria 
for attaining consensus.
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Result Validity: Ability of the results of research process to solve the problem.
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ABSTRACT

The following case study evaluates the New Product Development (NPD) techniques utilized by Forest 
City Technologies, Incorporated (FCT). Through insight gathered via interviews conducted with the 
company’s product development and materials purchasing management teams, and supported by litera-
ture, this study attempts to show how Forest City Technologies, Inc. integrates specific components into 
its product development process to: 1. Meet its NPD goals, and 2. Achieve better supplier and customer 
relationships. This study focuses on the components of: NPD models employed by FCT, early customer 
and supplier involvement, NPD-innovation integration techniques, demand change factors during the 
NPD process, and risk-mitigation strategies implemented by FCT during the NPD process. The study is 
segmented into three main sections: Introduction to NPD and FCT, the components of FCTs new product 
development process, and NPD implications on FCTs supplier and customer relationships.

INTRODUCTION

Role of Technology and Analytical Approaches in Manufacturing

The achievement of innovation through the development and marketing of products and services has 
been a key source of competitive advantage for many large and small manufacturing firms in order to 
improve upon operations efficiency. Numerous process modifications, modeling and simulation tech-
niques, and design for manufacturability projects can be found through the academic and practitioner’s 
literature. Managers typically spend much time and resources in prototyping and putting new products 
on the market, constantly weighing the factors that they feel as though will make the products ultimately 
sell or fail (Smith & Rupp, 2015; Wee, Peng, & Wee, 2010; Whitten, 2004; Yao & Carlson, 1999; Zang 
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& Fan, 2007). Essentially, new product manufacturability (NPM) is a strategic fit between the product 
design specifications from the new product development (NPD) team and the actual capabilities of the 
manufacturing/production processes (Fumi, Scarabotti, & Schiraldi, 2013; Helo, Anussornnitisarn, & 
Phusavat, 2008; Hu, Wang, Fetch, & Bidanda, 2008; Ifinedo & Nahar, 2009; Johansson & Sudzina, 2008). 
There are many dynamic factors associated with successful global NPD/NPM strategic ventures that are 
not related to performance factors alone (Baxter & Hirschhauser, 2004; Bhat, 2008; Park & Min, 2013).

As suggested by Durham (2002), manufacturability and related manufacturing research into process-
ing technologies and systems analysis must include evaluation of the environmental and energy impacts, 
as well as the economic considerations. The entire process of manufacturability is complex and requires 
the ability to assess process or systems modifications in terms of their impacts on resource use, at both 
the global as well as the local evaluation. “The need to conduct this assessment on several levels induces 
system complexity. Current models and methods either simplify, provide bulk assessment of events, 
or serve in a reductionist fashion, providing decision-makers with limited information” (p. 37). Poor 
manufacturability due to poor NPD and team integration processes can enact significant costs and loss 
of market share. Managerial integration issues associated with the ability of a firm to accelerate NPD 
activities may have significant impacts on generating initial production start-up problems, increased 
employee morale problems, cost over-runs, increased complexity, delays in quality assurance programs, 
and increased customer dissatisfaction from increased in products’ defects and resultant failures.

Websites and scanning equipment provide not only a direct contact between the organization and its 
customers, but also present an opportunity for innovation in both the manufacturability and delivery/
sell of products. One factor determining whether the organization will use its website for the electronic 
delivery of its products may be the firm’s pre-existing distribution structure and channel relationships. 
Hence, “Some innovative organizations are attempting to provide customers greater value by using this 
technology within their value chain” (Palmer & Griffith, 1998, p.47). Companies can gain significant 
advantage by utilizing the Web and the associated IT technologies of automatic identification and data 
capture (AIDC), especially smart cards, for communication and product management purposes. Informa-
tion sharing within a technical project environment can make use of these tools, such as shared-secret 
symmetry cryptography together with smart-card technology. The access key of a person is carefully 
encoded and stored on a smart card, which can also be used for many other purposes. Thus, for example, 
access records are kept on these smart cards in a distributive fashion and with duplication.

The information intensity of the product/service is a key element, which is greatly aided by the timeli-
ness and accuracy of the associated AIDC-related systems. Highly information-intensive products and 
services require a higher frequency of contact with customers to achieve effective communication that 
may be achieved through the use of RFID and related technologies (Aldaihani & Darwish, 2013; Azadeh, 
Gholizadeh, & Jeihoonian, 2013; Bhamu, Khandelwal, & Sangwan, 2013; Chen, Wu, Su, & Yang, 2008; 
Dutta, Lee, & Whang, 2007; Fisher & Monahan, 2008). “The more information-intense the product, the 
more likely the website will utilize promotional activities to stimulate repeat consumer patronage of the 
site” (Palmer & Griffith, 1998, p. 47). Therefore, the Internet coupled with AIDC systems integration 
offers a method of distribution and project managerial control of information to a vast host of potential 
users. In addition, this union of IT systems can provide accurate and timely information as well. These 
methods of information management strategies are allowing manufacturers leverage and streamline the 
tremendous volume of data flows. As Keller (2002) noted:
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No doubt obstacles abound, but the good news is that Web-based software is now coming to market to 
automate the paper-based processes that make-up strategic sourcing, enabling manufacturers to capture 
data, analyze their spend history and categories, streamline negotiations, and better monitor supplier 
performance and contract compliance. (p. 19) 

AIDC-related technologies and strategic management of innovative product design and manufactur-
ability through project team integration, coupled with better monitoring of supplier performance and 
contract compliance results directly into better product and service quality. The ability to foster these 
trends within a project-team management environment should lead to improvement in both processes 
and products.

As for both manufacturing and service quality, for example, issues of delivery reliability and short 
response/cycle times are frequently cited. In terms of product quality, combinations of product design 
elements with durability and maintainability are common. As suggested by Finch (1999), the definition 
that captures the essence of quality embodies those characteristics that precisely match customer desires.

This occurs through a combination of product design efforts and attention to conformance to specifica-
tions, both linked to customer needs. The need for customer-based information has prompted a variety of 
collection approaches that have evolved into what has become known as customer involvement. (p. 535)

This producer/customer involvement is evident in B2B as well as B2C transactions, as these markets 
have formal dialogue between customer and suppliers through the management of the supply chain. This 
is evident in the business partnering that has been commonplace in most businesses. For example, com-
munication and information systems integration is a vital element of successful Customer Relationship 
Management (CRM) and the Internet allows companies to easily reach millions of customers around 
the world at a very low cost (Rao, Salam, & DosSantos, 1998).

Documentation of the team integration processes coupled with the project management character-
istics as defined in Figure 1 should provide a baseline for comparisons with other manufacturing and 
service concerns. This study should provide the needed baseline in order to formally contrast the more 
traditional, non-AIDC-related industries frequently cited in the project and manufacturing management 
literature for discussion and comparative purposes.

New Product Development (NPD)

Companies need to learn to manage the complex product transitions to sustain their competitive advantage. 
Coordinating supply and demand between two product generations can be a difficult and costly problem. 
The alignment of actions and decisions across different internal groups and across organizations helps 
ensure proper information is being passed. Doing this has the potential to greatly improve the company’s 
ability to anticipate and react to market changes. The field studies conducted at Intel Corp. show that 
while numerous factors affect the rate and success of product transitions, inadequate information sharing 
and coordination among groups is one of the more important challenges to successful transitions. Lack 
of information can prevent managers from adequately assessing the state of the transition and impair the 
effective design and implementation.

Effective new product development strategy is essential for the success of a service or manufacturing 
company. Many companies will utilize scholarly management techniques to achieve successful product 
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development results. These techniques can include Quality Function Deployment (QFD), or the Booz, 
Allen and Hamilton (BAH) model which, according to Bhuiyan (2011) is probably one of the best known 
models that have been developed over the years. However, while companies may share similar aspects of 
new product development strategies, their product development techniques can also be uniquely tailored 
to meet their needs and the individual needs of their customers.

Although new product development is not the beginning of customer-supplier interaction, it is an 
initial introduction of processing capabilities and standards directly related to the customer’s order. 
Therefore, factors that must be considered within new product development can have long-lasting ef-
fects on the future of the customer-supplier relationship, company growth, and competitive advantage. 
These dynamics can include techniques such as innovation integration into new product development, 
early supplier/customer involvement, capabilities and demand change probabilities, and risk-mitigation, 
which are all embedded within various product development stages.

METHODS

With the information gathered from the interviews and analysis, the present author set out to investigate 
the most effective set of tools and/or processes to efficiently transition from one product to another. Forest 
City Technologies, Inc. (FCT) was selected because of its international presence and ever increasingly 
product line in the high R7D environment and its constant need to innovate in its processes and product 
lines in order to remain competitive. A qualitative business case study methodology was employed for 
this chapter (Baxter & Jack, 2008). The current research effort inspects multiple generations of products 
and service and suggests numerous factors that affect the adoption rate and success of a new product 

Figure 1. Conceptualization of related performance metrics and related components associated with 
the processes of NPD/NPM
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and its manufacturability. The major factors general fall into the categories of risks/drivers and demand/
supply. Eventually, through trial and error as well as predictive analytics, both supply risks and demand 
risks can cause a product failure, while successful product introductions depend on a balance of both.

In this chapter, the author first set out to assess the key factors in developing and implementing new 
products effectively. To do so, key players in selected functional groups involved in planning NPD/NPM 
were interviewed at FCT. Basic discussion of baselines from past products was discussed. Managers and 
other professional employees were asked to identify the weak and strong points in the firm’s knowledge 
of the product.

CASE STUDY

Forest City Technologies (FCT), Inc.

Overview and Manufacturing Description

Forest City Technologies, Inc. (FCT), founded in 1956, functions as both a service- and manufacturing-
supplier. The company is predominately a second-tier supplier, though also aids as a third- and fourth-
tier supplier. They 100s of customers in more than 20 countries and have an extensive product base 
that includes over 20 product lines for areas such as aerospace, automotive, and electronic devices. As 
a manufacturing-supplier, FCT stocks many items for sale in bulk. As a service-supplier, they utilize 
just-in-time (JIT) manufacturing techniques and advanced technology for the efficient processing of their 
customers’ products. Essentially, FCT employs a two-way, bi-directional interaction technique in which 
they encourage customer communications to flow back and forth in the order of supplier succession, 
which acts to enhance the supply chain’s functionality and processing flow. The reputation of the com-
pany and its relationships are quite diverse, serving an equally diverse global environment, with many 
complex arrangements of partnerships, technologies, and materials. Several comprehensive product/
service lines deal with a variety of industries (i.e., aerospace, automotive, consumer goods, electronics 
and safety devices, industrial transportation and equipment, lighting and secondary optics, motorsports, 
structural bonding and assembly). The company currently holds certificates in ISO 9001 and 14001.

New Product Development Techniques/Models Employed

While there are many product development models, as well as, new techniques that can augment the 
effectiveness of a company’s NPD strategy, FCT employs a blend of techniques unique to their ser-
vices along with failure mode and effects analysis (FMEA) according to Fran Stack, Vice President of 
Product Development (Stark, 2015). Through the use of failure mode and effects analysis, FCT can not 
only locate root causes in product development failures and solve them, but also assess the likelihood a 
failure will occur later in the developmental process (Lago, Bizzarri, Scalzotto, Parpaiola, & Amigoni, 
2012). Their customized techniques are created within the confines of industry standards and allow them 
to successfully navigate product development stages and challenges that are relative to their services.

They extensively leverage predictive models that use analytics that help valid the models’ usefulness 
through several years’ worth of prior research and performance data. The goal is to seek patterns via data 
mining techniques to seek out relevant critical success factors. Obviously, the accuracy of such predictive 
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models is extremely important and must be based on other external factors than just in-house predictive 
analytics and capacity. Management takes several steps to continually monitor the dynamic changes in 
industrial standards and competitive improvements and efficiency gains for foreign companies.

Early Supplier/Customer Involvement within NPD

Customer and supplier involvement is of great importance to the management of FCT, especially in its 
formulation of product development strategy. Early supplier involvement is a well-known technique 
wherein a more efficient design process can be achieved through the use of the supplier’s experience 
(Biswas & Sarker, 2008; Carvalho, Cruz-Machado, & Tavares, 2012; Chan & Kumar, 2009; Drejer 
& Riis, 2000; Grewal, 2008). How and when the customer involves the supplier is the strategic focus 
(Browning & Heath, 2009; Cabral & Cruz-Machado, 2012; Cavaleri, 2008). Yet, as a service supplier, 
Forest City Technologies has a distinct relationship with its customers. According to Sampson and 
Spring (2012), this need to have a direct and compelling relationship can be studied in part to the Unified 
Service Theory, which basically postulates that the major distinguishing characteristic of services is that 
they possess bidirectional supply chain relationships, based on treating customers as suppliers as well. 
It is then reasonable to assume, that from the service supplier’s perspective, early customer involvement 
can, in its own right, be considered an effective and purposeful technique, and is, in this case, the same 
as early supplier involvement.

Teece and Pisano (1994) offered some additional types of routines in manufacturing that directly 
impact on coordination problems frequently found in manufacturing environments (i.e., gathering and 
processing information, linking customer experiences with product and organizational design choices, 
coordinating factories and component suppliers, and bringing new products to market). As found in this 
chapter, the traditional forces of technological and product complexity, product newness, technological 
uncertainty, design outsourcing, and intentional project acceleration are not the only major forces that 
should be sharing strategic manufacturing management. These forces are not generally cost effective to 
become manageable in the foreseeable future, but project team and technical team integration are cer-
tainly under more control of management and deserve to be treated with dignity and respect. As evident 
in this and Swink’s (1999, 2000) studies, team member integration and technical project management 
are the critical roles that should be leveraged for sustainable competitive advantage.

As a primarily service-based supplier, FCT’s products are driven by the customer’s needs, and are 
birthed from the customer’s expertise as a supplier and management’s experience in customizable ser-
vice applications. The customer’s participation in FCT product development can range from the simple 
submission of prints and specifications, a quote request, or the active participation and communication 
throughout the entire design process. “In some cases, the customer can have a great impact on product 
development, such as changing their specifications many times during the initial design stage, looking 
for a solution!” according to Lemke, Product Administrator at FCT, Inc.

Early raw materials supplier involvement is of lesser concern for FCT due to FCTs solid material 
base and supplier relationships. The company has a wide range of raw materials that are commonly used 
in their applications. These materials are kept to an inventory standard and the proper material for the 
customer’s proposed application is frequently delegated by the service request team, or requested by 
current customers based on their past interactions with FCT. There are times though, that a new or cur-
rent customer requests a material that FCT does not stock, or material specifications that the inventoried 
material does not currently meet. In these rare cases, according to Jack Nunney, Purchasing Manager, FCT 
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relies on its suppliers’ expertise to assist FCT product development professionals in material acquisition 
or material “tweaks”. Material “tweaks” generates a common make or buy decision in which FCT, like 
all companies, makes their decision based on the traditional factors of cost, capabilities, advantage, and 
cultural strategies.

Supplier-Customer Relationship Considerations within NPD

Customer relationship management (CRM) begins with the initial contact between the supplier and 
customer and is cultivated during the product’s life cycle. The ability for a supplier “to adequately meet 
the needs of supply chain customers is paramount for the success of the supply chains” (Wisner, Chan, 
& Keong. 2012, p. 348). This basic goal is of clear focus to FCT management. Fran Stack sums it up 
by stating, “The customer’s needs will dictate the product development.” Though the customer’s needs 
are the main factor in the customer relationship component of product development, management FCT 
does incorporate smaller factors that work in conjunction with this main element to achieve customer 
satisfaction. One such factor is that of feasibility. FCT professionals consider what the customer is 
trying to accomplish, how FCT can help achieve this goal, and the possible impacts of the proposed 
techniques. “In the long-term”, states Lemke (2015), “the feasibility factor can help to cultivate FCTs 
customer relationships.”

Some of the many the factors that FCT must consider for the materials supply component of product 
development are much more specific, though common among manufacturing and service suppliers. FCT 
must match the qualifications required by the customer to the materials supplier. These qualifications 
can include whether the supplier is QS or ISO certified, the quality management system utilized by the 
supplier, as well as delivery performance of the supplier. Delivery performance is a supplier aspect that 
must be made clear to FCT as it can have serious implications for the company’s performance baselines 
of JIT-based lead-times and customer satisfaction.

Innovation Integration into FCT Product Development

FCTs decision to integrate new products and innovative techniques or new manufacturing technology 
is accomplished on a case-by-case basis. According to Fran Stack, the decision is cost-driven. FCTs 
integration strategy is based on what techniques and technologies best serve the customers’ needs and 
provides the greatest return. A second variable in the decision to integrate NPD and innovation is that 
of customer demand. For instance, generally, if the projected quantity per year is relatively small, FCT 
strategy dictates there will be little advantage to “break-in” situations of an innovative process, while it 
is being used for large quantity jobs. This is very much, a simple common-sense approach that provides 
large benefits for the company. Other times, FCT will use innovations to expand their customer base by 
offering new product manufacturing capabilities, increased quality, or decreased product manufacturing 
cost, essentially creating opportunities for new product development, and therefore new sales.

Although knowing when and how to integrate innovative techniques into NPD, can be cumbersome. 
Some research claims there are other challenges service suppliers, like FCT, must overcome, beyond 
those of manufacturing suppliers. According to Sampson and Spring (2012), one challenge presented 
by service suppliers, per the Unified Service Theory, is that of customer stifling on innovation. It is a 
combination supply chain collaboration and innovation that may also lead to opportunities for innovation. 
Collaboration and supply chain management (SCM) are synonymous aspects of each other because they 
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both include communication and teamwork to reach an end goal. A firm’s collaborations with suppliers, 
customers, and their own staff can often improve quality and business practices that fuel growth.

Kohli and Jensen (2012) empirically studied how effective collaborative efforts are within a supply 
chain as it compares to companies demographics, current collaborations, and independent variables that 
had to do with operational techniques. They found that joint planning is another important aspect of SCM 
and its collaboration because it is a direct conversation between buyer and supplier about future actions 
and forecasts. In their studies, the two types of planning are operational and sales/business planning. 
These often coincide with each other because once the sales department has sold a number of units, the 
production department has to fulfill the order in an efficient and timely manner. This information is then 
shared with the various suppliers and planned out over the course of the lead time. This situation allows 
for goal congruence to form among all parties involved and allows for a firm to develop performance 
measures, joint goals and objectives, IT standardization, defining roles and responsibilities of each 
partner, formalizing the nature of information shared, as well as alignment of collaborative schedules. 
The ultimate result is the joint development of an implementation plan (Kohli & Jensen, 2012). Once 
each firm is on the same page and knows each other’s goals/expectations, there is a smooth transition 
into completing tasks and objectives over time.

In the case of FCT, product development team members agree that there is little to no external 
dampening of innovation. In fact, Stack (2015) suggested that there can be more internal inhibiting of 
innovation, than external; which results from pre-conceived notions. Overall, FCT’s NPD innovation 
integration strategy is one of optimization of the factors of cost, productivity, and customer satisfaction 
in a simultaneous fashion through scoring analytics and performance baseline comparisons.

Planning for Production Demand Changes within the NPD Process

FCT’ product development personnel agree that it is very difficult to plan for over- or under-estimated 
quantities. In the product development stage, there are few customer guarantees regarding volume. None-
theless, it is possible to reduce the strain fluctuating volumes may have on the company once the product 
enters its launch phase. FCT uses two particular methods to reduce the impact of capacity instabilities; 
flexibility and a combination of qualitative and quantitative measures.

During product development, FCT personnel determine the processing parameters such as quality 
specs, processing technique, and product characteristics, which enable them to gain insight into full 
production feasibility. Understanding how smooth a product will most likely be processed, FCT can then 
make an educated decision regarding the amount of flexibility the process will offer. FCT also utilizes 
qualitative methods during this phase. They incorporate flexibility into their daily operations as well, 
via scheduling techniques, temp sources, or capabilities changes, so they can better manage process and 
quantity oscillation.

FCTs’ forecasting methods are similar to, and a mixture of, the jury of executive opinion qualitative 
model, and, both time-series, and cause-and-effect quantitative models. Through collaboration, based 
on the product development team’s combined experience, data collection, and factual evidence, FCT 
creates a solid platform to make the best possible decisions regarding processing techniques and related 
quality and cost parameters, relevant to the product. Once the product development begins, the team then 
compares the results to their predictions in order to check the accuracy of their forecast.

During the commercialization phase (BAH model), or product launch phase, the transition from 
conceptual to full-production can be particularly sensitive to fluxes in volume. FCT navigates this period 
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via ‘first-process’ tooling and set-up lead-times. According to Lemke (2015, “FCT-customer communi-
cation is very important during this evolution”. Supplier relationships and supply management are also 
critical in this stage.

FCT New Product Development Risk-Mitigation Strategies

Risk-mitigation is of high-importance to a company’s bottom-line, public relations, and the safety of 
personnel and the environment. According to Jerrard, Barnes, & Reid (2008, p. 22), “the environment in 
which the conception and development of new products takes place is complex and involves creativity 
and risk at a number of levels in a wide range of situations.” During its NPD projects, FCT utilizes a 
few different strategies to ensure these high-risk areas are properly managed. Their varying approaches 
include ISO-14001 environmental management system, FMEA, raw material evaluation, and internal 
and external communication. Their earned ISO-14001 certificate combined with their policies regard-
ing materials that contain harmful ingredients, though environmentally ethical, have very little effect on 
many of their product development endeavors. However, their use of failure mode and effects analysis, 
along with strong communication policies have a much larger impact on managing risk during this phase.

As previously mentioned, FMEA allows FCT to evaluate the chances of a failure occurring upon, or 
after, product launch. Their use of FMEA also means that they can evaluate the “severity, likelihood, 
and feasibility of detecting and intercepting” a failure (Lago et. al, 2012). FCTs product development 
process gives them information they can use to determine these FMEA attributes, which can then be 
analyzed, if needed, to create quotes, troubleshoot processes, or meet the customer’s specifications. Clear 
communication is also used to reduce errors and ensure team members’ and customers’ expectations 
are understood. FCT encourages these communications through empowerment policies, team meetings, 
and customer service techniques.

NPD and Its Implications on FCT’s Supplier and Customer Relationships

Information sharing is a critical part of SCM because it can determine order size, specifications of de-
sign, and even production aspects among employees. It also has a critical role in collaboration because 
it is the actual transference of information from one party to another, allowing them to correctly make 
a decision/fulfill a request by the other. There are three aspects of information sharing including opera-
tions, marketing, and information systems. The operations aspect allows for the buying department to 
collaborate with a supplier based on their own min/max system in order to keep production on time and 
efficient. Marketing collaboration includes “new product introductions, promotional planning, market 
trends data, and customer preferences. “FCTs goal in new product development is first and foremost to 
make a product that meets the customer’s needs” according to Stack (2015). He also suggested that “other 
goals could be to secure the source of supply for a material, try to oust a competitor, and ultimately… 
make more money for the company. After all, it all flows from this; a better community, the ability to 
help employees, and making a positive impact on the bigger picture.” The strategies and components 
involved in FCT’ NPD process are professional, ethical, and effective. Each of the NPD component 
techniques so far discussed has clear benefits for the company, their customers, and their suppliers, 
which helps to achieve their goals.

In particular, the company’s use of FMEA combined with unique product development techniques, 
enables them to provide quality assurance, meet or exceed the customers’ needs/expectations, and maxi-
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mize resource management; even as early as the product development stage. Overall, this allows them, 
and the customer, to achieve competitive pricing, customer satisfaction, and an overall market advantage.

As a predominately service-supplier, they embrace customer involvement in product development. 
This collaboration can lead to improvements in both processing techniques and material formulas which 
benefits FCT, their customers, and their suppliers. Trust can also be nurtured through the supplier-
customer interaction, strengthening the supply chain. Their early material supplier involvement strategy 
has many benefits as well. With the expertise of the material vendor, FCT product quality increases, cost 
can decrease, and the supplier can acquire additional marketing.

Management at FCT demonstrated strategically leverages qualitative determination techniques 
regarding innovation and product development integration that helps ensures the proper process will 
be used to meet each customer’s individual needs while optimizing the technology available. From a 
long-term perspective, this equates to lower costs, higher outputs, increased options, increased customer 
retention, and easier entry. Hence, risk-mitigation strategies used by FCT effectively help to protect their 
community, employees, capabilities, and processes; thus reducing any risk that could flow from them 
through the supply chain.

CONCLUSION

What have been well-documented in the operation management literature that the essential concepts of 
incremental innovation (e.g., improvement of pre-existing products) and radical product innovation (e.g., 
involving new technologies or ideas) processes in general terms are much in demand in any predictive 
modelling exercise in organizational performance. Much of the strategic manufacturing literature sug-
gests that these successful processes are largely supported by reliable information technologies and good 
people (McDermott, 1999; Smith, 2010). These innovations or experiments may provide the founda-
tion upon which the next generation of manufactured products may be made. According to McDermott 
(1999), firms that have large shares in one product generation may not be able to take advantage of the 
new wave of technologies and innovations and, thus, their existence may be threatened. Clearly, the 
benefits achieved by FCT, for them, their customers, and their suppliers, help to solidify their supply 
chain relationships. The strategies, techniques, and component integration within their NPD process are 
incredibly effective and professional. Through successfully achieving their new product development 
goals, they are able to create customer satisfaction and trust. They strive to be a strong link within their 
respective supply chain and undoubtedly have great impact on the success of that supply chain.

FURTURE RESEARCH DIRECTIONS

Companies must learn to manage the complex product transitions to sustain their competitive advantage. 
Coordinating supply and demand between two product generations can be a difficult and costly problem. 
The alignment of actions and decisions across different internal groups and across organizations helps 
ensure proper information is being passed. Doing this greatly improves the company’s ability to antici-
pate and react to market changes. Ultimately, individual companies need to conduct field studies that 
illustrate the numerous interacting factors such as the rate and success of product transitions, inadequate 
information sharing and coordination among groups is one of the more important challenges to successful 



90

New Product Development and Manufacturability Techniques and Analytics
 

transitions. Lack of information can prevent managers from adequately assessing the state of the transi-
tion and impair the effective design and implementation. More research needs to be completed on the 
many nontechnology factors (e.g., accounting on operational processes, inventory forecasting accuracy, 
actual demand, case size, available shelf and warehouse spaces), that aid management in balancing the 
costs/benefits in any NPD/NPM strategic venture.
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Lean Management: Lean management refers to high quality, low costs business environments. 
Companies need to operate in the most efficient and effective means possible to maintain a competitive 
advantage on their competitors. As they strive to make every penny count towards maintaining margins 
on their products, more and more companies are finding the need to implement lean manufacturing 
techniques. However, simply implementing just one technique may not be the leanest strategy for these 
at-risk companies.

New Product Development (NPD): NPD is a universal term to the designing and testing of new 
product ventures. The achievement of innovation through the development and marketing of products 
and services has been a key source of competitive advantage for many large and small manufacturing 
firms. Numerous process modifications, modeling and simulation techniques, and design for manufactur-
ability projects can be found through the academic and practitioner’s literature. Essentially, new product 
manufacturability (NPM) is a strategic fit between the product design specifications from the new product 
development (NPD) team and the actual capabilities of the manufacturing/production processes.

New Product Manufacturing (NPM): NPM is a universal term referring to the inherent complexity 
of manufacturing a new product. In general, manufacturability and related manufacturing research into 
processing technologies and systems analysis must include evaluation of the environmental and energy 
impacts, as well as the economic considerations. The entire process of manufacturability is complex 
and requires the ability to assess process or systems modifications in terms of their impacts on resource 
use, at both the global as well as the local evaluation..

Operations Efficiency: Improving efficiency and reducing waste is a major challenge for hospitals 
and other patient care facilities looking to lower the cost of providing healthcare services. Far and away 
the largest contributor to operational costs in this industry is patient care activities. Since most clinical 
decisions involve managing products and medical supplies, finding ways to more efficiently manage 
supply chain activities can have a big impact on overall operational performance.

RFID-Embedded Technologies: RFID technologies are types of automatic data capture techniques 
that uses a combination of active and passive senders and receivers to collect and store codified infor-
mation for further uses. The implementation of such technologies should lead to improved managerial 
and/or supply chain performance. On the surface, there appears to be few drawbacks to implementing 
such technology into a production process, assuming it enhances performance and improves output of 
the product. The main issues surrounding the RFID applications are whether the initial costs and labor 
required to utilize this technology are worth it, and will result in a positive outcome of revenues.

Supply Chain Management (SCM): In basic terms, supply chain is the system of organizations, 
people, activities, information and resources involved in moving a product or service from supplier to 
customer. The configuration and management of supply chain operations is a key way companies obtain 
and maintain a competitive advantage. The typical manufacturing supply chain begins with raw material 
suppliers, or inputs. The next link in the chain is the manufacturing, or transformation step; followed the 
distribution, or localization step. Finally, the finished product or service is purchased by customers as 
outputs. Service and Manufacturing managers need to know the impact of supply on their organization’s 
purchasing and logistics processes. However, supply chain performance and its metrics are difficult to 
develop and actually measure.
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ABSTRACT

The implementations of successful Customer Relationship Management (CRM) and Supply Chain 
Management (SCM) systems and their associated techniques in order to optimize the analytics avail-
able in any organization are daunting task, especially in a new business venture. Upper management 
must to be committed to focusing these embedded systems in order to enhance supplier integration and 
customer satisfaction. This chapter focuses on the implementation of CRM systems and analytics as 
well as SCM considerations in the new startup of the Hard Rock Rocksino at Northfield Park (HRRNP) 
and the transformation/refinement of their systems over their few years of business. A combination of 
literature research, interviews of upper management, and personal observations, HRRNP has illustrate 
their ability to deal with these challenges in a continuous improvement and lean management approach.

INTRODUCTION

Foundations of Customer Relationship Management and Performance Metrics

The evolution of the concept of Customer Relationship Management (CRM) has vital implications on 
organizations in the 21st century. The basic aim of this strategy is the maintenance of long-term rela-
tionships with customers (Smith, 2010; Smith & Clinton, 2015; Smith & Motley, 2010; Tsai, Huang, 
Jaw, & Chen, 2006; Warden, Wu, & Tsai, 2006). For business success, a healthy long-term relationship 
with the customer is vital for long survival and prosperity. Relationship building and management are 
leading approaches in marketing, with customer relationship management (CRM) strategies are increas-
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ingly necessary in the improvement of the customer lifetime value (Patel & Hackney, 2010; Rigby & 
Ledingham, 2004; Sarkar, et al., 2010; Smith & Smith, 2012). Understanding customer needs and offering 
value-added services are essential factors that set the difference between successful and non-successful 
companies (Urbanskienė, Žostautienė, & Chreptavičienė, 2008). Equally, the importance of electronic 
customer relationship management (eCRM), in considering the customer’s needs in all business aspects 
ensures customers’ satisfaction.

Providing information on customer profiles, data, and history facilitates the strengthening of core 
processes of companies, specifically in service, sales, and marketing (Mishra & Mishra, 2009). CRM 
operating systems typically focus on optimizing profitability and ensuring control over the customer 
by making them feel included in the business operations (Kamakura, et al., 2005). A successful CRM 
system integrates the management of customers groups, enhances loyalty and raises the switching costs 
(Rigby & Ledingham, 2004). The basic concept is that knowledge and basic information concerning 
consumer preferences provides the organization with a competitive advantage. The system benefits both 
customers and enterprises’ employees through needs fulfillment and mutual value creation activities.

Evolutions of Customer Relationship Management

The interest of researchers and organizations in relationship marketing probably emerged in the second 
half of the 20th century with the needs for global competitiveness. The dynamic state of the market and 
the changing service market sector provided significant challenges to the traditional marketing concept. 
These trends have lead businesses to develop software-based optimizing and analytics to better define 
customers’ needs and reduction in costs (Long, 2010; Mohanty, Ravi, & Patra, 2010; Pahlavani, 2010). 
Probably the major disadvantage of traditional concepts is that it did not focus on sustaining long-term 
relationships with market partners and customers (Beldona & Tsatsoulis, 2010; Guo, 2010; Hilmola, 
2010). Changing market conditions necessitate new forms of competitiveness, individual random in-
teraction with competitors, suppliers and customer needs satisfaction (Kamakura, et al., 2005). The 
focus on marketing continually shifted towards maintaining long-term relationships from a focus on 
the business activity system. The shift in marketing from setting prices, creation of goods and services, 
and distribution, to including the marketing mix. Current marketing systems also focus on supporting, 
maintaining and strengthening relationships with other vital market participants. Marketing systems’ 
shift further led to the uprising of eCRM that improves customer management (Smith & Smith, 2012; 
Smith, 2011). These systems are essential in increasing the productivity of companies and maximizing 
customer satisfaction. CRM systems also increase the income earned by companies.

Implementation of CRM

The complete implementation of a CRM-related system per se is not assurance for a change in the activity 
process of an enterprise and the investment on software intelligent systems does not guarantee a return 
on investment (Mohanty, Ravi, & Patra, 2010; O’cass & Fenech, 2003; Oetega, Martinez, & Hoyos, 
2006). Becoming customer oriented is not automatic for an enterprise, and it does not necessarily mean 
an assurance of the loyalty of a customer or benefits to the enterprise (Sarkar, et al., 2010; Urbanskienė, 
et al., 2008). An efficient CRM system comprises of several modules (e.g., sales and service activities; 
customer focused marketing business processes and analytical CRM) (Kamakura, et al., 2005). The 
analytical module evaluates customer data and patterns of transaction for the improvement of customer 
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relationships. The analytical and operational CRM modules provide the fundamental functions of an 
efficient CRM system (Mishra, et al., 2009). Successful implementation of CRM involves significant 
transformation of an organization since managing customer relationships is complex and involves several 
operations (Patel & Hackney, 2010; Rigby & Ledingham, 2004). The implementation of a CRM system 
is only a component of the overall transformation process. To ensure full transformation, an organization 
has to adopt new methods of interacting with its customers. Moreover, other important organizational 
aspects of the business, such as strategies, employee training, business processes and top management 
support, need to align with the implemented CRM system (Baran, et al., 2008).

There are at least 6 iterative processes essential in the implementation of a CRM system (Mishra & 
Mishra, 2009). These iterative processes include exploration and analysis, visioning, building the busi-
ness case, planning and design of an efficient solution, implementing and integrating the solution, and 
realizing the value, to ensure further successful implementation of a CRM system of the application. 
The complexity of the project deeply influences the success of its implementation (Swink, 1999, 2000). 
According to recent literature research, an efficient project has a reduced project scope, reduced com-
plexity and a tailored application (Baran, et al., 2008). It is, therefore, imperative for project designers to 
ensure that the system scope is small and reasonable. This can occur through phasing the functionality 
of the software through a series of systematic implementation phases (Urbanskienė et al., 2008). In the 
same way, to lower the risk of the project, the designers need to reduce the customization of the CRM 
application system’s functionality. The business operations need to be the determinant of the scope of 
functions that the CRM application implements (Baran, et al., 2008). To ensure the initial and long-term 
success of a CRM initiative, organizations need to begin with fast, specific and profitable attempts.

Another strategy vital in the implementation of an efficient CRM system is to understand customer 
requirements; fulfilling those requirements in a manner that exceeds their expectations to retain customers 
and attracting new customers by the use of marketing approaches that are customer specific (Mishra & 
Mishra, 2009). The total commitment of the whole organization is essential for this system. Conventional 
CRM systems use information technology to track the interactions of a company with its customers. An 
analysis of these interactions is necessary for the maximization of the lifetime value of the customers 
and maximizing customer satisfaction (Aeron, Kumar, & Janakiraman, 2010; Cao, Kambayashi, Wang, 
& Zhang, 2004; Castaneda, Rodriguez, & Luque, 2009; Chan, 2005). The system is popular with large 
companies with a massive customer base, but with low business value for each customer (Blake, Neuen-
dorf, & Valdiserri, 2005; Bourlakis, Papagiannidis, & Fox, 2008). The system helps the companies in the 
identification of customers with significant revenues for every marketing dollar spent. These customers 
typically require very little cost to attract (Baran, et al., 2008). In an analysis of a company’s customer 
base, this customer usually contributes to about 85% of the total profits of the company, and yet comprise 
of only 15% of the customer base (Kamakura, et al., 2005).

Benefits of a CRM System

It is imperative for an organization to select a CRM system that increases its business value. There are 
a number of analytical methods in which the value of a business promotes cost reduction, ultimately, 
enhances incremental improvement of income per customer. Specially, CRM analytics is a type of online 
analytical processing that serves very similar functions that the more traditional field of data mining 
techniques perform. In a world of increased memory and speed, via better connectivity of websites, much 
of the transactional data associated with purchases can be combined with other databases to detect pat-
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terns in consumer behavior. Therefore, there is true value perceived by companies to engage software 
developers to deliver products that perform such pattern analysis.

Automatic identification and data capture/collection (AIDC) and associated information technologies 
are more than just bar codes. They are a variety of technologies that offer both strengths and limitations 
based on the jobs they are required to perform, and include magnetic stripe, radio frequency identification, 
biotechnology, and voice data entry. AIDC technologies are the terms used to describe the direct entry of 
data into a computer system, programmable logic controller (PLC) or other microprocessor-controlled 
device without using a keyboard via direct human input. In addition, AIDC technologies provide a reliable 
means to both identify and track items – characteristics that are the hallmarks of modern e-commerce. 
Through AIDC, it is possible to encode a wide range of information -- from basic item/person iden-
tification to comprehensive details about the item/person in a read/write format. For example, a MIT 
Auto-ID project was recently spearheaded by some of the world’s largest consumer packaged goods, 
retail and computer companies -- International Paper, Procter & Gamble, Sun Microsystems, Unilever 
and Wal-Mart -- and supported by the Uniform Code Council (UCC), a standards-generating body that 
represents companies in 23+ industries (Smith, 2011). The management of information technology (IT) 
as well as business is greatly concerned about promoting linking and connectivity in organizational 
structures. In its simplest form, management must link products to orders and orders to shipments and 
shipments to payments.

Cost-reduction results from an automated sales process decreased customer management costs and 
automated process that improve total effectiveness. An increase in income is due to high sales ratios, 
improved management of customer information and improved quality of sales. Traditional systems 
store customer information in potential disparate applications (Mishra & Mishra, 2009). It is essential 
to consolidate the customer information, analyze, clean, and distribute it to various customer access 
points within the organization (Baran, et al., 2008). This ensures that all organization stakeholders have 
access to a single version of the customer information (Kamakura, et al., 2005). Once the organization 
has a single source for the customer information, reducing the churn-rate and enhancing the customer 
experience is a possibility (Blake, et al., 2005; Bourlakis, et al., 2008; Smith, 2010; Urbanskienė, et al., 
2008). The churn rate measures the proportion of customers who stop using the products of the company. 
This information is applicable in sales, marketing and customer service departments. Previously stored 
information is essential for future customized selling or personal recommendations to customers. This 
information also facilitates cross selling and up selling. Such systems are essential in facilitating an orga-
nizations understanding of the market demand for design of products and thus facilitates decision making 
(Smith, 2011; Smith & Clinton, 2015; Smith & Motley, 2010). Such systems improve sales forecasting, 
standardization of sales and marketing operations and team selling. It should also improve the marketing 
operations such as campaigns (Urbanskienė, et al., 2008). The recorded data on product information, 
customer data, prospective customer preferences and information on marketing, scheduling and tracking 
direct communication on marketing are essential (Baran, et al., 2008; Smith & Clinton, 2015;).

Identification of profitable customers and affording them preferential treatment to enhance customer 
loyalty is also possible with an efficient CRM system. For employees of organizations, the CRM systems 
help to facilitate carrying out his responsibilities (Smith, 2011; Smith & Clinton, 2015; Smith & Motley, 
2010). As a direct result of improved productivity, the employee earns a higher salary. The formation 
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of the CRM process typically comprises of three fundamental items: setting the goal of CRM, choosing 
partners or a team, and choosing or creating the CRM-embedded program. An organization’s profitability 
relies heavily on customer retention has a significant impact on firm profitability (Mishra et al., 2009). 
Research shows that improving customer retention by one percent results in a five percent improvement 
on the value of a firm (Baran, et al., 2008). Ultimately, organizations prioritizing the maximization of 
life term value generally focus on client retention.

Toma, Mihoreanu, and Ionescu (2014) discussed the need for innovation for the CRM sector of 
businesses. Through an empirically based research, they investigated the roles of CRM and innovation 
capability. In general, as previously stated, many companies are not using the right amount of technologi-
cal advancements as they could to improve the innovation of their CRM departments (Patel & Hackney, 
2010; Rigby & Ledingham, 2004). This situation may cause a serious problem for companies to optimize 
their operations and maximize profit since customers are not being satisfied in the best way possible as 
well as market shares not being as high as possible. Toma, et al. (2014) used methods studied by previ-
ous researchers in order to measure success. These include methods to measure marketing innovation, 
administrative innovation, and service innovation. Their experiment focused on improving a company 
by focusing their development on innovation. They suggested 5 major areas where innovation can be 
used to improve customer relationships; the first area dealt with the need for information sharing. In a 
previous study, Verhoef (2003) and Lagrosen (2005) found that manufacturers can launch more new 
products and services by using information from clients gained through CRM. This incitation supports 
their hypothesis that innovation is a necessity to improve CRM.

Another example that Toma, et al. (2014) explored is the fact that information sharing between 
manufacturers and clients enables manufacturers to adopt technologies that can improve CRM even 
more. The second major area researched was customer involvement. Customer involvement in the new 
product development stage has been recognized as a key component of the new products success. They 
found that customer involvement has had a positive effect on product innovation for CRM. The third area 
that was discussed is long-term partnerships in CRM. This concept involves having strategic alliances 
and joint-ventures in order to successfully form a long-term sustainable relationship. This supports their 
research since having a long-term partner; companies are able to use the innovative process between the 
companies to support their goals. This is helpful in maintaining a competitive advantage over other firms.

The fourth section that Toma, et al. (2014) discussed was joint-problem solving. It is inherently easier 
for manufacturers to improve product quality and technical process ability when customers voluntarily 
provide assistance to solve product design or technical process problems. Perhaps having a CRM-embedded 
system that involves customers in their problem solving will improve their chances at development. This 
is an innovative analytic to improve CRM, which will higher their competitive advantage. Ultimately, 
managers utilize innovation to improve CRM and their completive advantage is through technology-based 
CRM. By having innovation applied to technologically advanced method for customers to complain, 
complement, and ask for assistance, and so forth, a company will gain a competitive edge. By being 
technologically advanced, managers will be able to provide real-time responses’ that will improve the 
relationships between customers and employees.
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METHODS

Case Study: Hard Rock Rocksino at Northfield Park (HRRNP)

Company Background

The Hard Rock Rocksino broke ground in late December 2012. It is located at Northfield Park, North-
field, OH, near Cleveland, OH. This was a joint venture between Brock Milstein, owner of the Northfield 
Park Race Track, Hard Rock International, and The Seminole Tribe of Florida. The US$268,000,000, 
220,000 square-foot facility, took just under one year to build (Barker, 2014). Since it was such a new 
company there is not much to their background; they are building their background as I-type. Routine 
decision-making in their operations management decisions, changes, and improvements are an ongoing 
state of flux as they normalize their operations within a 5-10 years range.

This facility contains a 1,822-capacity concert venue, a 302-capacity comedy club that may be used 
for banquets, trade shows, and other special events, 4 restaurants, a traditional Hard Rock retail shop, 
and 3 bars. However, these amenities are pale in comparison to what makes the Hard Rock Rocksino 
at Northfield Park (HRRNP) successful. The revenue generated by HRRNP is generated by the 2,279 
video lottery terminals (VLTs) on the Rocksino floor. Although the money is made through the VLTs, 
the operations management techniques of HRRNP are mostly focused on the non-gaming aspects pre-
viously mentioned. Upper management of HRRNP generally understands that getting people to come 
gamble is easy, but the mission of Hard Rock International and HRRNP is “To spread the spirit of rock 
‘n’ roll by creating authentic experiences that rock!”

Qualitative Business Case Study

The qualitative business case study is an approach to research that helps the exploration of a study of 
interest within its context using a variety of data sources. This ensures that the issue is not explored 
through one lens, but rather a variety of many possible viewpoints to help to reveal and understand the 
concepts associated with the study. According to Baxter and Jack (2008), one of the common problems 
associated with a case study is that there is a tendency for researchers to attempt to answer too broad 
questions or topics with too many objectives. To avoid this problem, Yin (2003) and Stake (1995) have 
suggested that placing boundaries on a case can prevent this explosion from occurring. This case is 
bounded both by time and place and by definition and context; namely, only one company, dealing with 
CRM-embedded systems requirements and analytics and issues of SCM performance, especially in 
dealing with issues of integration/collaboration for a new business venture.

CASE DISCUSSION

SCM Techniques

The SCM techniques strategically focused by HRRNP embody that mission statement and employ com-
mon techniques such as vendor-managed inventory systems (VMI) and supplier integration. The numbers 
posted for March by the Ohio Lottery Commission show that HRRNP has 44% of the regional market 
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share (“The Ohio Lottery,” 2015). Senior VP of Finance and Operations at HRRNP, Jeff Michie, predicts 
that when the numbers are out for April, he expects to see that they now have 48% of the market share 
(Michie, 2015). This would not be possible without management commitment to full integration of the 
supply chain and operations management techniques most focused on by HRRNP.

Problem Definitions

In essence, as evident in the previous research and discussion, CRM has as its centerpiece goal to en-
hance customer loyalty; hence, how to gain customers and keep them loyal? (Sarkar, et al., 2010; Smith 
& Smith, 2012; Smith, 2010, 2011). In order to accomplish this task, a business must know the value of 
each customer. Naturally, a business cannot retain all of its customers, but they can try to retain the loyal 
ones; namely the customers with the highest customer lifetime value. With this being said, the problem 
that was concluded by Rigby and Ledingham (2004) was that the generally accepted CRM model was 
not being fully used properly. Both employees and customers are not satisfied with their service, and 
this leads to high-job turnover. Thus, hoteliers are reluctant to invest. According to research conducted 
WIPRO Consulting Services, Inc., the primary three reasons supply chain transformations fail are fall-
ing into the “leading practices” trap, relying on the “Big Bang of Technology” as the main driver, and 
failing to address organizational issues (“WIPRO Consulting Services,” 2011). Perhaps the biggest SCM 
problem faced by HRRNP is simply that they are new. A new venture company that has recently opened 
its operations to the public cannot expect to be perfect in understanding and satisfying its client base. 
Management needs to concentrate on continuous improvement in every aspect of its SCM partners and 
customers as true stakeholders in its operations.

As suggested by Senior Vice President of Finance and Operations at HRRNP, Jeff Michie, says that 
with 44% of the market share, it would be easy to get complacent but that would ultimately turn in to 
getting stagnant, and that’s never good for business (Michie, 2015). When asked how difficult it was for 
upper management to stay focused on their core management values during the hectic time of planning, 
construction, and their first year, Michie stated it was not as difficult as one might imagine. Initially, 
there was a relatively small group of about 40 people involved in the planning and pre-opening process 
that were very close and committed to the management techniques laid out for them by former President 
Jon Lucas (currently Executive Vice President of Hotel and Casino Operations for Hard Rock Interna-
tional). The problem that HRRNP needs to focus on, as suggested by Michie, is ensuring the principles 
of continuous improvement are adhered to. Their core SCM values are embedded in the various aspects 
of continuous improvement and becoming leaner in their operations over time.

SCM Techniques Focused on by HRRNP

Although one might think that supply management in a company that does not manufacture or even 
actually sell tangible products would not be a major concern, to the management team at HRRNP, it 
is a major concern in strategic planning and operations. The company operates 4 restaurants, 3 bars, a 
retail shop, and 2 entertainment venues within HRRNP. It is important to keep in mind that while the 
company does not sell a tangible product, they sell an experience; hence, the various nongaming outlets 
within HRRNP are part of that experience and, if management is successful, promotes customer reten-
tion and value. Although the various nongaming revenue accounts for less than 2% of total revenue for 
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HRRNP, a nongaming outlet running out of a product or serving a poor quality product can tarnish the 
entire customer experience.

Director of Purchasing at HRRNP, Karen Roush, has a very distinct philosophy when it comes to 
supply management, “garbage in, garbage out” Roush (2015). When asked what it was like developing 
a supply chain from the group up for the new venture, Roush stated that it was quite a challenge. Corpo-
rate only mandated that they use 2 vendors, US Foods and Office Depot; everything else was up to her. 
Management at HRRNP made a strong effort in the beginning, and still makes an effort today to source 
from local vendors, minority vendors, and small businesses, while still trying to find the best product at 
the best price. According to Roush, creating and maintaining good relationships with suppliers is the most 
important aspect of what her purchasing team does. Although using a vendor that is not as cooperative, 
but has the lowest price may occur, it would be due to special circumstances that the company would 
deal with such a vendor without establishment of good working relationships. The purchasing teams at 
HRRNP focus on sourcing from vendors that are willing to cooperate and collaborate to make sure both 
companies are mutually benefiting. Since HRRNP does not have an onsite warehouse, they receive 6 
days a week and about 75% of buys are based on the JIT model. Roush stated that she is currently work-
ing on a proposal for an onsite warehouse. Based on her calculations, the cost savings of being able to 
make bigger purchases would outweigh the overhead costs of a warehouse. This would allow them to 
be leaner in operations, especially concerning supply management considerations.

HRRNP uses the Stratton Warren System (SWS) for their purchasing and inventory system. Appli-
cations of SWS allow users to leverage the power of aggregate procurement across all departments and 
locations (Agilysys, 2016). SWS is a popular technology-based solution that helps manage the entire 
process from requisition to invoice, allowing automation to reduce tedious and time-consuming, error-
prone paperwork and record keeping activities. To get an opinion of the benefits of SWS, an interview 
with a full-time employee that routinely uses the system was completed with Food and Beverage Buyer 
for HRRNP, Shellie Lovell. When asked on a scale from one to ten, how productive would the purchas-
ing department be without SWS, she responded with the answer, “-2” (Lovell, 2015). Lovell went on 
to explain that, “Because of the little amount of revenue we make off of our food and beverage outlets, 
the cost of purchasing on an old paper system wouldn’t even make it worth it to have restaurants here.”

While managing the supply efficiently is important, it is not what generates revenue for HRRNP. 
Obviously, it is the gaming activities that attracts and creates value for the customer. The value proposi-
tion at HRRNP needs to be significantly attractive in order for consumers to choose to spend their dis-
cretionary income at HRRNP instead of at a competitor or even at the movies. CRM-related operations 
are absolutely important operations management techniques and analytics at HRRNP in order to “To 
create authentic experiences that ROCK!” Michie, 2015). That is the mission of Hard Rock International 
and Michie explained that they strive to fulfil this mission by focusing on CRM on two fronts, “front of 
house” and “back of house” operations that are totally seamless and transparent in the firm’s customers.

“Back of house” responsibilities typically dwell within a massive customer database, with a single 
employee managing the database and 3 people that analyze the information and applications derived 
from its operations. HRRNP uses CRM-related software called Casino Market Place (CMP). According 
to HRRNP’s CMP Database Manager, Vincent Green, “CRM in any casino would be impossible without 
CMP or a product like it” (Green, 2015). Listed in Table 1 are some of the primary benefits associated 
with implementing CMP (“Bally Technologies,” 2015).

Green (2015) gave me his own opinion of the primary benefits of CMP. Green’s response after reading 
the list in Table 1 suggested that their system’s application of CMP was that it was relatively easy to use. 
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“Our Players Club reps don’t have to be computer geniuses to input tags on player accounts, but the real 
primary benefit of CMP is being able to extract the information in the CMP database for analysis.” Green 
further explained that Players Club representatives can “tag” players with keywords based on location or 
related interests, to name a few examples of keywords. Then, in utilizing the Back of House application, 
Green would be able to extrapolate all players’ data (i.e., age, birthday, gender, location, frequency of 
visits, amount bet/won per visit and other tags and use that information to segment players for market-
ing purposes). With a database of almost 350,000 customers, the ability to segment these consumers 
and target market them is priceless. The analysis of the database allows for evaluating a promotion or a 
mailer to find out return on investment and is used to calculate customer value determination.

CRM-related in the Front of House applications are quite different in access and use. Through 
HRRNP’s Rockin’ Service™ training program, team members who interact face-to-face with guests 
are trained to give every guest that little something extra that sets them apart from other businesses. 
President of HRRNP, Mark Birth, “attributes The Rocksino’s tremendous success and multiple awards 
won in 2014 to the ability of the team members to take their Rockin’ Service™ training and make sure 
every guest leaves feeling like a rock star” (Birtha, 2015) This aspect of HRRNP’s CRM does more 
than help provide good guest service though. HRRNP’s Learning and Development Manager, Bonnie 
Garlock, is currently working on developing an even more detailed Rockin’ Service™ training program 
that is tailored to each department (Garlock, 2015)

Working simultaneous with CRM-embedded system is HRRNP’s service response logistics. Although 
perfection is strived for, not every experience can be perfect. At HRRNP every guest survey is input 
into a system, analyzed, and feedback is provided to department managers so they can continue to know 
what works and focus on areas that need improvement. During peak business times, Rocksino Hosts will 
interact with guests in line at the buffet, the cage, or guests waiting on jackpot payouts to manage that 
service issue so that it doesn’t turn into a guest complaint. Although The Rocksino does have special 
queues for their “high roller” players, they are clearly marked to alleviate the irritation it may cause for 
other guests. HRRNP also uses cross-training and information sharing techniques among its employees 
to manage service capacity. Specifically, team members in “The Café” have been cross-trained to work 
in “The Rock Shop” when necessary and security officers have been cross-trained to help valet duties 
during peak times. When a guest complaint is received, it ends up on the desk of HRRNP’s Guest Service 

Table 1. The major benefits of CRM software enablers (i.e., Casino Market Place or CMP). Adapted 
from Bally Technologies (2015)

Primary Five Benefits of CMP according to the Bally Technologies Website

CMP`s array of products operates in a Windows® PC environment and provides player-tracking, bonusing, promotions, and cage and pit 
accounting

CMP was developed by a team of gaming-industry experts experienced gaming. The software applications are relatively simple as CMP 
is an easy-to-use tool that helps improve the company’s operation.

CMP`s Bally Power Rewards™ software gives managers the tools to create an array of exciting slot promotions that can be fully 
automated from PCs or mobile devices.

CMP fully supports Bally Power Bonusing™, an award-winning suite of superior cashless gaming products, as well as the Elite 
Bonusing Suite™ of player-centric solutions that drive coin-in.

CMP allow credit and collections needs to be met.
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Specialist, who reaches out to the guest and does whatever she reasonably can to resolve the complaint 
to the guest’s satisfaction.

Important in the SCM systems at HRRNP was the development of lean management strategic ini-
tiatives. Michie (2015) explained that this initiative was gaining more momentum as their operations 
techniques and management mature. With more experience, every department has been able to see where 
they can cut costs without cutting quality and that will only improve over time. Roush (2015) suggested 
that her purchasing department has not made as much progress in that area as she would like but there 
has been some significant milestones reached. To resolve this she is putting a special staff training em-
phasis on sourcing more bids, negotiating lower prices, and finding discounts that vendors don’t openly 
offer unless they are asked for (Roush, 2015). The two most significant areas that the Rocksino has been 
able to become more lean in are workforce empowerment, the cross-training of team members to help 
avoid overstaffing, and cost savings at the executive level. HRRNP opened its doors with a President, 
a General Manager and 4 Vice Presidents of various departments. Michie (2015) explained that that is 
how essentially all casinos operate. The collective experience and knowledge base is necessary in the 
planning, development, and initial implementation of management strategies, but after time it’s not, and 
people move on and go open other casinos (Michie, 2015). HRRNP now has a President, a Senior VP 
of Finance and Operations, and currently looking for a VP of marketing at the time of the interviews.

Areas of Improvement

For a business that has only been operating to the public since December 2013, every area could be 
considered an area for improvement but as discovered throughout the various discussions with upper 
management, they already put an emphasis on continuous improvement. The one area that may need 
addressing is in the area of knowledge management systems and the need to retain valuable knowledge 
workers. From the supervisory level and up, gaming industry employees generally do not stay at one 
casino for more than a few years. When they leave they are taking a vast amount of knowledge with them 
and at HRRNP, that knowledge and experience is not as well documented in any easy access database or, 
in some instances, there may not be a simple training guide for certain tasks. These issues were brought 
to the attention of Michie and he acknowledged that there is still much work to be in done in those areas 
to improve organizational abilities to properly train and retain knowledge workers.

CONCLUSION

CRM systems integrate customer groups’ management and relationship marketing. Understanding 
relationship management is essential in the implementation of CRM systems. These systems integrate 
new communication strategies among customer groups and create a communication platform with the 
customers. CRM is fundamentally a business strategy that develops customer relationships and results 
in optimal productivity, increased income and meeting customer needs. It incorporates multimedia use 
and integration of technological resources and activities of a company. The aim of CRM systems is to 
maximize customer satisfaction. From the analysis of the different systems at KeyCorp and Progressive 
Corporation, it is obvious that CRM systems are essential for increased income and productivity. Though 
the companies use different strategies, the outcomes are similar, maximized customer satisfaction.
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After interviews, personal observations and experiences, it is fairly clear that there is an aspect of 
continuous improvement in every SCM and CRM strategic initiative and associated supports techniques 
at HRRNP; from supplier relationships to organizational changes to analytics to face-to-face customer 
service. As noted by Michie (2015), “The worst thing a successful business can do is become compla-
cent, and as people come and go here, I hope that never happens.” I wouldn’t be surprised at all if the 
OLC numbers that are posted for April reflect the 48% regional market shares that Mr. Michie predicts.”

FURTURE RESEARCH DIRECTIONS

As McDermott (1999) commented, “Across all the projects, there was a persistence among team believ-
ers that simply would not let the projects die” (p. 638). There appeared to be both a strong champion 
as well as a strong sponsor, usually a director through the CEO that provided the encouragement and/
or financial backing to the projects when traditional sources were eliminated. This trend was especially 
true in projects requiring long payback periods. Unfortunately, many projects that are viable and possibly 
essential for the long-term survival of the firm may be denied due to the need for short-term high rate 
of return mentality exhibited by the “Wall Street” mentality found in many service firms.

Rather than based on promises of specific economic payback hurdles, sponsors commonly cited contin-
ued investment on a gut feel that the project could have significant impact on the long-term success of 
the firm. Without a sponsor, many of the projects would have “fallen between the cracks” of the existing 
businesses of their corporations. The sponsor of each of these projects worked to keep them alive (even 
unofficially), and encourage business units to adopt them. (p. 638-639)

Hence, much of the research by McDermott (1999) that it is critical, regardless of all the other factors, 
someone within the firm with a position of power must be willing to identify and promote high-risk, 
high-potential projects.

Quinn, Anderson, and Finkelstein (1996) suggested “the success of a corporation lies more in its 
intellectual and systems capabilities than in its physical assets” (p. 71). The traditional method of man-
agement of human capital, creativity, innovation, and the learning culture within an organization has 
long over-shadowed the management of the professional intellect. As with the Resource Based View 
of the Firm (Michalisin, Smith, & Kline, 1997, 2000), the intangible strategic intelligence creates most 
of professional intellect of an organization, and operates on the following four levels (in increasing 
importance): Cognitive Knowledge or basic mastery of a professional discipline; Advanced Skills or 
the ability to translate theory into effective execution or practice; Systems Understanding or the deep 
knowledge of the cause and effect relationships underlying the professional discipline, and; Self-motivated 
creativity or the motivation and adaptability for success. The interaction of these factors allow nurturing 
organizations the ability to “simultaneously thrive in the face of today’s rapid changes and renew their 
cognitive knowledge, advanced skills, and systems understanding in order to compete in the next wave 
of advances” (p. 72).

Quinn, et al. (1996) also noted that the professional intellect within an organization frequently be-
comes isolated inside the organization (again any attempts to isolate project teams from the rest of the 
organization were viewed very negatively in terms of impacts on achieving the firms’ service goals in the 



107

Transformation of CRM and Supply Chain Management Techniques in a New Venture
 

present study). It is a fact that the existence of a large organizational culture creates conflict with other 
groups, such as marketing or service conflicting with research and development departments. Thus, at 
the heart of an effective professional organization, managing and developing the professional intellect 
is critical for sustained competitive advantage. Quinn, et al. (1996) suggested the following successful 
“coaching” practices to ensure the development and growth of the professional intellect: Recruit the best, 
force intensive early development, constantly increase professional challenges, and evaluate and weed. 
As the authors point out, “heavy internal competition and frequent performance appraisal and feedback 
are common in outstanding organizations” (p. 74). Organizations constantly need to leverage their pro-
fessional intellect for sustainable competitive advantage. This leveraging of professional intelligence 
can be accomplished by capturing knowledge in systems and software, overcoming reluctance to share 
information, and organize about reinvestment in intellectual capital. Unfortunately, to accomplish these 
important characteristics, organizations may have to abandon their familiar hierarchical structures and 
reorganizing in patterns that best suit their professional intellect to create value within the organization. 
Hence, by creating intellectual webs and connectivity within the organization, networking and culture, 
and incentives for sharing are the keys to success with these outstanding organizations. Just as important, 
how the various professional intellectual groups interact and communicate within the organization is as 
critical as the actual knowledge that is created and transferred.

Business decision support systems within service environments must take advantage of the professional 
intellect that are found in technical project teams and leverage the power of interactive computer-based 
systems directed toward the complex and dependent decision problems found in strategic service man-
agement. CRM, SCM, and project team integration should be included in any system that is designed to 
help domestic service firms to formulate generic competitiveness strategies, to test them, and to establish 
when and how to make a specific plan or a combination of actions. Hence, it is becoming increasingly 
apparent that an organization should be a catalyst for such networking, instead of creating barriers for 
its development. Only through sincere sharing of information and the development of the professional 
intellect within the organizations’ project team culture can sustainable strategic advantage be created 
in a meaningful way. Through this formulation of project team culture that supports the achievement 
of long-term directions and mission, key strategic and financial objectives, overall business strategies, 
specific functional strategies, and tactical decision-making sincere sharing of information and the de-
velopment of a collaborative environment may be created. Future directions in research may reap the 
benefits of such collaboration.
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Customer Relationship Management (CRM): CRM is software-driven processes that allow com-
panies to find solutions to customize their products and service offerings for their customers via social 
listening, enhanced sales, marketing, and customer services.

Lean Management: Lean management refers to high quality, low costs business environments. 
Companies need to operate in the most efficient and effective means possible to maintain a competitive 
advantage on their competitors. As they strive to make every penny count towards maintaining margins 
on their products, more and more companies are finding the need to implement lean manufacturing 
techniques. However, simply implementing just one technique may not be the leanest strategy for these 
at-risk companies.

Stratton Warren System (SWS): SWS is popular software, technology-based solutions that help 
manages the entire process from requisition to invoice, allowing automation to reduce tedious and time-
consuming, error-prone paperwork and record keeping activities.

Supply Chain Management/Performance: In basic terms, supply chain is the system of organiza-
tions, people, activities, information and resources involved in moving a product or service from supplier 
to customer. The configuration and management of supply chain operations is a key way companies 
obtain and maintain a competitive advantage. The typical manufacturing supply chain begins with raw 
material suppliers, or inputs. The next link in the chain is the manufacturing, or transformation step; 
followed the distribution, or localization step. Finally, the finished product or service is purchased by 
customers as outputs. Service and Manufacturing managers need to know the impact of supply on their 
organization’s purchasing and logistics processes. However, supply chain performance and its metrics 
are difficult to develop and actually measure.

Vendor-Managed Inventory Systems (VMI): VMI-based systems are designed to transfer the control 
of inventory and its planning activities to a manufacturer or distributor in order to provide a beneficial 
relationship to promote a more transparent and seamless flow of goods and services at lower costs. As in 
many recent retailer applications, the supplier/vendor assumes responsible for replenishing and stocking 
inventory at appropriate levels to minimize inconvenience to the ultimate customer.
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ABSTRACT

Human resources management is essential to any health care system. This paper proposes an assess-
ment model to help the decision maker in the selection of an optimal team. In the proposed model, AHP 
method is applied to identify the weights of each criterion in the decision model. ELECTRE I method is 
used to obtain the best team that satisfies most of the decision maker preferences. We test the effective-
ness of the model on the real data collected from the ‘Habib Bourguiba’ Hospital in Tunisia.

INTRODUCTION

Operating theater is a deeply human place where the individual works on an individual and with an 
individual. These individuals have personalities, logic, interests and specific different viewpoints and 
sometimes conflicting. They constitute a surgical team where performance and outcomes depend on the 
degree of coordination the efforts made by everyone; that is, teamwork. Selection teams ensure that the 
right team is in place and that it will have a capable leader in place.

Successful selection teams are still an open problem in various fields of social, business, and hos-
pital studies. To solve this problem, several methods were proposed such as AHP (Chen et al., 2004), 
fuzzy-genetic algorithm (Strnad et al., 2010), multi-objective optimization (Ahmed, 2013), and fuzzy 
logic (Shipley et al., 2013). The main objective of this paper is to propose an evaluation model to help 
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the decision maker in the selection of an optimal team among a set of available alternatives. The team 
selection problem can be assimilated as a MCDM problem where many criteria should be considered in 
decision-making. Therefore, this model uses two MCDM methods: AHP to determine the importance 
weights of evaluation criteria and ELECTRE I to obtain the best team that satisfies the decision maker 
preferences.

The remainder of this paper is organized as follows: Section 1 describes the AHP and the ELECTRE 
I method. In Section 2, the proposed model for team selection is presented and the stages of the proposed 
approach are explained in detail. How the proposed model is used on a real world example is explained 
in Section 3. In Section 4, experimental results and data analysis are discussed. Finally, conclusions of 
this study are made in section 5.

A DETAILED DESCRIPTION OF AHP

The AHP is a decision approach created to solve complex multiple criteria problems involving qualitative 
decisions (Saaty, 1994). The purpose of the method is to determine the relative importance of a set of 
activities in a multi-criteria decision problem. AHP is easy, comprehensive and logical. It can be used 
in both quantitative and qualitative multi-criteria decision making problems and it is widely accepted 
by the decision making community, be they the academics or the practitioners (Mamat et al., 2007). 
AHP permits collection of all relevant elements of a decision problem into one model to work out their 
interdependencies and their perceived consequences interactively. Its use of pairwise comparisons forces 
AHP users to articulate the relative importance of criteria and then to decide the relative contributions 
of the alternatives to the criteria (Carlsson et al., 1995).

The AHP method has been used in various fields to solve complex decision problems. It has widely 
applied in industrial engineering (Calabrese et al., 2013), the business domain (Kumar & Parashar, 2009), 
the medical domain (Vidal, Sahin, Matelli, Berhoune, & Bonan, 2010), and other fields.

The AHP is a powerful decision-making methodology in order to determine the priorities among 
different criteria. It encompasses three main stages (Bouhana et al., 2011):

1.  Decomposing the decision problem into hierarchical decision elements.
2.  Collection of data to be entered by pairwise comparisons of the decision elements using the chart 

proposed by Saaty (1982). This allows us to represent the relative importance of criterion compared 
with the other one by assigning a number between 1 and 9. From the pair-pair comparisons between 
elements (A1 ... An), a comparison matrix is established. The comparison is always made of the 
elements of each row to the elements of each column. The comparisons obtained from the matrix 
A, is designated by aij, the degree of importance of element i relative to the element j (also aji = 1 
/ aij).
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3.  Evaluating the decision alternatives taking into account the weights of decision criteria. In order 
to find the weight relating to decision elements, we calculate the specific values λ according to 
Equation (1) and the clean vector X for each matrix according to Equation (2).

Det (A-𝜆I) =0  (1)

AX=𝜆X  (2)

Once all criteria weight are calculated, we evaluate the judgment by calculating the Coherence ratio, 
CR, which should not exceed 0.10, using Equation (3).

RC
IC
IR

=   (3)

IC is the consistency index given by the following equation:

IC
n

n
=

−

−

λ
max

1
 (4)

With λmax = Maximum own value.
IR is given by a scale of Saaty (see Table 1).

A BRIEF OVERVIEW OF ELECTRE I

The ELECTRE I method, developed by Bernard Roy in 1986, solves the problem of multi-criteria choice. 
It identifies a subset of alternatives with the best compromise and the criteria taken into account. The 
ELECTRE I method basically aims at reducing the size of the alternatives set, exploiting the dominance 
concept. So, a concordance index, C(a, b), is applied to measure the relative advantage of each alternative 
over the others. Similarly, a discordance index, D(a, b), evaluates the relative disadvantage.

The concordance index takes its values between 0 and 1, and can be seen as measuring the arguments 
in favor of the statement ‘a outranks b’ (denoted by aSb). This index identifies the strength of affirmation: 
F = ‘alternative a is at least as good as alternative b’. The concordance index C represents the higher of 
the arguments that support the affirmation F. The concordance index is estimated as follows:

Table 1. Scale random Saaty (1982)

     n      1      2      4      5      6      7      8      9      …

     IR      0.00      0.00      0.58      0.9      1.12      1.24      1.32      1.41      …
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gj(a) is the value or performance of alternative a in relation to criterion j (j=1, …, n).
n = number of criteria considered.
wj= weight of the criteria j.
C(a, b) = the sum of the weights associated to the criteria whose value of gj(a) ≥ gj(b), which represents 

the strength of the arguments that support the affirmation aSb.

The discordance index also takes its values between 0 and 1 and evaluates the strength of the argu-
ments against the affirmation F. The higher the discordance index (d) is, the more significant the op-
position of criteria that opposes F. Therefore, among the criteria in favour of b, some may shed some 
doubt upon the statement ‘a outranks b’, and this phenomenon is represented by a discordance index. 
The discordance index is estimated as follows:
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where:
D(a, b) is the maximum difference between g(b) and g(a) for all criteria (j),
g(b)>g(a) divided by the interval of scale of the criterion considered.

Thus, this index increases if the preference of b over a becomes very large for at least one criterion.
Once the concordance and discordance indexes are established, their results are combined to construct 

the final outranking relationship. To interpret the information contained in concordance and discordance 
matrices, threshold values (p and q) are defined by the decision makers to specify the amount of desired 
concordance and tolerated discordance. The technique comprises the establishment of concordance and 
discordance levels stating that a dominance hypothesis is justified. This combination is performed as 
follows:

aSb C a b p→ ( )≥,  

� ,D a b q( ) ≤  

where:
p is the concordance threshold
q is the discordance threshold
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Solutions with values above the concordance threshold p, and below the discordance threshold q, are 
subjected to pair-wise comparisons. Solutions with intermediate concordance and discordance index are 
said to be not comparable. The actors involved in the process decide the values for p and q.

THE MODEL DESCRIPTION

For selecting teams, the model in Figure 1 will help the decision maker to find the best team and the 
relation with other teams. In the proposed model, we combine two methods of multi-criteria decision 
support, AHP and ELECTRE I, in order to offer the best team (see Figure 1).

The proposed model is presented in four main phases which are explained below.

Figure 1. The structure of team selection system
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Step 1: Building of Team Performance Table

The performance table (Table 2.) is the starting point of the ELECTRE I method. This table is defined 
as lines which represent the alternatives and column criteria. The boxes contain performance alterna-
tives for each criterion.

Then these values are transferred into notes based on their own scale for each criterion in order to 
end with a table called “the performance table” with:

• M: The number of alternatives
• N: The number of criterion
• Wj: The weight of criterion j, j = 1,..,n.
• A: {a1, a2,….,am} represents the set of alternatives
• G: {g1, g2, …, gn} represents the set of evaluation criteria
• gj(ai): Represents the alternative evaluation of ai according to the criterion gj.

In our work, the criteria characterizing the team choice are shown in Table 3.
The solution is represented by the best team that satisfies most closely the needs and the preferences 

of the decision maker. This is defined by a set of criteria. For calculating the weight of each criterion, 
we use the analytic hierarchy process (AHP) based on its importance. The first step is to compose our 
problem in three hierarchical levels presented by Figure 2.

Table 2. Table of decision matrix

          Criteria           g1           g2           …           gj           …           gn

          Weight           w1           w2           …           wi           …           wn

          Alternatives

          a1           g1(a1)           g2(a1)           …           gj(a1)           …           gn(a1)

          a2           g1(a2)           g2(a2)           …           gj(aj)           …           gn(a2)

          . 
          .

          . 
          .

          . 
          .

          … 
          …

          . 
          .

          … 
          …

          . 
          .

          ai           g1(ai)           g2(ai)           …           gj(ai)           …           gn(ai)

          . 
          .

          am           g1(am)           g2(am)           …           gj(am)           …           gn(am)

Table 3. Criteria and sub criteria

    Criteria     Sub Criteria     Description

    Operation criteria     The time (T)     The duration of operation

    Risk criticality (R)     The criticality degree of risk

    Team criteria     Competence (Ct)     The technical competence of the team

    Communication (Co)     The communication between team members
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The next step is to conduct a survey via questionnaire distributed to each member. The value assigned 
is based on the scale of 1–9. These preferences are presented in the form of a square matrix.

T

CT

Co

R

1 0 333 0 5 0 25

3 1 2 0 5

2 0 5 1 0 333

4 2 3 1

. . .

.

. .

























 

Then, we calculate the relative weights to decision criteria:

(WT, WCt, WCo, WR) = (0.095, 0.276, 0.160, 0.465)

Each team will be assessed against the criteria using a qualitative scale, if we would have qualitative 
data. Preference scales of indicators should be increasing (all values are to maximize). The table also 
contains the weight of each criteria Wi.

Figure 2. An AHP structure for team selection

Table 6. Performance table for the team selection problem

Teams Criteria

T 
(Min)

CT 
(Max)

CO 
(Max)

R 
(Max)

0.095 0.276 0.160 0.465

Team 1 160 5 4 3

Team 2 130 6 4 2

Team 3 150 4 5 4

Team 4 115 3 6 2

Team 5 110 5 4 5

Team 6 85 5 4 3
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We get a table of team performance as indicated in Table 6.
Once the performance table is filled, we move to calculate the concordance matrix and the discor-

dance matrix, which we explain below.

Step 2: Building of the Concordance and Discordance Matrix

Concordance indexes are calculated for each criterion, then, aggregated into an overall concordance index, 
calculated for each pair of alternatives. The corresponding matrix is composed of Cik overall concordance 
indexes; it is based on specific cj concordance index (ai, ak) and weight, Wj, criteria,

where 
cj(ai, ak) = 1 if gj(ai) ≥ gj(ak)
cj(ai, ak) = 0 otherwise

The value of a Cik overall concordance index is thus determined as:

ik

j i kj

n

jj

nC
c a a
w

= =

=

∑
∑

( , )
1

1

 (7)

Table 4 shows the results found by calculating overall concordance indexes.
The discordance index, noted Dj (ai, ak), is also calculated for criteria whose role is to weaken the 

match. A discordance index justifies to what extent the alternative scenario can outclass ak because the 
assessment that presents the deficit for criterion j is considered too important.

Dj (ai, ak) = 0 if gj(ai) ≥ gj(ak)
D(ai, ak) = (1/µ) maxj [gj(ak)-gj(ai)] otherwise

where µ as the maximum difference between the same criterion for two given alternatives.
Table 5 shows the results found by calculating discordance indexes.
Once we have calculated the index of concordance and discordance, we check the outranking as-

sumption setting two thresholds upgrade:

Table 4. Calculation of overall concordance indexes

          Team 1           Team 2           Team 3           Team 4           Team 5           Team 6

          Team 1           0.63           0.28           0.74           0.44           0.90

          Team 2           0.53           0.37           0.74           0.44           0.44

          Team 3           0.72           0.63           0.74           0.16           0.63

          Team 4           0.26           0.72           0.26           0.16           0.16

          Team 5           1           0.72           0.84           0.84           0.90

          Team 6           1           0.72           0.37           0.84           0.53
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• A concordance threshold Sc which presents the minimum of required concordance.
• A discordance threshold Sd which represents the maximum tolerated unconformity.

We then analyze the relations between the different alternatives. If the two following tests are satis-
fied, that is to say, if:

• Test of concordance: Cik≥ Sc
• Test of non-discordance: Dik≤ Sd

then, we can say that ai have ak (the alternative ai has outclassed alternative ak).
We take for our example a match threshold of Sc = 0.80 and discordance threshold of Sd = 0.30, and 

demonstrate the building of an upgrade graph in the next step.

Step 3: Building of the Upgrade Graph

The upgrade relations for the set of pairs (ai, aj) are presented by the upgrade graph. According to graph 
theory, each alternative is represented by a vertex (a circle). An arrow goes from the apex ai to the top 
ak if the alternative ai have outclassed the alternative ak.

When no arrow exists between two vertices then there is no outranking relation between the two 
peaks. The kernel of the graph does not contain the best alternatives but the alternatives that are most 
difficult to compare between them; and among them we find the best team.

The decision support process stops when we dispose of an answer. A good process of decision sup-
port, generally, should investigate the sensitivity of parameters which have led us to this answer (Mouine 
and al. 2011).

Step 4: A Sensitivity Analysis

The role of sensitivity analysis is to vary the parameters to see at which level the results are sensitive. 
The aim is to find a gap in which each parameter may fluctuate without impacting the ranking of the 
alternatives supplied by ELECTRE I.

According to Mouine and al. (2011) there are two different methods for this analysis. The first con-
sists in varying the parameters until obtaining the intervals in which pre-orders do not change. We will 

Table 5. Calculation of discordance index values

          Team 1           Team 2           Team 3           Team 4           Team 5           Team 6

          Team 1           0.4           0.133           0.6           0.666           1

          Team 2           0.013           0.026           0.2           0.266           06

          Team 3           0.013           0.266           0.466           0.533           0.013

          Team 4           0.026           0.04           0.026           0.026           0.4

          Team 5           0.013           0.013           0.013           0.026           0.333

          Team 6           0.013           0.013           0.013           0.026           0.026
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base sensitivity analysis on this approach. A second form of sensitivity analysis is to make a change in 
pre-orders and determine the minimum and maximum values of the parameters resulting in this change.

COMPUTATIONAL STUDY AND DATA ANALYSIS

To assess the computational tractability and efficiency of the developed model, we tested the operation 
of our model on an operating theatre in ‘Habib Bourguiba’ hospital in Tunisia. We have 36 employees 
with three disciplines (10 surgeons, 11 anesthetists, and 15 instrumentalists) and we have to select teams 
for each surgical case. The framework proposed can help to choose the best team that satisfies the pref-
erences of the decision maker and the surgical need. Our main objective here is to determine the best 
team for a new case arising, using the case base, described in Table 6.

Using this performance table, we obtained the following upgrade graph
In Figure 3, the kernel of the graph consists of vertices of the alternatives 5 and 6, which means that 

the Teams 5 and 6 are the best; Team 6, however, is outclassed by Team 5.

SENSITIVITY ANALYSIS

In this part, we rely on the method of Vetschera (1986), which was applied for ELECTRE I, and whose 
aim is to find the interval (min and max) settings where the choice is always the same. It is reasonable 
to consider the variation of the thresholds as set and shown in Figure 4.

Figure 3. Upgrade graph
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d0= 0.25 and c0=0.75 are fixed and we varied d-, d+ and c-, c+.

Results of concordance thresholds variation are depicted in upgrade graphs (see Figure 5 a-g).
The sensitivity analysis regarding the thresholds in Figure 5 a and c shows that the Team 5 presents 

the kernel with Team 2. Team 3 is dominated by Team 5. For graph g, Teams 5 and 6 are the core of the 
graph. In graphs e and f, Team 3 is dominated only by the team 5.

Figure 4. Scale of concordance and discordance

Figure 5. Representation of results of concordance thresholds variation
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We can say that, following this sensitivity analysis based on the variation of discordance and con-
cordance thresholds, Team 5 is the best team and Team 6 is the poorest.

This approach helps us to extract the best team and the relation with other teams. It presents a strength 
support to the decision maker to make the best choice. It’s also easier to understand the outcomes which 
are in the form of a graph. This approach provides a very detailed sensitivity analysis to the decision 
maker, which enables the decision maker to determine the concordance and discordance thresholds 
depending on the operation complexity level.

CONCLUSION

In this paper, a multicriteria decision model is presented integrating two different approaches: the AHP 
and the ELECTRE I methods. The AHP method is applied to determinate the weights for each criterion. 
The ELECTRE I method is applied in order to evaluate the alternatives combining all criteria. The pro-
posed approach was tested on data collected from the ‘Habib Bourguiba’ Hospital in Tunisia. We are 
also planning to imbed this model in a general, project management system, currently under develop-
ment. Future considerations for model improvement include consideration of additional attributes, such 
as experience and leadership.
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ABSTRACT

The present research work shows the main steps conducted towards the exploitation of the LUMIR proj-
ect, aiming at realizing an EHR framework in the Italian Region of Basilicata (also known as Lucania). 
It relates to a structure of network–enabled services capable of integrating the ICT solutions used by 
the operators of the Healthcare System of Basilicata Region. The adoption process of the LuMiR system 
was meant to address the issues connected to the design features as well as to the EHR diffusion and the 
acceptance aspects. The mathematical modeling approach introduced aimed at making possible to get to 
a measure “ex–ante” of both adequacy and significance of the adoption process itself. The final intent is 
to work out a scalable and exportable model of advanced management of clinical information, towards 
a stronger cooperation among the provider organizations and a better governance of care processes, as 
crucial element within the more general path of modernization of the healthcare sector.

1. INTRODUCTION

The LUMIR project (Italian acronym for: network of physicians in Lucania Region), run from 2008 to 
2013 under the direction of the Institute of Biomedical Technologies of the Italian National Research 
Council (ITB-CNR), aimed at the realization of a network–enabled services (the LuMiR system) that 
integrates all the local information systems deployed in the Healthcare System of the Basilicata Region 
(also known as Lucania). The scope was to support the integrated management of the care paths as well 
as to share useful information concerning patients in the territorial assistance dynamics [Contenti et al., 
2010a]. A participative approach was adopted for both the planning and realization phases of the project: 
many end-users of the LuMiR system were directly involved and a cyclic process was performed, mean-
ing that the final objective was reached through the continuous verification of end-users’ exigiencies and 
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needs. A first prototype of the LuMiR system (called LuMiR p0) was then tested for healthcare operators 
to gather all the available information allocated so far inside a number of local information systems. The 
support structure for the system implementation was tested too (help-desk, Lumir group, etc.).

The experimentation of the LuMiR p0 system allowed moreover to highligh all the issues related its 
diffusion and reception among the users: the systems showed in fact new ways of care delivery, based 
on the models of continuity of care [e.g. Larma e Basil, 2003; Morosini, 2004], disease management 
[e.g. WHO, 1978, Wagner, 2004] and patient empowerment [e.g. Maceratini e Ricci, 2000; Pinna Pintor, 
2005]. This made necessary to design a specific plan for GPs recruitment for the trial stage period, so 
that a more succesful diffusion of the system could be guaranteed for the next future among healthcare 
operators and citizens as well.

The chapter is structured as follows: the LuMir system is introduced in Section 2; in the Section 3 
the issues connected to the adoption of the system are described; Section 4 deals with the enrollment 
plan (for GPs and citizens) during the trial stage period; in Sections 5 and 6 the set up and implementa-
tion of a mathematical model of the system are described and discussed. Some conclusions and future 
prospects are described in Section 7.

2. THE LUMIR SYSTEM

The LuMiR system is a network-based systems infrastructure that allows healthcare operators (GPs, 
specialists, lab analysts, nurses, social operators, pharmacists, etc.) to exchange via an electronic support 
both clinical and administrative information about citizens. In particular, the LuMiR system:

• Gathers socio-sanitary information concerning the entire citizen’s life from all the healthcare or-
ganizations the citizen deals with;

• Facilitates the information exchange between information systems and healthcare operators, and 
can be accessed anytime from anywhere;

• Supports the security management policies as to the access control. The citizens who make use of 
the LuMiR system can actively control the status of their information. More in detail, every citizen 
can decide which information can be accessed, by whom, and in what circumstances;

• Guarantees the respect of transparency policies, since every user can visualize who provided his/
her information to whom, where the information come from, and who requested them.

The service infrastructure of the LuMiR system allows the connection between organizations via the 
connection of their local information systems, by means of specific algorithms of information sharing 
and access control. Figure 1 shows the entire architecture of the LuMiR system.

The LuMiR system also includes:

• A specific module for the management of the clinical events (infoBroker);
• A set of universal wrappers to oversee that the information generated in the local organizations 

(hospitals, GPs’ offices, etc.) are correctly delivered to the central system;
• The LumirWeb system (web navigator) to get access to the information concerning citizen’s health 

events and related documents, according to the existing privacy policies.
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The wrappers guarantee the interoperability between all the different information systems connected 
to the LuMiR system, since it allows a semi-automatic upload of contents and documents and sends 
notifications to all the single systems after each information/document has been delivered. In this way, 
the single healthcare operator is aware of the entire set of information exchanges inside the system, and 
can easily trace and extract information about his/her patients’ care paths.

The experimentation of the LuMiR p0 system made it possible a strong improvement of the informa-
tion exchange thanks to the analysis of the ways through which the different operators use the system 
to ease their collaboration for designing the patient’s care path. This allowed on the one hand to figure 
out the real information needs for the future users, meaning: the basic clinical context to be delivered 
for an effective patients’ data and information exchange, their structural organization in data, metadata 
and document, as well as the most timely communication patterns to be performed [Berry, 2003; Atun, 
2004]. On the other hand, it was possible to find out many possible bottlenecks for the phases of mas-
sive diffusion of the system, making so easier the definition of a specific adoption roadmap. The main 
issues were related to the scarce experience of GPs in using ICT solutions, not to mention the lack of a 
solid technical assistence service. The problems to be worked out concerned therefore:

• The installation of the universal wrapper in the offices of the GPs involved;
• Teaching the GPs how to use the Longitudinal Electronic Healthcare Record (L-EHR) handled by 

the LuMiR system by means of the LumirWeb navigator;
• Making the use of the LumirWeb navigator an essential part of their daily work.

This implied as consequence:

• The organization of training courses about the use of the LuMiR system, as a first step toward a 
“full knowledge” of the system;

Figure 1. LuMiR system architecture
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• The creation of a so-called “Lumir Group”, featuring some among GPs and specialists already 
familiar with healthcare informatics, aimed at leading their colleagues as to the diffusion of the 
system and the creation of a first consensus base among the future operators;

• The creation of a help-desk service, capable of providing technical assistance to the system’s 
users.

The Lumir Group was meant to convey the users’ feedbacks in order to induce the eventual re-
engineering of existing services delivering process and the designing of new ones [Coiera et al., 2007; 
Petroni, 2010]. Moreover, the group was supposed to interact with the help-desk in order to improve the 
quality of the services provided.

3. ISSUES CONNECTED TO THE ADOPTION OF THE LUMIR SYSTEM

The process of adoption and implementation of the LuMiR system was performed as a series of steps, 
based on the specific issues to be worked out [Geroski, 2000]:

• The adoption arrangement, that is dealing with privacy policies, enabling support services (e.g. 
help-desk), providing healthcare organization with the necessary hardware and software;

• Conducting the first trial stage of both the LuMiR system and the support services among the 
healthcare organizations involved;

• Extension of the entire architecture to all the organizations of the Healthcare System of the 
Basilicata Region;

• Full covering of the regional territory by including also the non-public organizations that are part 
of the state run health care.

3.1 Technological and Organizational Arrangement for the System Adoption

This phase was articulated as follows:

1.  Identification of a supervisor for the adoption process for each healthcare organization involved;
2.  Analysis of the state-of-the-art of hardware and software solutions in use for each healthcare or-

ganization involved;
3.  Identification of a supervisor for the privacy policies for each healthcare organization involved;
4.  Identification, inside the Italian National Research Council, of the temporary responsible for the 

use of personal data;
5.  Identification of the first field site for the LuMiR system adoption;
6.  Performing automation of the healthcare organization within the chosen field site;
7.  Creation of the help-desk;
8.  First presentation of the LuMiR system to the GPs and following recruitment activity;
9.  First presentation of the LuMiR system to the specialists;
10.  Identification of a set of chronic diseases to focus on for the experimentation scopes;
11.  Softwarehouses involvement for the supplying of the software adaptors;
12.  Identification of the GPs to be enrolled;
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13.  Identification of the specialists to be enrolled;
14.  Software adaptors delivery;
15.  Analysis and identification of the necessary data and information to upload in the system;
16.  Vocational training for the help-desk personnel;
17.  First enrollment of the healthcare operators (GPs and specialists) and creation of the work group;
18.  Launch of the help-desk service;
19.  Issue of the access credentials for the autentifications of the operators enrolled;
20.  Installation of the software adaptors in the information systems of the healthcare organizations 

involved;
21.  Installation of the software adaptors in the computer systems of the GPs involved;
22.  Training of the operators involved;
23.  Patients enrollment;
24.  L-EHR activation for the enrolled patients;
25.  Upload of the patients’ healthcare data and information in their personal L-EHR.

Figure 2 describes the logical sequence of the mentioned activities: the green activities deal with the 
predisposition of the organizational model, while the red ones deal with the phase of software testing. 
In particular, the latter requested a higher investment in terms of time and resources, since they directly 
impacted on the success of the L-EHR implementation.

Figure 2. sequence of the activities performed for the arrangement of the LuMiR system adoption
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In the first phase of adoption the doctors were the “main players” of the system, since they acted both 
as providers of the clinical information concerning their patients’ care events and episodes (and related 
electronic documents), and as end-users of the contents of the L-EHR.

A trial stage period was deemed as necessary in order to support the users to become familiar with 
the new technology [Petroni, 2010], also given the paucity of similar experiences performed in Italy or 
abroad. A limited area and a limited period of time were then considered for the experimentation, also 
for testing the help-desk and arrange a first draft for the roadmap. It was eventually chosen not to include 
the specialists in the trial stage. 

4. THE ENROLLMENT PLAN FOR THE TRIAL STAGE PERIOD

For the adoption phase, the GPs that were eventually chosen had to meet specific requirements:

• Already using routinarily a EHR solution (e.g. BASMED);
• An high speed data line (ADSL) already available in their workplace;
• A specific number of patients to enroll, lower anyway than the average number of patients per GP 

(calculated on regional basis), comprising a good percentage of chronic patients consistent with 
the chronic diseases chosen for the experimentation scopes;

The enrollment plan for the trial stage period worked as follows. In the first (absolute) month of 
adoption of the LuMiR system were identified:

• A very low number of GPs (m0) to help set up the work for the help-desk;
• A very low number of patients (p0) for each one of the m0 GPs, in order to allow them to become 

gradually familiar with the system.

The second (absolute) month of adoption of the system, due to the foreseen increase of the popula-
tion involved, featured:

• A higher number of new GPs enrolled (m1 > m0);
• A higher number of patients (p1 > p0) enrolled for each one of the m0 and m1 GPs considered.

The m0 and m1 values were chosen depending on the number of universal wrappers that the help-desk 
managed to install in a single day on GPs’ computers.

In the following months, the increase of the patients was translated in a higher number of patients (p2 
> p1) enrolled every month for each one of the m0 and m1 GPs. In other words, p2 means the number of 
patients per month enrolled by every m1 GP from the second month of full operativity (the third month 
for m0).

The adoption phase was expected to be in full-swing from the third (absolute) month: this meant 
the enrollment of m1 new GPs every month. The enrollment of the patients for each one of the m1 GPs 
occurred in two consecutive moments:
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• In the first (relative) month of adoption of the system by the single GP, p1 patients from each GP 
were chosen in order to allow the GP to become even more familiar with the system;

• From the second (relative) month onward of adoption of the system by the single GP, p2 patients 
from each GP were chosen for the experimentation.

According to the resources provided by the Healthcare System of the Basilicata Region, given a 
sample a M=100 GPs involved in the experimentation, the adoption plan for the trial stage period was 
supposed to works as follows:

• 5 GPs are enrolled in the first (absolute) month. Each GP involves 5 patients;
• 23 GPs are enrolled in the second (absolute) month. Each GP (old and new) involves 5 patients;
• The system is in full-swing from the third (absolute) month: every month 23 GPs are enrolled. 

Each GP (old and new) involves 100 patients.

The values introduced are depicted in Table 1.
Table 2. shows instead the overall distribution of GPs and patients enrolled under the initial condition 

of M=100 GPs involved. This implies that, since at the end of the fifth month the GPs enrolled are 97, 
in the next month the last group of GPs enrolled is: mrest = 100 – 97 = 3 GPs.

5. THE MATHEMATICAL MODEL OF ADOPTION IN THE TRIAL STAGE PERIOD

In order to evaluate the capacity for an EHR solution to provide a specific set of high-quality, effective 
and timely services it was necessary to figure out a structured number of strictly intertwined context 

Table 1. Adoption plan for the trial stage period

Month 1 (absolute) GPs enrolled m0 5

Patents enrolled p0 4

Month 2 (absolute), or Month 1 
(relative)

GPs enrolled m1 23

Patients enrolled by m0 and m1 p1 5

Regime: from Month 3 (absolute), or 
Month 2 (relative)

GPs enrolled m1 23

Patients enrolled per month p2 100

Table 2. Distribution of GPs and patients

Months Total GPs Total Patients

1 5 20

2 28 160

3 51 3.075

4 74 8.290

5 97 15.805
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variables. The development of a mathematical model, as quantitative methodological approach, emerged 
as the most fitting option to the project and planning of the mentioned roadmap for the adoption of the 
LuMiR system in the Basilicata Region. As seen, all the healthcare professionals involved were called 
to be part of the planning process, since the system would become integral part of their ordinary work-
ing activities. Similarly, the testing phase was aimed at identifying possible threats as to the reception 
and the diffusion of the system, as innovative way for healthcare services delivering on a regional scale.

A vast and consolidated scientific literature exists as to the use of mathematical models in the 
healthcare sector, especially for what concerns the evaluation on the population of the potential impacts 
originated from decision-making policies, or particular intervention strategies [e.g. McKendrick, 1926; 
Star et al., 2010]. In the present work, the evaluation of the impact originated from the adoption of the 
LuMiR system was based on the use of discrete functions that depend on the months (duration) of the 
experimentation. In particular, the functions point out the total number of GPs enrolled every month, 
and the total number of patients enrolled from the single GP every month.

After the first month, the model shows an overall linear progressive increase, while the trend of the 
patients enrolled by the single GP becomes linear from the second month of enrollment of the same 
GP. Moreover, for each month the trend of the total number of patients enrolled has to be intended as 
the sum of the trends of the patients enrolled by the single GPs. The choices made to set up the model 
take also into account that the upper limit only depends on the total number of citizens/patients enrolled 
by the single GP for the experimentation. This means that they cannot overcome the total number of 
citizens/patient that can normally be assigned to the single GP (in Italy, a single GP is usually assigned 
max 1500 patients). All the functions considered for the model are infinite divergent monotonic series, 
since the number of both GPs and patients always increases; it is also licit to hypothesize that for every 
month of the trial stage there are always GPs and patients available to be enrolled. It is clear that, at a 
given moment, both GPs and patients will tend to saturate: the specific aspect will be described in Sec-
tion 6, whilst in the present moment the set up of the model is not taking into account the phenomenon.

In order to make the model as close to the reality as possible, is has to be considered that both GPs 
and patients enrolled at the beginning of a certain month will not actually be operative at the beginning 
of that month, but rather by the end of it: this means that their involvement shows a non-discrete trend. 
In order to translate such dynamic into the model, the generic month n (meaning the n-th month after 
the beginning of the experimentation) was splitted in two connected parameters:

• nadp (n Adoption): The month in which GPs and/or patients are “officially” involved in the ex-
perimentation. As said, the enrollment process spans the entire nadp, so that the subjects will be 
considered as “operative” only by the end of it;

• nrdn (n Readiness) = nadp + 1: The month in which GPs and/or patients enrolled during the previ-
ous month are actually “operative”.

All the variables introduced belong to N, i.e. the set of the natural numbers {0,1, 2, 3. …}.

5.1 Distribution of GPs Enrolled

At the generic month n ≥ 1 (meaning the n-th month after the beginning of the experimentation), the 
distribution of the number of GPs involved is expressed by the (5.1). Based on what previously intro-
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duced, the month has to be considered as the one in which GPs are completely “operative”, i.e. M = 
Med(n) = Med(nrdn):

Med n m n m( ) ( ) *= + −
0 1

1  (5.1)

5.2 Distribution of Total Patients Enrolled

At the generic month n ≥ 1 (meaning the n-th month after the beginning of the experimentation), the 
distribution of the total number of patients involved is expressed by the (5.2). Based on what previously 
introduced, the month has to be considered as the one in which the patients are completely “operative”, 
i.e Paza(n) = Paza(nrdn):
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(5.2)

5.3 Distribution of the Patients Enrolled Per Single GP

The model was introduced as divergent, meaning that the number of both GPs and patients continuously 
increases. Of course this is not possible, so the model features a range of validity: the number of patients 
enrolled per single GP cannot exceed the average numer of patients of the single GP. To this purpose, 
Table 3. shows the overall distribution of GPs and patients in the Basilicata Region for the two Provincial 
Healthcare Trusts that form the Regional Healthcare System.

It was decided to split the population in two ranges (under 18 years old: Paz I; over 18 years old: 
Paz II), in order to understand whether a different set up for the model had to be performed. The Table 
shows that Paz II is far greater than Paz I. This result, coupled with the need to focus also on patients 
with chronic diseases, brought to include in the experimentation only the Paz II category.

Table 3. Overall distribution of GPs and patients in Basilicata Region

ASP 
(Potenza Province 
Healthcare Trust)

ASM 
(Matera Province 
Healthcare Trust)

TOTAL

Total Population 388.000 203.000 591.000 

Paz I Population under 18 years old 54.000 30.000 54.000 

Paz II Population over 18 years old 334.000 173.000 507.000 

GPs 342 175 517 

pavg Average number = Paz.II / GPs 976 988 980 
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One relatively strong condition imposed to the model was to consider that the maximum number of 
patients enrollable by the single GPs during the experimentation (Preal) is equal to the average number 
of patients per single GP (pavg) introduced in Table 3. Since pavg ≈ 980, it was set Preal = 900 patients 
enrollable per single GP. The condition Preal ≤ pavg depends on the need to attain to relistic data, in order 
to get to as more realistic results as possible.

At the generic month n ≥ 1 (meaning the n-th month after the beginning of the experimentation), the 
number of patients enrolled per single GP is expressed by the following distribution functions:

• Case I: GP enrolled in the first month of the trial stage period (m0). On the basis of what stated be-
fore, the month considered is the one in which the patients are actually “operative”, i.e. PazMMG(n) 
= PazMMG(nrdn):

Paz n
p p n

MMG ( ) =
+ −( )0 1

1*                                             (1 n )

                           

≤ ≤

+ + −( )
rdn

p p p n

2

2
0 1 2

*            (n 2)
rdn
≥








 (5.3)

• Case II: GP enrolled from the second month of the trial stage period (m1). The enrollment month 
is narr = nadp:

Paz nMMG ( ) =
0                                                  (n n

                       (n>n

≤

+ − −( )
adp

adp adp
p p n n

)

* )
1 2
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 (5.4)

with the constraint: narr = nadp ≥ 2.

It has to be noticed that, should all GPs feature the same number of patients, in any month the 
maximum number of patients enrolled belongs to one of the GPs enrolled in the very first month of the 
experimentation (“most enroller” GP). Such value, called PazMAX(n) is expressed as well by means of a 
distribution function corresponding to the (5.3), for n > 1.

It has also to be set forth that, with reference to the (5.3) and for n ≥ 2, the minimum value of patients 
enrolled per month during the experimentation is equal to p1: this means that, for the generic month nrdn 
> 2 the following inequality is valid for the number of patients enrolled by the single GP involved in 
the experimentation:

p Paz n p p p n Paz nMMG MAX
1 0 1 2

2≤ ( ) ≤ + + −( ) = ( )*  (5.5)

Accordingly, from now on the concept of maximum number of patients enrolled by the single GP will 
always be referred to one of the m0 GPs, since they are active from the beginning of the eperimentation. 
The formulas introduced in the Section can be expressed in an iterative form, as depicted in Table 4.

6. DISCUSSION

The main aspects to be considered are the following:
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1.  The equations as connection between variables, dependent and independent, and parameters inside 
the adoption model;

2.  The compliance of the model, to be intended as the correspondence between the dynamics of the 
real world and the equations performed to figure out such dynamics;

3.  The statistical significance of the population (GPs and patients involved) set up for the trial stage.

6.1 Description and Evaluation of the Model

The equations described in (5.1) and (5.2) deal with both variables and parameters. In particular, p2 is 
the only parameter that features a wide range of admissible values, and whose choice is not influenced 
from technical constraints: conversely, the values of the parameters m0 and m1 strictly depend on the 
work capacity of the help-desk, while p0 and p1 depend on the capacity of the GPs to learn how to use 
the LuMiR system. Therefore, the variables to be accounted on are:

• n: Duration of the adoption plan (expressed in months);
• p = p2;
• M = Med(n): number of GPs enrolled in n months;
• P = Paza(n): number of patients enrolled in n months.

6.1.1 Evaluation of the GPs Enrolled

As for the GPs enrolled, the variables have to be related to the total number of GPs enrolled (M) and the 
necessary amount of months to perform their enrollment (n): the equation, valid for n > 1, is described 
in (5.1); if we consider M = Med(n) = Med(nrdn) as a fixed value, the value of n is expressed with the 
following:

n INT
M m m

m
=

− +








+0 1

1

1  (6.1a)

The (6.1a) sets forth that n is the littlest integer that includes [(M–m0+m1)/m1], whereas INT means 
the integer part of a real number. The “+1” addend has then to be considered a sort of “security ap-

Table 4. Iterative form of the formulas implemented

Month (nrdn) GP Patients Max. number of 
patients per single 

GP

1 m0 m0 * p0 p0

2 m0 + m1 m0 * (p0 + p1) + m1 * p1 p0 + p1

…

n - 1 Medn-1 Paz a (n-1) Paz MMG (n-1)

n 
(for n > 3)

m1+ Medn-1 m0 * p2 + m1 * p1 + m1 * p2 * (n–2) + Paz a (n-1) p2+ Paz MMG (n-1)
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proximation” to balance the previous condition. It has also to be remembered that it is highly likely that 
all the GPs involved are “operative” only by the end of the month (nadp).

Should the quantity [(M–m0+m1)/m1] be integer, the (6.1a) simplifies as follows:

n
M m m

m

M m

m
=

− +
=

−
+0 1

1

0

1

1  (6.1b)

In the end, being M >> m1 > m0, there follows: n > 2.

6.1.2 Evaluation of the Patients Enrolled

As for the patients enrolled, the variables have to be identified between: the total number of patients 
enrolled [Paza(n) = P]; the necessary number of month to enroll them (n); the number of patients per 
month enrolled by the single GP from the second month of the experimentation (p2 = p). The equation, 
valid for n > 2, is described in (5.2); if we consider n and P as fixed values, the value of p for n > 2 is 
expressed as follows:

p
P m p m p m p n

m n m n
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−( )−( )−( ) −( )
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 (6.2)

The sum described in (5.2) indicates an arithmetic progression of reason 1, with 1 as the first element, 
and comprising (n-2) elemens. The inverse of the (6.2) with p and P as fixed values allows instead to 
calculate n, for n > 2:

n m p n m p m p m p

m p m p m p m

2
1 1 1 0 1

0 0 0 1 1 1 0

2 2 3

2 2

* * * * * *

* * * * *

( )+ + −( )+
+ + − − pp m p P+ −( ) =1

0*
 (6.3)

6.1.3 Identification of the Unknown Variables

The model introduces some initial conditions:

1.  The value of n, considering (5.2) as valid, is comprised in the range: ninf < n < nsup, where ninf and 
nsup mean respectively the minimum and the maximum duration of the trial stage period. More spe-
cifically, ninf depends on different contingent factors: in particular, the trial stage cannot start unless 
all the issues related to the adoption of the new system are worked out (see Section 3). Moreover, 
the validity itself of the model can be evaluated only after the necessary amount of time (expressed 
in months) for the model to get to be in full-swing. For these reasons, the condition introduced is 
better specified as: ninf > 2.

2.  The value of p is comprised in the range: 0 < p0 < p1 < p < psup, where psup means the maximum 
number of patients that the single GP can enroll for each month.
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3.  The strong condition introduced in the paragraph 5.3, according to which Preal = 900, is part of a 
more general scenario. The variant of the (5.3) introduced for PazMAX(n) leads for n > 2 to the fol-
lowing condition: PazMAX(n) < Preal. Replacing therefore the first part of the equation the result is:

p0 + p1 + p2 *(n – 2) < Preal 

If we consider the term a’ = Preal – (p0 + p1) > 0, the previous inequality can be written as: 

(p *n) – (2*p) – a’ < 0 

Besides these conditions, it has also to be considered that: the choice of nsup depends on the dynamics 
of saturation performed from the GPs involved; psup depends instead on the capacity shown by the single 
GP to enrol patients. Moreover, it can be stated that psup < Preal, meaning that the maximum number of 
patients per month enrolled by the sinle GP cannot overcome the total number of patients assisted by 
the GP him/herself during the experimentation: in other words, psup is generally lower than the average 
number of patients assisted by the single GP. For these reasons it was decided to use for the model set 
up nsup and psup, instead nmax and pmax. Eventually, the choice of M and P is based on empirical evidences 
as well, since it depends on the objectives defined from the institution of the Basilicata Region for the 
trial stage period.

Having identified n and p as the main variables of the model, their functional relation has to be studied 
within a specific domain on the XY plane (for our study, the np plane). The domain is defined by the 
conditions introduced in the previous paragraphs and summarized as follows:

n

p n p a

n n n

p p p p
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2 0

2

0
0 1

* * '
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 (6.4)

Figure 3 depicts the EDCBA domain composed by four segments and an arc of hyperbole. Inside 
the domain an “objective function” is defined that marks the connection between the variables n and p 
by means of the parameter P = Paza(n), considered as an external element for the model. The objective 
function was introduced with the (6.3), and can be expressed in the following symbolic form:

a p n b p n c n d p e* * * * * *2 0+ + + + =  (6.5a)

The (6.5a) can be then changed into a p = p(n) form, that represents a conic curve:

p
e c n

a n b n d
= −

+
+ +

*

* *2
 (6.5b)
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Here following the steps performed to get to the coefficients and their properties (assuming P >> 
1.000) are described:

• = >

• = ( )−( ) <
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The conic curve that represents the objective function of the model intersects the domain in A’ (ning; 
ping) (way in) and in B’ (nend; pend) (way out). Outside the domain, the objective function intersects the 
hyperbole in W. The main scope of the objective function is to maximize the feasibility of the model, 
that is the time period within which both suitability and viability of the adoption process of the LuMiR 
system in the Basilicata region can be evaluated.

The (ning, nend) interval depicted in Figure 3 is introduced through the following:

Figure 3: Domain on the np plane
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Theorem 6.1

HP: On the y-coordinate of the np plane the following condition is verified:

p p p p
end ing

, ,
sup( ) ⊆ ( )1

 

TH: On the x-coordinate of the np plane the following interval is recognized:

n n n n
ing end

, ,
inf sup( ) ⊆ ( )  

Demonstration: The case 2 < ning < ninf is trivial; ning is by definition the x-coordinate of A’, that is the 
intersection point between conic curve and domain. Given the slope of the conic curve, A’ can be found 
on the segments AE or ED: this means that ning ranges in the interval ninf < n < nsup (see 6.4), so the 
condition ning < ninf is not acceptable and the condition ninf ≤ ning ≤ nsup is verified. For the same reason, 
A’ also features the y-coordinate p1 < ping ≤ psup (in Figure 3 ping = psup).

As for B’, given the slope of the conic curve the point can be found on the arc of hyperbole AB 
(standing the obvious condition B’ ≠ A), or on the segments BD or DC (standing the obvious condition 
B’ ≠ D). This means that the x-coordinate of B’ may match with the x-coordinate of B or C, i.e. ninf < 
nend ≤ nsup. Similarly, the y-coordinate of B’ may match with the y-coordinate of the points of the seg-
ment DC, i.e.: p1 ≤ pend < psup.

The value of psup is the upper limit of the range of admissible values for p2, as described in the following:

Theorem 6.2

HP: on the x-coordinate of the np plane the following condition is verified:

ninf < n < nsup 

TH: on the y-coordinate of the np plane the following condition is recognized:

p1 ≤ p2 ≤ psup 

Demonstration: The hypothesis belongs to the set of formulas of the (6.4) that circumscribe the domin-
ion in the np plane. In particular, it highlights the time ranging between the lower and the upper limits 
of the trial stage period. Similarly, the condition p1 < p < psup belongs to (6.4). For n > 2, during the 
experimentation the m1 GPs enroll at least p1 patients, and psup means the maximum number of patients 
per month that each GP con enroll when the system is in full-swing. This implies that p2 necessarily 
stands between the two mentioned values.
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6.1.4 Recognition of the Optimal Solutions

Both the domain EDCBA and the conic curve introduced in (6.5b) are described in the np plane as 
functions of the elements figured out in the adoption plan: M, P, m0, m1, ninf, nsup, p0, p1, psup. The np 
plan describes effectively the model dynamics only if at least one couple of values (n, p) is recognized 
within the domain after the definition of the parameters and the choice of the variables. This means in 
other words that, in those circumstances, there has to be at least one optimal solution for the problem 
described through the model. Such assumption is verified in the following:

Theorem 6.3

Necessary and sufficient condition for the resolution of the problem concerning the definition of an 
adoption plan, is that at least one of the following statemements is verified:

• [ABS(E) < ABS(A’)] ∧ [ABS(A’) < ABS(A)] = TRUE (Input)
• [ORD(B’) < ORD(B)] ∧ [ORD(C) < ORD(B’)] = TRUE (Output)
• [ABS(D) < ABS(B’)] ∧ [ABS(B’) < ABS(C)] = TRUE (Input)
• [ORD(D) < ORD(A’)] ∧ [ORD(A’) < ORD(E)] = TRUE (Output)

where ORD means the y-coordinate and ABS means the x-coordinate of the specific point.

• Demonstration of the Necessary Condition: The possible intersections between domain and 
conic curve are depicted in Figure 4.

Figure 4. Graph of the intersections between dominion and conic curve
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• Given the slope of the curve, the graph shows two “sources” (the conic curve only enters the 
domain through the segments ED or EA), two “wells” (the conic curve only leaves the domain 
through the segments DC or CB) and an “intermediate node” (the conic curve can as enter as 
leave the domain through the segment AB). The straight lines and the hyperbole that form the 
domain intersect the conic curve in just one point at most. If at least one of the given statements is 
fulfilled, is trivial that conic curve and domain are secant: this means the the conic curve crosses 
the domain in at least one point, or in other words that exists at least one couple of values (n, p) 
within the domain that allows to verify the feasibility of the objective function (via the parameter 
P). The problem of the definition of adoption plan can be therefore solved.

• Demonstration of the Sufficient Condition: Using a demonstration by the absurd, we state that 
the problem of the adoption plan cannot be solved. This implies that the conic curve and the do-
main cannot be secant, but at most tangential. The graph in Figure 4 makes clear that the only node 
that can fulfill at the same time the mandatory requirements of tangency and input/output is the 
arc AB: this means that at least one point of the arc should fulfill both the conditions. In analytical 
language, this means that there is one point of the arc AB in which the derivative functions in re-
spect to n of both conic curve and hyperbole must match. The result is an equation of fourth grade, 
with four different roots: this implies that there should be four tangency points on AB between 
hypebole and conic curve. The two curves should therefore match in four different points, that is 
to say that the two curves completely match with each other. Given the characteristics of the (6.4) 
on which the domain is defined, the results obtained clearly contradicts the demonstration by the 
absurd, so the problem can actually be solved.

The set up of the mathematical model was refined thanks to the data gathered “on the field” for the 
technological and organizational arrangement of the system adoption from 2010 to 2013. The main 
scope was to get to an as more effective as possible “ex-ante” evaluation of the feasibility of the entire 
adoption plan of the LuMiR system in the Basilicata Region, in order to:

1.  Redefine and adapt the adoption plan depending on the actual available resources (human, orga-
nizational and financial); or

2.  Pushing where possible towards a better definition of the resources to be implemented, to fulfill 
the results displayed after a correct implementation of the mathematical model.

6.2 Compliance of the Model

The correct positioning of the domain as well as the slope of the objective function in the np plane de-
pend on a further series of constraints, related to the actual time available for both GPs and patients that 
can be enrolled in the experimentation. Up to this moment, the model had been set up according to the 
hypothesis that every month there are always GPs and patients to be enrolled. Actually, their number is 
not unlimited. More specifically, the distribution of the patients enrolled reachs the saturation in:

• ni
sat: The “saturation month”, when all the expected patients (Preal) of the GP involved in the i-th 

month (ni = nrdn) have been enrolled;
• nmed: The month in which all the GPs involved (Mmed) have been enrolled;
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• nlast
sat = nlast: The month when the experimentation ends, since all the citizens involved have been 

enrolled (Ppop). It is also the month in which the enrollment of all the patients (Preal) related to the 
last group of m1 GPs involved ends.

6.2.1 Saturation of the Patients Enrolled by the Single GP

Consider the month in which the total satutarion of the patients enrolled by the m0 GPs is reached 
[PazMMG(n) = Preal]. The (5.3) for nrdn > 2 changes in:
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p
INT

P p
sat sat

I real real= =
− − +








+ =

−
0 1 2

2

2
1

*
00 1

2

3
−








+

p

p
 (6.6a)

That being valid, for n > nsat there is the need to discard all the next patients, that cannot be enrolled 
anymore, calling them “virtual”. Such virtual patients Pazs(n) can be calculated by means of an appro-
priate “corrective” function, starting from the hypothesis that nsat ≥ 2, since under this condition Preal ≥ 
p0 + p1, with p0 + p1 meaning the number of patients enrolled by the “most enroller” m0 GP for n = 2.

Under the same initial conditions, the same procedure can be performed to calculate the saturation 
month (nII

sat) for the patients enrolled by the first group of m1 GPs involved in the second month (and 
that become “operative” from the third month onward of the experimentation).

In this case the (5.3) for nrdn > 2 changes in:

n INT P p p
p

INT P p
psat

II real real=
− +







 + =

−







 +1 2

2

1

2

2
1 3

*
 (6.6b)

The comparison between (6.6a) and (6.6b) makes clear that nsat = nI
sat ≈ nII

sat, since the factor p0/p2 
≈ 0: this means that the patients of the m0 GPs enrolled in the first month of the experimentation, and 
the patients of the first group of m1 GPs enrolled in the second month of the experimentation reach the 
saturation about at the same time.

The function Pazs(n) describes the trend of the “virtual” patients for all the GP s, as follows:
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6.2.2 Saturation of the Enrollable GPs

Consider the month nmed in which the saturation Mmed of the GPs is reached. The (6.1a) changes in:
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Similarly to what seen before for the patients, for n > nmed there is the need to discard all the next 
patients, that cannot be enrolled anymore since no more GPs are enrolled in turn.

Such patients Pazm(n) can be calculated as well by means of a “corrective” function, starting from 
the hypothesis that 2 ≤ nmed ≤ nsat: under this condition, in fact, on the one hand M > > m0 + m1 ; on 
the other hand the concept of mrest ≤ m1 is introduced, meaning the number of GPs enrolled as the last 
group, and expressed as follows:

m M m n m
rest med med
= − + −( )
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2 *  (6.9a)

For n = nmed + 1, the first group of “virtual” GPs is somehow called to “complete” the last group of 
GPs enrolled in the previous month; if mrest = m1, the first group of “virtual” GPs will be equal to m1.

The function Pazm(n), describes the trend of the “virtual” patients for all the GPs, as follows:
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6.2.3 Saturation of All the Patients Enrolled

Consider the month nrdn = nlast in which the total saturation of the patients (Ppop) is reached. The distribu-
tion of Paz(nrdn), that means the patients effectively enrolled, is expressed as follows:

Paz n P M P
last real med pop( ) = =*  (6.10)

The maximum value for n is nlast. The function Paz(nlast) therefore becomes:

Paz n
Paz n Paz n Paz n

rdn

a
rdn

m
rdn

s
rdn( ) = ( )− ( )− ( )                                   (1 n<n )

                         

≤
last

pop
P                                                       (n n≥

llast
)
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where:

• Paza(nrdn): The total number of patients assisted by the GPs involved in the experimentation, with-
out taking into account saturation phenomena (see 5.2);

• Pazm(nrdn): The “virtual” patients after the saturation of the GPs (see 6.9b);
• Pazs(nrdn): The “virtual” patients after the saturation of the patients for a given GP (see 6.7).
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As a result of the discussion, it is possible to figure out under a new perspective the already mentioned 
distribution functions for both GPs enrolled and patients enrolled per single GP.

The new function Med(n), related to the GPs enrolled, is the combination of (5.1), (6.8), (6.9a) and 
(6.9b) and can be expressed as follows:

Med n
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The new function Pazmax(n), related to the maximum number of patients enrolled by the “most enroller” 
GP, is the combination of (5.3), (5.4), (6.6a) and (6.6b) and can be expressed as follows:
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It becomes now possible to compare the trend of the functions related to the enrolment of the patients 
per single GP, with the trend of the function Paz(n) described in (6.11) (see Figures 5 and 6). Based on 
the data introduced in Tables 1 and 2, it emerges in particular that: nmed < nsat = nI

sat = nII
sat.

As already said, the trend of the patients enrolled by the single GP becomes linear from the second 
month of enrollment of the GPs. The trend of Paz(n) has instead to be intended, point by point, as the 
sum of the functions related to the patients enrolled by the single GPs.

Joining these results from those emerging from the analysis of the saturation phenomena, it can be 
noticed that:

1.  Once reached the value Preal = 900, the trend of the patients enrolled per single GP does not increase 
anymore;

2.  The trend of the function Paz(nrdn), that includes also the “virtual” increase of the patients, features a 
decreasing slope [Paz’(n) > 0; Paz’’(n) < 0] until it settles as well on a given value (Ppop = 90.000).

6.3 Description of the Real Model

Once made clear the real dynamics of enrollment and saturation of the subjects involved in the experi-
mentation, the original formulation of the model introduced in the paragraph 6.1.3 undergoes some 
modifications. The introduction of the formulas (6.6a), (6.6b), (6.8) and (6.13) does not affect directly 
the definition of the domain, but rather the conic curve introduced with the formulas (6.5a) and (6.5b), 
starting from the (5.2), as objective function.

For n < nlast, the saturation phenomena have to be taken into account for both the number of GPs 
(Mmed) and the number of patients per single GP (Preal): this means that, for each month in which epi-
sodes of saturation occur (related to GPs and/or patients), the function will feature points of removable 
discontinuity. As an example:
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Figure 5. Comparison between the function Paz(n) and the functions related to the enrolment of patient 
per single GP, 

Figure 6. Particular of Figure 5 on a more limited range of values
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med med med
− +( ) = ( ) ≠ ( )  

It becomes so clear that the overall function for the calculation of the total number of patients enrolled 
is actually formed by different functions. In Figure 7. a more realistic trend of the objective function, as 
the implementation of the (6.11) for 1 < n < nlast, is described.

6.3.1 The Lumir Zone

As a completion to the results described in the previous paragraphs, it is important to compare to each 
other the saturation dynamics of GPs and patients involved in the adoption of the LuMiR system. The 
scope is to get to an as more precise as possible recognition of the time interval (called Lumir Zone) that 
marks the feasibility of the model studied in the present work (see Figure 8).

Starting from (6.10), it is possible to write the formulas (6.6a), (6.6b) and (6.8) as a function of Ppop. 
Skipping the intermediate passages, The final result is the following:

Figure 7. The real objctive function within the domain (discontinuities exist also for the months next to 
nsat, until nlast) 



150

Predictive Modeling as guide for Health Informatics Deployment
 

n INT
P M p p

M psat

pop med

med

=
− +( )















*

*
0 1

2

 +3  (6.14a)

n INT
P m P

m Pmed

pop real

real

=
−















0

1

*

*
 +2  (6.14b)

The Lumir Zone makes possible an almost effective comparison of the evolution dynamics of both 
the populations of GPs and patients involved in the experimentation. This is also why the two timelines 
of GPs and patients are depicted separately. The only limitation concerns the already mentioned peculiar 
nature of nsat = nI

sat and nmed, that makes these elements not directly comparable with each other.
The choice to report the saturation of the patients before the saturation of the GPs was arbitrary, and 

origins from the analysis of the data reported in Tables 1 and 2, as well as from the formulas (6.6a) and 
(6.6b), according to which: nmed < nsat = nI

sat = nII
sat .

• Patients: Once the experimentation has began, the “Running Field” points out that in the first (ab-
solute) month of adoption n1 a number of p0 patients for the m0 GPs is defined, while in the second 
(absolute) month of adoption n2, a number of p1 patients is enrolled for both m0 and m1 GPs. In 
the “Saturation Field” the mentioned (6.6a) and (6.6b) set forth that nI

sat = nII
sat.

The time interval ranging between n1 and nI
sat = nII

sat is called β, corresponding in paticular to (6.6b); 
to follow, every month the patient enrolled by the m1 GPs saturate. More in general, the (5.4) describes 

Figure 8. Description of the Lumir Zone
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the distribution of the patients for the GP enrolled in the i-th month; considering i = nrdn = nadp + 1, with 
i = {1, 2, 3, …}, there follows:

Paz n p p n iMMG ( ) = + −( )1 2
*                                   (n>ii)  (6.15a)

Applying the mentioned saturation logic to the (6.15a), the month of saturation (ni
sat) for the GP 

enrolled in the i-th month is:

n INT
P p

p
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sat
i real=

−








− +1

2

1  (6.15b)

where “i” means the order of enrollment of the groups of GPs. The last group of patients will be com-
pleted at nlast

sat = nlast, and the time interval ranging between n1
sat and nlast

sat is called α. The entire period 
of validity of the model (from the first absolute month of adoption of the system, to the total saturation 
of the population involved) is therefore the sum of the time periods α + β.

• GPs: in the “Running Field”, m0 GPs are involved in the first (absolute) month of adoption (nadp 
= 1), and become “operative” in nrdn = 2 = nadp + 1. In the second (absolute) month of adoption 
nadp = 2 = n1

arr, a group of m0 + m1 GPs are involved, and become “operative” in n = nrdn = 3. In 
the “Saturation Field”, nmed = nlast

arr means the month in which the last of the m1 GPs involved is 
enrolled. A time interval called ndiff

arr is then defined, and ranges between the enrollment of the first 
and the last group of m1 GPs: such interval is most likely matching with the necessary time for the 
saturation of all the m1 GPs involved, and is called α, since the first group of m1 GPs enrolled is 
likely to be the first one to saturate, and so on. It is so possible to express the value of α by means 
of the following:

α = = − = −n n n n n
arr
diff

med arr
I

arr
last

arr
I   (6.16)

As α + β represents the total duration of the experimentation, there follows that for the GPs the value 
of β means the remaining time interval ranging between nmed (the saturation of the GPs) and nlast (the 
saturation of the patients). More specifically, β means the number of months during which the saturation 
of the patients enrolled by the GPs of the generic m1 group occurs.

Accordingly, the adoption of the LuMiR system on the whole becomes:
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The last addend indicates a margin of error of about a month: a sort of “tolerance” preventively ac-
counted because of the unavoidable uncertainty of the saturation dynamics, that may slightly differ from 
what resulted after the deployment of the model.
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6.4 Model Implementation

6.4.1 Initial and Surrounding Conditions

The field data gathered between 2010 and 2013 among actors and institutions involved in the LuMiR 
project made possible to verify for the trial stage period the feasibility of the model, according to the 
resources provided by the Healthcare System of the Basilicata Region. Table 5. shows the input data, 
compliant to those reported in Table 1.

In particular:

• 5 m0 GPs (3 from the Potenza Province Healthcare Trust, and 2 from the Matera Province 
Healthcare Trust) were enrolled as volunteers in the first absolute month (nadp = 1). Each GP was 
supposed to enroll at least 4 p0 patients in the same month.

• 23 m1 GPs (15 from the Potenza Province Healthcare Trust, and 8 from the Matera Province 
Healthcare Trust) were enrolled as volunteers in the second absolute month (nadp = 2). Each m0 
and m1 GP was supposed to enroll at least 5 p1 patients in the same month.

• The system got to be in full-swing from the third month onward. Every month other 23 m1 GPs 
(15 from the Potenza Province Healthcare Trust, and 8 from the Matera Province Healthcare 
Trust) were enrolled, obliged to involve 5 patients (p1) in their first month, and 100 (p2) for the 
next months.

The value for m1 mainly depended on the capacity of the help-desk to support not more that two GPs 
per day in the installation of the universal wrapper. During the trial stage period, the GPs were called 
to focus on specific chronic diseases among the patients involved: in the Potenza Province Healthcare 
Trust it was chosen to focus on the cardiovascular diseases, in the Matera Province Healthcare Trust it 
was instead chosen to focus on the diabetes mellitus type 2.

Under the hypothesis that each GP involved featured at least 900 patients (Preal), Figure 9. shows the 
total distribution of the patients enrolled for a period of about 15 months, comparing the ideal trend 

Table 5. Input data for the experimentation

m 0 5

m1 23

Preal 900

p0 4

p1 5

p2 100

psup 200

M 100 (total number of GPs in the Basilicata Region: 500)

P 90.000 (total number of inhabitants of the Basilicata Region: about 500.000)

nsup 11

Mmed 100
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of the Paza(n) function from the (5.2) with the actual one from the (6.11). While the former increases 
indefinitely, the latter settles on Ppop = 90.000 patients.

Similarly, Table 6. shows the comparison between “ideal” and “actual” patients, along with their 
percentage variation. It has to be noticed that the increase of the percentage variation expresses the 
increasing “weight” of the virtual patients, as the saturation dynamics take place.

6.4.2 Model Sizing

The minimum duration of the trial stage for the experimentation was set equal to ninf = nmed = 6 months, 
according to what stated in the (6.4) – ninf > 2 – and to the amount of available resources provided from 
the Basilicata Region: this meant that the most motivated GPs would be enrolled in the first groups. 
The real model set up is depicted in Figure 10. The solution of the equations for the hyperbole and the 
objective function (conic curve) highlighted that: the hyperbole intersects the value of psup for n ≈ 6 
(point A); the intersection between the two curves occurs outside the domain, for n ≈ 12,5 (point W); 
ping = psup = 200. The model showed that nsup = 11, meaning that during the trial stage period the objec-
tive function does not cross the domain, so that neither A’ (ning; ping) nor B’ (nend; pend) can be formally 
defined as introduced in the paragraph 6.1.3: the intersection between objective function and psup is in 
fact located outside the domain for ning ≈ 7,6. This implies that:

• The real time interval for the evaluation of the feasibility of the adoption process of the LuMiR 
system, according to the available resources, was narrowed down to the period: 8 ≈ ning < n < nsup 
= 11;

• According to what demonstrated in the theorem 6.2, the range of admissible values for p2 is com-
prised between 0 and 200: under this conditions, the hypothesis p2 = 100 showed in Table 5 is 
acceptable.

Figure 9. Comparison between ideal and actual trend of the patients enrolled 
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Focusing on the saturation dynamics, the application of the (6.8) implied that the “M” GPs enrol-
lable were supposed to saturate in 6 months; as for the patients, the application of the (6.6a) and (6.6b) 
implied that the patients enrolled by both m0 and m1 GPs were supposed to saturate for n1

sat = n2
sat = 11. 

Moreover, the study of the Lumir Zone highlighted that α = ndiff
arr = 5 – 1 = 4, and β = 11. The appli-

cation of the (6.17) showed eventually that nlast = 16, that is the month in which all the population was 
supposed to saturate (Ppop = 90.000 foreseen patients involved).

All the results are summarized in Table 7.

Table 6. Distribution of GPs and patents during the experimentation

Month GPs “Ideal” patients – 
Paz(nrdn)

“Actual” patients – Paza(n) % Variation

1 5 20 20 0,00% 

2 28 160 160 0,00% 

3 51 3075 3075 0,00% 

4 74 8290 8290 0,00% 

5 97 15805 15805 0,00% 

6 120 25620 25520 0,39% 

7 143 37735 35520 6,24% 

8 166 52150 45520 14,57% 

9 189 68865 55520 24,04% 

10 212 87880 65520 34,13% 

11 235 109195 75360 44,90% 

12 258 132810 85360 55,59% 

13 281 158725 90000 76,36% 

14 304 186940 90000 107,71% 

15 327 217455 90000 141,62% 

Figure 10. the real domain of the adoption model, according to the resources provided from the Basili-
cata Region
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6.5 Interpretation of the Results and Limitations of the Study

The analysis of the data reported in Tables 5 and 6 made possible, as first result, to foresee that once 
started the experimentation about the 45% of the GPs and about the 21% of the inhabitants of the Basilicata 
Region would have been involved in the trial stage period, comprised between ninf = 6 and nsup = 11. In 
particular, the enrollment of about the 20% of the total GPs would have been reached by the end of the 
fifth month (97 ≈ 100), therefore saturing the number of GPs made available from the Basilicata Region.

Nonetheless, it clearly emerged that as such the model was undersized if compared to the actual needs 
set forth from the study. In the first place, the upper limit calculated for the trial stage period (nsup = 11), 
at the light of what stated in the Tables 1 and 5, was unsuitable for two main reasons:

• The lenght of the experimentation was calculated in a first moment without taking into appropri-
ate account the saturation dynamics for both GPs and patients, that highly affect the trend of the 
total patients enrolled: the actual trend of the function Paz(n) is in fact described by the (6.11) and 
not by the (5.2). This was moreover highlighted from the fact that the patients were supposed to 
start to saturate for n = 11, that marked instead the end of the experimentation;

• The actual time for the model to work in full-swing was narrowed down to only four months.

In the second place, an as important (though opposite) result emerged from the analysis of p2. The 
strong condition introduced in the paragraph 6.1.3 asked for the sum of patients per month enrolled by 
the GPs to remain under the value of Preal = 900 ≤ pavg. Choosing p2 = 100 made this condition fulfilled 
all along the experimentation period – in particular, for n = 11 the “most enroller” GPs would have 
reached a value of Preal = 909 ≈ 900. Setting p2 = 200 (all the other conditions unchanged) in the model, 
the objective function would have “entered” the domain intersecting the hyperbole by the half of the 
seventh month: this would made possible to calculate the coordinates for A’ (ning ≈ 9,3; ping ≈ 121) and 
B’ (nend = nsup = 11; pend ≈ 105). The patients would have started to saturate from the seventh month, 
and nlast = 11. This scenario features two main issues:

1.  The new value of p2, defined “a priori”, was actually a particular case inside the admissible range 
of values recognized for the model;

2.  It is nearly impossible to figure out the enrollment of 200 patients per month for the single GP, 
even when the system is in full-swing.

Table 7. Values from the real adoption model

p 1 psup ping ning pend nend ninf nsup nmed n1
sat n2

sat nlast 

5 200 200 7,6 - - 6 11 6 11 11 15
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These results made clear the overall unsuitability of the resources made available from the Region 
for an effective implementation of the adoption strategy for the LuMiR system, in spite of the significant 
dimension of the sample population. More in general, the following conclusions can be drawn:

• The limited time interval of the experimentation, though considered as suitable from the Region’s 
institutions, actually did not allow an effective planning of the actors’ involvement dynamics. If on 
the one hand the process of model-setting was based on a series of linear conditions (e.g. choice 
of motivated GPs, same number of patients enrolled per month, same velocity of enrollment per-
formed by each GP), on the other hand the design of the saturation dynamics was carefully per-
formed. Nonetheless, the mentioned unsuitability of the resources available made the saturation 
phenomena very difficult to be evaluated, and therefore for the great part ineffective;

• The possibility, as seen, to modify the value of p2 before the experimentation, whilst made appar-
ently possible to follow the condition set for nsup, actually altered the perception as to the suitabil-
ity of the resources made available: a higher value of p2 allows in fact to somehow “mask” ex-post 
the eventual limitations intrinsic with the initial and surrounding conditions, on which the very 
steadiness of the domain is actually founded.

6.5.1 Sensitivity Analysis

After the main results described above, it was as well important to evaluate the modifications that can 
affect the model due to the variation of some among the main variables introduced. In particular, given 
their importance for the model set up, the analysis concerned Mmed, Preal, p2.

Mmed) consider to double the number of GPs involved (M = 200): with all the other conditions un-
changed, this implies the increase of the total population involved in the experimentation (Preal*Mmed=Ppop), 
and accordingly the increase of the necessary time for both GPs and patients to saturate, as described:
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∆
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Preal) consider to increase as much as possible the number of patients that the single GP can enroll 
during the experimentation, so to have the condition Preal = pavg = 980 verified (see paragraph 5.3): 
with all the other conditions unchanged, this implies the increase of the total population involved in the 
experimentation (Preal*Mmed=Ppop), and accordingly the increase of the necessary time for both GPs and 
patients to saturate, as described:
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p2) consider to double the value of p2, as already seen: with all the other conditions unchanged (es-
pecially Ppop), this implies a shortening of the necessary time for both GPs and patients to saturate, as 
described:
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The extent of the modifications suggested for the three variables was set to test the robustness of the 
model, providing at the same time realistic values and taking into account the amount of resources made 
available from the Basilicata Region. This is the reason why non-negligible alterations of the input lead 
anyway to trajectories very similar to the original ones. In the first two cases the alteration of Ppop induces 
a general – though not much substantial – increase of the adoption process timings. As for p2, instead, 
once Ppop is defined the workload for the GPs must increase, causing the shortening of the scheduled 
timings for both adoption and saturation dynamics.

Being the model a linear system, it was also possible to deploy the superimposition principle, thanks 
to which the overall modification of a parameter depending on more variables is equal to the sum of the 
modifications of the single variables. Considering the three variables studied, it was possible to deploy 
the principle for nlast and nI

sat.
nI

sat) the simultaneous variation of Preal and p2 seen before causes: ΔnI
sat = –2,75%. The extent of the 

variations for the other two combinations is negligible.
nlast) the simultaneous variation of Preal and Mmed seen before causes: Δnlast = +6,5%. The simultane-

ous variation of the opposed (and equal in absolute value) forces related to Mmed and p2 does not bring 
changes (Δ = 0). The simultaneous variation of Preal and p2 causes instead: Δnlast = –1,5%.

This last analysis clearly shows that the modification of p2 has a more remarkable impact on the 
model than Mmed and Preal for different reasons:

• ΔnI
sat < 0 means an earlier saturation of the patients. The increase of p2 influences the result more 

deeply than the increase of the patients enrollable during the experimentation (Preal), since the for-
mer gives a “boost” to the system dynamics from the very beginning, and not gradually;

• Δnlast < 0 means a shorter time for the population to get to the final value Ppop. Also in this case, 
if the systems’ inputs are set on higher values, it is highly likely that the experimentation timings 
will generally turn out as faster.



158

Predictive Modeling as guide for Health Informatics Deployment
 

The sensitivity analysis on the inputs of the model was conducted in order to figure out preventively as 
many future changes of the scenario as possible [see e.g. Taguchi and Clausing, 1990; Dehnad, 2012]. As 
already mentioned, the population involved had to feature a good percentage of chronic patients consistent 
with the chronic disease chosen by the Local Healthcare Trusts for future stages of the experimentation. 
It is therefore likely to expect that modification to the original model will be implemented, and a new 
round of collaboration with GPs, specialists and patients will have to be performed.

7. CONCLUSION

The systemic development of the eHealth dynamics means the deployment of web-based ICT solutions to 
improve or enable the creation and the supply of high level services in the healthcare sector [e.g. Berwick 
& Nolan, 1998; Eng, 2004; Monteagudo & Moreno, 2006, 2007]. This is seen not only as an opportunity 
to work out potential solutions to unsolved problems or to overcome old and new contradictions, but 
also as the mean to achieve high relevant “political” targets, such as equity, quality and governance in 
the health management [Campbell et al., 2000; Berkman et al., 2002].

To this end, the introduction of the Longitudinal Electronic Healthcare Record (L-EHR) handled by 
the LuMiR system in the Basilicata Region pursued the main scope of figuring out a system accessible 
by all the subjects involved in the territorial assistance (GPs, lab analysts, nurses, pharmacists, social 
workers, etc.) via the implementation of a timely information infrastructure (or infostructure) for a bet-
ter definition of paths of coordination and integration as well as new organizational dynamics [Rossi 
Mori, 2010; Tamburis et al., 2012]. A proper planning of all the phases concerning the adoption plan 
of the LuMiR system was therefore needed, in order to deal with all the possible issues, both technical 
and political: this has led to the choice of a mathematical model to be set up, as optimal way to figure 
out all the possible feasible solutions.

The implementation of a mathematical model in the Public Health field, despite its undeniable po-
tentialities, has to cope with a number of limitations, mostly due to the initial conditions to be defined 
and the data input accuracy. Other limitations may relate to the intrinsic structure of the model designed, 
called to provide a balance between the requested level of “predictive capacity” and the consequent level 
of complexity needed to achieve it. Such balance depends in great part on the issues that its implemen-
tation is called to work out [Fries, 1976, 1979; Brailsford et al., 2009; Tamburis et al., 2014]. Many 
decisions then have to be taken in terms of variables and parameters to be included during the set up of 
the model, based on their relative importance as well as the ways through which they could affect the 
accuracy of the results. The inclusion of very specific data input (e.g. peculiarities of the population 
analysed, demographic variables, risk factors connected to the age of the subjects studied, etc.) may 
imply on the one hand an increased accuracy as to the definition of possible future scenarios; on the 
other hand, it may generate a very complex model to be handled.

The study conducted in the Basilicata Region for the implementation of the LuMiR system tried to 
address all these matters, and a clear evidence raised that the shift towards innovative eHealth services 
requires great amounts of time and resources to be invested: this is why the unsuitability of the resources 
provided for the experimentation hindered its succesful deployment. The study highlighted moreover 
that a great gap still to be overcome is the common lack of “technology readiness” among the healthcare 
operators – to be intended as people’s propensity to recognize and implement new technologies to achieve 
concrete results in both the social and working environment [Parasuraman, 2000].
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Similarly, especially for what concerns the first steps in the process of adoption of a new technology, 
the Healthcare Organizations involved are requested to acquire an as “care-driven” as “technology-driven” 
attitude, as first and most important requisite to cope with all the necessary efforts to bring actual in-
novation from the local to the national level.

Table 8. Table of variables

Variable Description

m0 Number of GPs enrolled per month in the first month

m1 Number of GPs enrolled per month from the second month onward

Med(n) = M Number of GPs enrolled at the n-th month

Mmed Total number of GPs enrolled

nadp Means the month during which the enrolment of GPs and/or patients occurs (the “nominal” enrolment is set at the 
beginning of nadp, whilst it actually is distributed over the entire month, so that at the end of nadp all GPs and/or patients 
are effectively “operative”)

nrdn = nadp + 1 The month next to nadp, where all GPs and/or patients enrolled the previous month are actually “operative”

mrest Total number of GPs enrolled in the last group

n Generic month

ni
arr Month in which the i-th group of GPs m1 is enrolled (with i >2, ni

arr = i-1)

ninf Lower limit of the of the trial stage period

ni
sat Month in which is reached the full saturation of the patients (Preal) enrollable from those GPs m1 that joined the 

experimentation at the i-th month (with i >2)

nlast (= nlast
sat) Month in which the total saturation of the patients (Ppop) is reached.

Alternatively: month in which is reached the full saturation of the patients (Preal) enrollable from the last GPs m1 that 
joined the experimentation

nmed (= nlast
arr) Month in which the total saturation of the GPs is reached. 

Alternatively: month in which the last group of GPs m1 is enrolled

nsat (= nI
sat) Month in which is reached the full saturation of the patients (Preal) enrollable from GPs m0

nsup Upper limit of the of the trial stage period

p0 Number of patients enrolled per month in the first month

p1 Number of patients enrolled per month in the second month

p2 = p Number of patients enrolled per month in the months next to the second one

Paz(n) Total number of patients enrolled at the n-th month

Paza(n) = P Number of patients enrolled at the n-th month in the running zone (saturation dynamics not considered)

Pazm(n) “Virtual” patients to be considered after the saturation of the GPs enrollers

PazMAX(n) Max number of patients enrolled by the “most enrollers” GPs at the n-th month

PazMMG(n) Number of patients enrolled at the n-th month by the single GP

Pazrs(n) “Real” patients to be considered after the saturation of the patients

Pazs(n) “Virtual” patients to be considered after the saturation of the patients

Ppop Total number of citizens the joined the experimentation

pavg Average number of patients per GP in the Basilicata Region

Preal Number of patients enrolled per GP during the experimentation

psup Max number of patients that the sinle GP manages to enrol every month

continued on following page
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Variable Description
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ABSTRACT

Several studies have recently raised a common concern in the field of management, which is the over-
spending in marketing activities. In this paper, we propose and empirically test that overspending in 
marketing investments is an unfortunate outcome of information overload, in a sense that managers who 
confront too many risk informants in their decision environment tend to overinvest in marketing activities 
due to the overemphasis on the environmental risk. In a longitudinal experiment, where we manipulated 
the amount of information through marketing analytics, we demonstrate that firms employing simple 
marketing analytics are less prone to increase their marketing expenditures due to the fear of losing 
customers, and have a lower expectancy that their competitors will increase their brand-level advertising 
and promotional expenditures, compared to firms using a combination of simple and complex marketing 
analytics. Moreover, we demonstrate that firms employing simple marketing analytics keep their overall 
marketing spending at a lower level, and spend less in brand-level marketing, especially in promotional 
activities, compared to when using a combination of simple and complex marketing analytics.

Procter & Gamble is the biggest advertiser in the US, the world’s biggest advertising market, and its 
decisions influence those of other big spenders. In 2010, P&G spent $3.2bn in America, almost half as 
much again as second placed General Motors. (Financial Times, March 7th 2012) 

Efficient market theory suggests that marketing behavior, on average, will be pushed toward optimal 
behavior or the enterprise will fail. (Lilien 1979)
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INTRODUCTION

A widely recognized phenomenon is that firms overspend in marketing activities (Hanssens et al., 2001; 
Sethuraman et al., 2011), meaning that their actual marketing expenditures overpass their forecasted 
budget driven by normative models (Dekimpe et al., 2007). Although several advances have been made to 
address potential drivers of suboptimal investment decisions in the context of marketing strategy (Joseph 
and Richardson, 2002; Lilien, 2011; Mintz, 2012; Mintz & Currim, 2013), there is little understanding 
of what drives, specifically, overspending in marketing investments.

To the best of our knowledge, formal models of overspending in the literature overemphasize economic 
effectiveness (Srinivasan et al., 2011), in a sense that they integrate econometric concepts of synergy, 
carryover and time effects in assessing the effectiveness of marketing investments (Shankar, 2008). In 
order to explain why firms cannot sustain economic effectiveness in marketing expenditures, scholars 
from diverse disciplines mainly follow a rational approach by attributing the persistence of suboptimal 
investment decisions to managers’ strategic considerations (Rapoport & Chammah, 1965; Thisse & 
Vives, 1988), lack of financial accountability (Mintz, 2012; Mintz & Currim, 2013), exposure to rigid 
incentive systems (Jensen & Meckling, 1976).

Although the prior literature provides crucial guidelines to take an initial step for this research, it is 
subject to several shortcomings. First of all, overspending does not perish when strategic considerations 
die out with decreased market concentration (Naik & Raman, 2003). Second, the level of analysis is not 
consistent among studies. For instance, many studies take into account the suboptimal decisions of one 
individual, mainly of the CEO, in order to associate a manager’s suboptimal decisions with organizational 
outcomes (Hirshleifer et al., 2012; Malmendier & Tate, 2005). On the other hand, there are also studies 
that argue that the impact of an individual’s suboptimal decision can be observed at the organizational 
level, regardless of the level of the individual (Dutton & Jackson, 1987). The lack of significant work 
on the topic, from our perspective, pertains to this divergence on the level of analysis.

The primary objective of the current study is to empirically test a behavioral model of overspending 
in marketing activities in a competitive context stripped off from incentive motives, where the infor-
mation necessary to assess the economic effectiveness of investment decisions is revealed through the 
market research tools. To be more specific, controlling for competitive dynamics and lack of financial 
metrics, our goal is to show that overspending in marketing investments is an unfortunate outcome of 
the information overload, in a sense that managers who confront too many risk informants in their deci-
sion environment tend to overinvest in marketing activities because they overestimate the environmental 
risk on the demand side.

We conducted a longitudinal market experiment using StratSim (Deighan et al., 2006), a management 
simulation game, in which we manipulated the availability of market research tools in order to observe 
how market information disclosed in different levels of restrictions alters investments in marketing mix 
activities. We demonstrated that firms employing simple marketing analytics are less prone to increase 
their marketing expenditures due to the fear of losing customers, and have a lower expectancy that their 
competitors will increase their brand-level advertising and promotional expenditures, compared to firms 
using a combination of simple and complex marketing analytics. We also demonstrated that firms em-
ploying simple marketing analytics keep their overall marketing spending at a lower level, and spend less 
in brand-level marketing, especially in promotional activities, compared to when using a combination 
of simple and complex marketing analytics.
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Our findings, overall, suggest that the use of simpler market research tools results in less perceived 
risk from the demand side of the market and less competitive rivalry in marketing expenditures, and ef-
ficient use of marketing resources. The use of all market research tools available, in contrast, leads to an 
alarmist action against the competitive rivalry, due to high degree of perceived risk of losing customers, 
in which firms respond by substantially increasing their marketing expenditures. Our research contributes 
to the literature on overspending by revealing new insights and fostering further research on the matter. 
We believe that these findings offer important implications for practitioners, as well as for researchers 
in the field of strategic management, decision analysis and cognitive science. Thus, we emphasize that 
greater sensitivity to these insights is needed for the sake of employing marketing analytics optimally 
in order to improve resource allocation decisions.

LITERATURE OVERVIEW

This section provides a review of the existing literature on suboptimal spending decisions. There are three 
streams of research that address suboptimal spending decisions, each one of them attributing suboptimal 
spending decisions to a) strategic considerations, b) lack of financial accountability and c) incentive 
system, adopting a rational perspective. We now discuss these streams in greater detail:

Strategic Interactions

This stream of research argues that the most important driver of marketing overspending is managers’ 
strategic considerations. According to this view, managers are aware of the fact that they are investing 
a suboptimal (i.e. not profit-maximizing) amount in marketing, but fear from being the first ones to 
be hurt by their competitors if they reduce their spending to the optimal amount, following customers 
steering to competitors. This behavior is captured by the well-known prisoner’s dilemma game, which 
predicts that managers rationally equilibrate at a high level of spending, which would not maximize their 
profits, because they expect that they will be harmed by their competitors if they reduce their spending 
to a profit maximizing level (Axelrod, 1984). Consequently, they result in higher level of spending with 
lower payoffs. In the marketing literature, this type of behavior has been studied within different topics, 
such as advertising budgeting (Pruyn & Riezebos, 2001), multichannel customer management (Neslin & 
Shankar, 2009) and brand equity (Rusetski, 2012). The overall finding of these aforementioned studies 
confirms the prisoner’s dilemma argument, indicating that managers’ failure to cooperate on the optimal 
level of spending due to the fear of competition gravitate them to spending levels with suboptimal payoff.

Lack of Financial Accountability

This stream of research claims suggests that managers make suboptimal marketing decisions because they 
do not possess adequate marketing tools and/or metrics that quantify the optimal allocation of resources 
(for a recent review, see Mintz & Currim, 2013). Marketing accountability has been of interest to many 
academicians and practitioners over the last decades, not only because it is a crucial matter for resource 
allocation decisions, but also a vital one for the reputation of marketing as an academic discipline, as 
well as for marketing department’s role in practice (Rust et al., 2004). For instance, anecdotal evidence 
suggests that practitioners mostly blame marketing managers for the lack of financial accountability, 
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criticizing their ongoing belief that marketing simply works well without the need to quantify (Financial 
Times, January 26th 2009). From this standpoint, marketing managers would be able to make optimal 
investment in marketing if they had adequate analytics to calculate the optimal amount of investment. 
Thus, the decision making process is rational.

Cash Flow Behavior

This stream of research argues that managers overspend in marketing efforts for the sake of boosting the 
operational expenses associated with their incentive system. Jensen [Jensen, (1986), p. 323] defines free 
cash flow as “cash flow in excess of that required funding all projects that have positive net present value 
when discounted at the relevant cost of capital.” When free cash flow is present and the compensation 
system fails to align managers’ interests with shareholders’, the typical manager-shareholder agency 
problem arises (Vogt, 1994), such that managers have a tendency to commonly overinvest in operations 
in order to capture the benefits of increased firm size through reinvestment (Jensen & Meckling, 1976), 
while shareholders prefer dividends over reinvestment in order to clear out free cash flow (Lang & Lit-
zenberger, 1989). Several factors can trigger this behavior, such as a metric-based compensation system 
which incentives marketing executives with respect to the budget invested into marketing activities (Jensen, 
1986), degree of managerial ownership (Joseph & Richardson, 2002), and abundance of free cash flow 
in late stages of the product cycle (Thorelli & Burnett, 1981). Consequently, overspending is described 
as an unfortunate outcome of managers’ rational choice to overstate their contribution to firm size.

THEORY

In our theory, we propose that overspending in marketing efforts is the outcome of an alarmist action 
triggered by the use of too many informants (i.e. business analytics) in risky managerial decisions. To 
be more specific, in our theory, the environmental risk triggered by the competitive rivalry is perceived 
as more gradual when the market information is disclosed through too many business analytics, and 
managers become more risk-averse when considering the welfare costs if they fail to respond to the 
competitive rivalry by exceeding competitors’ marketing spending. In this section, we explain our con-
ceptual framework in detail.

A major driver of advertising intensity is the advertising elasticity of demand (Cabral, 2000). The 
literature on the effectiveness of advertising has long acknowledged that a firm which can influence the 
demand for its product by advertising will, by any means, allocate an advertising budget, such that the 
increase in gross revenue resulting from a one dollar increase in advertising expenditure will match the 
regular elasticity of demand for the firm’s product (Dorfman & Steiner, 1954). The advertising elasticity 
for demand is subject to gradual changes across consumer segments and product categories (Steenkamp 
et al., 2005), as well as over the product life cycle (Tellis & Fornell, 1988). Consequently, in order to 
achieve good financial performance, managers are expected to monitor changes on the demand side, 
initiate necessary marketing activities on time to accommodate to these changes, and to estimate the 
optimal allocation of marketing resources with given information.

The competitive rivalry is embedded in the allocation of marketing resources because of the sig-
nificance of reaching the demand side of the market. Steenkamp and his colleagues (2005) suggest that 
the effectiveness of advertising is crucial for the financial performance, to the extent that any competi-
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tive threat to the advertising effectiveness can motivate managers to react to competitors’ advertising 
attacks in order to avoid the welfare cost due to the loss of customers on the demand side. In fact, an 
evident issue in advertising attacks is that managers’ response to this competitive rivalry by intuitively 
increasing their own spending is perceived as a common practice (Keil et al. 2001). Consequently, the 
allocation of marketing resources is very responsive to the competitive rivalry in order not to run the 
risk of losing customers.

The optimal allocation of resources in marketing is not only plagued by the competitive rivalry, 
but also embeds high risks. To be more specific, the optimal allocation of resources in marketing is a 
context of decision making under information competencies, where the decision maker knows the prob-
abilities and outcomes of each alternative action with respect to the available information. Taking into 
consideration the basic tenet in the Neo-classical economics, that more information is better (Alchian & 
Demsetz, 1972), it is feasible to calculate the only optimal response and to minimize the environmental 
risk through the acquisition of more information.

The risk perception is proven to vary with respect to the amount of informants in the decision environ-
ment, contrary to the conventional economic theory that would predict greater reassurance. To be more 
specific, Viscusi (1997) demonstrated that the receipt of risk information through multiple sources causes 
differences in risk information, generates alarmist actions that are disproportionate to the magnitude 
of the actual risk, and often leads managers to have quite different risk perceptions than others. When 
considering the famous quotation by Little (1970), that managers hardly benefit from decision support 
systems, what drives suboptimal investment decisions might not be the failure of these tools per se, but 
managers’ failure to benefit from these tools when there are too many of them.

Recent studies concerned with experts’ risk perceptions demonstrated that the external representa-
tions of risk that are adapted to the human cognitive system improved risk communication in diverse 
fields and are privileged for shared decision making (for a recent review, see Gigerenzer, 2008). For 
this reason, experts in the field emphasize simple decision making mechanisms in harmony with their 
specific decision environments, which enable fast and frugal decision making yielding better outcomes 
(Goldstein & Gigerenzer, 2002; Little, 1970). This issue of adaptability is in accordance with bounded 
rationality (Simon, 1955; Simon, 1979), which emphasizes that managers lack economic rationality 
because their cognitive shortcuts do not allow them to process all the information available in their 
decision context. Consequently, they enroll into a “satisficing” behavior, where they selectively use the 
cues in their decision environment to come up with an “acceptably optimal” solution.

As a result of the argumentation of our theory, we expect that the restricted access to simple manage-
ment tools, which help marketing managers conduct market research, will reduce the problem of over-
spending in brand-level marketing activities. To be more specific, the simplicity will help them perceive 
the environmental risk more efficiently, and the use of limited number of management tools will prevent 
them from overestimating the environmental risk. Thus, they will not fall prey to the alarmist behavior 
by overspending in marketing activities.
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METHOD AND MATERIALS

Method

We examined how the use of market research tools impacts on individuals’ risk perception and their 
beliefs about their competitors’ actions within StratSim (Deighan et al., 2006), a management simula-
tion game, in order to replicate the nature of managerial decision making in marketing. Bearing in mind 
that studying managers’ beliefs as they occur in the field would hardly be feasible, StratSim provided a 
real setting, where participants (i.e. managers) enroll in management team debates, and make strategic 
decisions in the face of risk.

In particular, StratSim by Interpretive Software, Inc. is a simulation game, specifically based on 
marketing decisions in the automotive industry. The participants are assigned to teams representing dif-
ferent companies, and the team performance is evaluated with respect to three dimensions - team, their 
competitors and the industry evolution - at each round corresponding to a yearly decision. Through the 
game, teams make decisions concerning product development, marketing, manufacturing, distribution 
and financing using tools provided by the simulation. Input into the game is industry reports and market 
analyses to provide information for decision makers.

In StratSim, aggregate marketing expenditures comprise of brand level and corporate marketing 
expenditures. Brand-level marketing expenditures include product advertising and promotion. Product 
advertising, for instance, plays an important role in establishing vehicle awareness and shaping consum-
ers’ perceptions of products. In the simulation, firms are responsible for setting an advertising budget and 
theme for the focal product(s). The majority of the budget is spent on media buys, while the remainder 
on the creative is spent on input and theme. The theme emphasizes one of the primary characteristics 
of the vehicle (i.e. performance, interior, styling, safety, or quality). Brand-level promotional budgets, 
on the other hand, include special incentive programs and general promotional activities. The purpose 
of special incentive programs is to move product during slower periods of demand. The last but not the 
least, corporate advertising budgets are set on a regional basis. These funds are spent on generating a 
corporate identity in support of the product advertising. A public relations budget is also set to support 
publicity events for the firm, corporate, and investor relations.

Sample

Our empirical study took place in the Erasmus School of Economics, Erasmus University of Rotterdam, 
the Netherlands, where StratSim is used as a significant part of FEM11028 Seminar in Marketing Strat-
egy, which is a key seminar in their Master in Marketing program accounting for 12 ECTS out of 60. 
114 full-time master students, who have already completed a credible amount of courses in marketing, 
were candidates to participate in our study. Among 114 full-time master students, 75 participants were 
randomly assigned to 10 teams of 6-8 people, with each 5 teams comprising a StratSim (automotive) 
industry, which develops uniquely based on how the competitors interact, which products are introduced, 
and how these products are supported.
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Experimental Conditions

We modified the normal procedure of the game by altering the availability of market research tools across 
rounds, such that firms could either access a) simple market research tools alone, or b) a combination of 
simple and complex market research tools in a given round. Consequently, two experimental conditions 
were created, and each experimental condition was assigned to a StratSim industry. Table 1 presents the 
experimental conditions.

Market Research Tools

The market research tools employed during the experiment were conjoint analysis, perceptual maps, 
focus groups and concept test, the former two corresponding to complex ones, and the latter two cor-
responding to simple ones. The participants basically had the following information extracted from the 
simulation game manual (Deighan et al., 2006) for each tool:

• Conjoint Analysis: Conjoint analysis estimates a consumer’s underlying choice structure, and 
provides important insights about what is most important to consumers and what particular at-
tributes they prefer. Data for estimating consumers’ underlying choice structures is gathered from 
surveys where consumers are asked to make trade-offs among various attributes.

• Perceptual Maps: The perceptual mapping tool uses a multi-dimensional scaling technique to 
position vehicle brands in a two-dimensional space, an in a cluster analysis, based on how similar 
the products are in consumers’ perception, and delivers an understanding of competition from 
customers’ point of view.

• Focus Group: A focus group is a form of qualitative research, where six to ten people gather and 
enroll into a moderated discussion on how they feel about particular product/service attributes, 
how they make purchase decisions, or anything else that may be valuable for the company from 
marketing perspective. This tool gathers descriptive measurements about the attractiveness of 
various initiatives to be employed by marketing experts.

Table 1. Experimental manipulations

Round Industry 1 Industry 2

R1 SIMPLE TOOLS ONLY ALL TOOLS

R2 SIMPLE TOOLS ONLY ALL TOOLS

R3 SIMPLE TOOLS ONLY ALL TOOLS

R4 SIMPLE TOOLS ONLY ALL TOOLS

R5 ALL TOOLS SIMPLE TOOLS ONLY

R6 ALL TOOLS SIMPLE TOOLS ONLY

R7 ALL TOOLS SIMPLE TOOLS ONLY

R8 ALL TOOLS SIMPLE TOOLS ONLY
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• Concept Tests: Concept testing is and exploratory method which grants early feedback on a po-
tential product before the development cycle begins, and data for this tool comes from surveys 
and/or interviews with consumers on how they feel about a new concept.

STUDY 1

In Study 1, conducted in the beginning of the experiment, we observe beliefs and expectancies regarding 
the perceived risk on the demand side and expectations about competitors’ expenditures. The purpose 
of this study is to demonstrate that the behavioral processes that lead to overspending in brand-level 
marketing activities are grounded in individual-level.

Hypotheses

In line with our theory, we provide our hypotheses as follows. First, we expect that firms employing 
simple market research tools will have less tendency to increase their spending due to the fear of losing 
customers, compared to those using all market research tools available, since firms employing simple 
market research tools alone will downgrade the risk of losing customers if they do not keep their brand-
level advertising and promotional expenditures high, compared to firms employing all market research 
tools available.

H1: Firms employing simple market research tools will be less prone to increase their marketing expendi-
tures due to the fear of losing customers, compared to those using all market research tools available.

Second, we expect that firms employing simple market research tools only will downgrade their 
competitors’ increase in their brand-level advertising and promotional expenditures, compared to firms 
employing all market research tools available because they will expect lower competitive rivalry due to 
lower perception of risk regarding the market dynamics (i.e. demand side).

H2: Firms employing simple market research tools only will downgrade their competitors’ increase 
in their brand-level advertising and promotional expenditures, compared to firms employing all 
market research tools available.

Procedure

We conducted surveys among the participants at the end of each seven actual round of the game (i.e. 
excluding the practice round and the last round). The purpose of these surveys was to measure partici-
pants’ perceived degree of risk and beliefs about their competitors’ actions. Each survey was delivered 
once the participants submitted their decisions to the simulation, and collected after they have completed. 
There was no time restriction to fill out the surveys, but the students completed them in a reasonable 
time interval, which is around ten minutes.

Although we measured participants’ perceived degree of risk and beliefs about their competitors’ 
actions at each round, we mainly focused on data collected from the first round of the game in Study 
1. The first round of the game was the first real round, where participants made managerial decisions 
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using market research tools for the first time. Thus, this initial round is supposed to reveal the impact of 
information overload on their alarmist action, and the differences in their perceived degree of risk and 
beliefs about their competitors’ actions with respect to their alarmist tendencies. In addition to that, the 
survey conducted in this round was the first time that the participants encountered the survey questions. 
Consequently, the participants were expected to report their perceived degree of risk and beliefs about 
their competitors’ actions with highest accuracy:

• Pretesting: We followed a conventional pretesting procedure: An initial draft of the survey was 
prepared one week prior to the experimental sessions, and the teaching team (i.e. the course in-
structor and three teaching assistants) revised this draft over the week. We eliminated unnecessary 
questions, added clarification sentences and changed the wording of some questions in order to 
avoid confusion.

• Data Gathering: As we desired that each participant reported his/her own proper belief about 
what their competitors will do, we did not allow the participants to communicate among each 
other while filling out the questionnaire. Only the aforementioned research team was allowed to 
resolve participants’ doubts. The surveys circulated in print, and the answers are recorded to an 
Excel sheet after the first round. 

• Response: Four participants were missing in this round, which yielded us 71 participants for the 
survey. We achieved high response rate from these participants for each question: 70 participants 
out of 71 answered the question regarding the tendency to increase marketing spending due to 
the fear of losing customers, and 71 participants out of 71 answered the question regarding the 
expected increase in competitors’ brand-level advertising and promotional spending. The students 
were fairly incentivized to complete the surveys because the surveys constituted 10% of their over-
all grade. The surveys were not graded in terms of content (as there was no correct answer for any 
question), but were graded based on completeness.

For the sake of our theory, we were mainly interested in participants’ tendency to increase their mar-
keting spending if they were to confront the risk of losing customers. To be more specific, participants 
were expected to believe that they had to have high marketing expenditures in order for their products to 
be perceived good quality by their customers, yet their belief on to what extent they would increase their 
expenditures to satisfy this could vary with respect to the experimental conditions. Thus, in the first round 
of the survey, participants were asked “Please indicate, on a scale of -2 (I would significantly decrease 
my spending) to 2 (I would significantly increase my spending), to what extent would you increase or 
decrease your spending level due to each of the following factors,” and “Reputational Concerns (If we 
spend less, consumers may perceive us poorly)” was listed.

We were also interested in participants’ beliefs about their competitors’ spending in brand-level ad-
vertising and promotional activities. To be more specific, based upon the anecdotal evidence, participants 
were expected to believe that competitors will increase their brand-level advertising and promotional 
expenditures by round, yet their belief on to what extent their competitors would increase their expen-
ditures could vary with respect to the experimental conditions. Thus, in the first round of the survey, 
participants were asked “Regarding your beliefs about your competitors, on a scale of -2 (They will spend 
much less) to 2 (They will spend much more), rate how you think your competitors will behave in the 
next round, compared to the current round,” and were listed below the spending decisions of interest, 
“Advertising” and “Promotion.”
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Modeling

Group Means

In each condition, we mainly looked at the differences in group means regarding the tendency to increase 
marketing spending due to the fear of losing customers, and expected increase in competitors’ their 
brand-level advertising and promotional expenditures.

• MEAN_SIMPLE_H1: Mean value of the tendency to increase marketing spending due to the 
fear of losing customers in simple tools availability condition,

• MEAN_ALL_H1: Mean value of the tendency to increase marketing spending due to the fear of 
losing customers in all tools availability condition,

• MEAN_SIMPLE_H2a: Mean value of the expected increase in competitors’ brand-level adver-
tising expenditures in simple tools availability condition,

• MEAN_ALL_H2a: Mean value of the expected increase in competitors’ brand-level advertising 
expenditures in all tools availability condition.

• MEAN_SIMPLE_H2b: Mean value of the expected increase in competitors’ brand-level promo-
tional expenditures in simple tools availability condition,

• MEAN_ALL_H2b: Mean value of the expected increase in competitors’ brand-level promotional 
expenditures in all tools availability condition.

Estimation

We tested the significance of the differences in group means using two-sample, one-sided parametric 
t-tests with unequal variances. So, the null hypotheses were:

• MEAN_SIMPLE_H1< MEAN_ALL_H1
• MEAN_SIMPLE_H2a < MEAN_ALL_H2a
• MEAN_SIMPLE_H2b < MEAN_ALL_H2b

RESULTS

Table 2 summarizes the results of our survey study. In the first round of the game, we measured their 
tendency to increase their marketing spending taking into account their firm might be perceived poorly 
otherwise. The mean response from 70 participants was 0.700, indicating a tendency to increase their 
marketing spending taking into account their firm might be perceived poorly otherwise. The mean re-
sponse from 34 participants in simple tools only condition was 0.529, while the mean response from 36 
participants in all tools availability condition was 0.861, indicating differences in tendencies to increase 
their marketing spending taking into account their firm might be perceived poorly otherwise. The cor-
responding t-test indicated that the difference in group means was significant (one-sided p=0.047).

In addition to that, we also measured their beliefs about how their competitors will behave in the 
next round compared to the current round. The mean response from 71 participants was 0.761 for brand-
level advertising and 0.662 for promotions, indicating an expected increase in competitors’ brand-level 
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advertising and promotional expenditures. The mean response from 35 participants in simple tools only 
condition was 0.486 for brand-level advertising and 0.171 for promotions, while the mean response from 
36 participants in all tools availability condition was 1.028 for brand-level advertising and 1.139 for 
promotions, indicating gradual differences in expected increases in competitors’ brand-level advertising 
and promotional expenditures. The corresponding t-tests indicated that the differences in group means 
were significant for both brand-level advertising expenditure (one-sided p=0.008) and brand-level pro-
motional expenditure (one-sided p=0.000).

STUDY 2

In Study 2 that we conducted over the simulation game, we look at the spending decisions concerning 
the aggregate marketing, brand-level marketing, brand-level advertising and brand-level promotions. As 
we have demonstrated in the previous study that the behavioral processes that lead to overspending in 
brand-level marketing activities are grounded in individual-level, the purpose of the current study is to 
demonstrate that these behavioral tendencies have firm-level consequences in the long-run.

Hypotheses

First, we expect that firms employing simple market research tools only will have lower aggregate mar-
keting expenditure compared to when they have all market research tools available because, when using 

Table 2. Survey results

Sample H1 H2a H2b

Mean 0.700 0.761 0.662

Standard Deviation 0.823 0.948 1.041

Observations 70 71 71

Condition H1 H2a H2b 

Simple Tools Only (SIMPLE) 

Mean 0.529 0.486 0.171

Standard Deviation 0.896 0.818 0.923

Observations 34 35 35

All Tools (ALL) 

Mean 0.861 1.028 1.139

Standard Deviation 0.723 1.000 0.931

Observations 36 36 36

Difference in means -0.332 -0.542 -0.967 

T -1.699 -2.504 -4.398 

P (two-sided) 0.094 0.015 0.000 

P (one-sided) 0.047 0.008 0.000 
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simple market research tools alone, firms will be less likely to enroll into an alarmist behavior against 
competitive threats and aggressive marketing rivalry through increasing their marketing expenditures.

H3: Firms employing simple market research tools only will have lower aggregate marketing expenditure 
compared to when they have all market research tools available.

Second, we expect that firms employing simple market research tools only will have lower brand-level 
marketing expenditure compared to when they have all market research tools available because, when 
using simple market research tools alone, firms will be less likely to enroll into an alarmist behavior 
against competitive threats and aggressive marketing rivalry through increasing their brand-level mar-
keting expenditures. To be more specific, we expect the aforementioned alarmist action will be valid 
especially for brand-level marketing efforts, but not for marketing at corporate level because brand-level 
marketing efforts aim customers and thus the demand side of the market while marketing efforts at 
corporate level aim investors.

H4: Firms employing simple market research tools only will have lower brand-level marketing expen-
diture compared to when they have all market research tools available.

Third, we expect that firms employing simple market research tools only will have lower brand-level 
advertising expenditure and brand-level promotional expenditure compared to when they have all market 
research tools available because, when using simple market research tools alone, firms will be less likely 
to enroll into an alarmist behavior against competitive threats and aggressive marketing rivalry through 
increasing their brand-level advertising and promotional expenditures separately. To be more specific, 
we expect the aforementioned alarmist action will be valid especially for brand-level marketing efforts, 
but also for brand-level advertising and brand-level promotional expenditures separately because both 
activities aim customers, and thus the demand side of the market.

H5a: Firms employing simple market research tools only will have lower brand-level advertising ex-
penditure compared to when they have all market research tools available.

H5b: Firms employing simple market research tools only will have lower brand-level promotional ex-
penditure compared to when they have all market research tools available.

Procedures

In this section, we first introduce the game procedure, which is a standard, computerized setting created 
by Interpretive Simulations, Inc. for groups to compete against each other. For the purpose of conducting 
a rigorous study, we followed up with several additional procedures to improve participants’ knowledge 
about the game, and to enhance further data collection.

• Game Procedure: The two StratSim industries shared the same parameter setting, were thus 
identical at the start of the simulation, and were run independently in different sessions. The game 
was played over nine rounds, and the team decisions were made after analyzing the previous pe-
riod’s results, as well as using market research tools in the current period. Firms are managed by 
participants in a marketing strategy course whose grades depend on their firms’ profit at the end 
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of nine rounds. For the sake of good performance, each firm needed to collect market information 
using available market research tools (see Market Research Tools), and make key marketing (e.g. 
pricing and advertising spending) and innovation (new product launching, upgrading, entering 
into new categories) decisions based upon the market information gathered.

• Additional Procedures: In order to guarantee that participants were sufficiently knowledgeable 
about the game, they attended two compulsory 3-hour class sessions and played one practice 
round before the actual game started. The two compulsory 3-hour sessions, for instance, debriefed 
students about the purpose of the game, which is to expose participants to the vital importance of 
marketing intelligence in strategic marketing decisions. Following the two compulsory three-hour 
sessions, the practice round helped participants get used to the simulation procedure and software. 
To be more specific, participants were told that the practice round was designed exactly the same 
as their first real round, meaning that all firms had access to the exact same market research tools 
they would have in the first real round, and that they were free to use the same information in the 
first real round. During the practice round, the course instructor repeatedly alerted participants for 
the value of making evidence-based strategic marketing decisions.

For the sake of ensuring that participants were proficient enough to make use of the market research 
tools, they were required to deliver one short essay per each tool, once every two weeks, where they 
specified how they define the focal market research tool, what advantages/disadvantages are identified 
by practitioners, and most importantly, they had to report an experience when they employed it in the 
simulation. These essays were regularly examined and graded in order to ensure that participants are 
comfortable with the tools.

Modeling

In this section, we provide how we measure explanatory and response variables and control factors, and 
estimate models.

Variables

In this section, we explain how we measured explanatory and response variables and control factors.

• Dependent Variables
 ◦ We observed firms’ decisions concerning aggregate spending in marketing activities (sum 

of brand-level and corporate marketing expenditures), aggregate spending at brand level, 
and spending in brand advertising and promotion separately. At each round, the participants 
make product decisions (i.e. launch, upgrade, etc.) and then set their marketing budget cor-
responding to their product strategy. These decisions involve products from different vehicle 
classes (Economy, Family, Luxury, Sports, Minivan, Truck and Utility), and consumers from 
different segments (Value Seekers, Families, Singles, High Income and Enterprisers), and 
grant firms diverse portfolios. We model decisions concerning marketing expenditures using 
the following variables:
 ▪ SPMARKETINGi,t: Sum of brand-level and corporate marketing expenditures of firm 

i at time t, in million dollars;
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 ▪ SPBRANDMKTGi,t: Sum of brand-level marketing expenditure of firm i at time t, in 
million dollars;

 ▪ SPBRANDADVi,t: Brand-level advertising expenditure of firm i at time t, in million 
dollars;

 ▪ SPBRANDPROMi,t: Brand-level promotional expenditure of firm i at time t, in million 
dollars.

• Independent Variables
 ◦ We explain the dependent variable using tool manipulation, which are our main interest:

 ▪ SIMPLEi,t: Dummy variable equal to 1 if firm i employed simple market research tools 
at time t and 0 otherwise;

• Control Variables
 ◦ In the analyses, we control for time, as well as for firm (product strategy) and industry char-

acteristics (competition) bearing in mind that these factors are available to the participants in 
the simulation. An important aspect of control variables is the temporal consistency because 
decisions for the next round are made in the current round. For this reason, we lagged in-
dustry characteristics in order to capture the conditions that prevailed at the time firms made 
their decisions regarding marketing expenditures.

First of all, we expect that there are linear and quadratic time trends because firms tend to invest more 
in marketing activities by time (Joshi and Hanssens, 2010), but they reduce the inertia of their market-
ing spending once they notice that the marginal effect of marketing spending wears out (Parsons, 1975; 
Tellis, 2007). Thus, we include a time trend term ROUND, which corresponds to a one-year period in the 
simulation game, and a quadratic-in-ROUND (ROUNDSQ) term, which captures non-linear time trend. 
Overall, the inclusion of these variables is common in the literature because it provides a parsimonious 
way to capture temporal effects (Manchanda et al., 2008).

Second, we include one-lagged spending variables for each spending model because spending decisions 
can be based upon reference points. For instance, Ludvigson (2004) one-lagged dependent variables as 
controls in modeling consumer spending because he proposes that one-lagged dependent variables are 
baseline indicators to predict current period’s spending. For this reason, we include SPMARKETINGi,t-1, 
SPBRANDMKTGi,t-1, SPBRANDADVi,t-1 and SPBRANDPROMi,t-1 as baseline indicators for the 
corresponding decision models.

Third, we expect that the competition will be an important factor affecting marketing expenditures. 
Strict emphasis on competition fosters overspending in marketing efforts, in a sense that managers 
asymmetrically increase their level of marketing spending in order to generate more profits in case their 
competitors keep their level of spending constantly low (Armstrong & Collopy, 1996; Kalra & Soberman, 
2008). The participants were aware of the competitive pressure because the simulation output disclosed 
spending decisions at industry-level prior to the current simulation period, as well as values of and changes 
in market shares corresponding to their products at each round. For this reason, we initially included 
COMPETITIONi,t-1 variable driven by Herfindahl index in our models to control for industry-specific 
competition effects (Lee & Grewal, 2004), yet the change of scale in this variable did not allow us to 
control for competitive dynamics in spending models. Danaher, Bonfer and Dhar (2008) propose that 
competitive “clutter” is dependent on the number of competitors and total amount of advertising by the 
competing firms, and Montgomery and Wernerfelt (1988) suggest that a firm’s spending per market tries 
to match with industry competitive spending. Thus, we justify the use of an industry-level spending to 
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account for the competition. As a result, we introduced industry-level variables of competitive spending, 
computed by the highest spending of each industry for the corresponding decision as the competitive 
baseline variable upon which firms will set their spending levels with respect to the perceived degree of 
competition. A similar control for the same purpose has also been used in Christen and Sarvary (2007). 
Thus, we included the highest spending within industries for each decision, COMPSPMARKETINGi,t-1, 
COMPSPBRANDMKTGi,t-1, COMPSPBRANDADVi,t-1 and COMPSPBRANDPROMi,t-1 as controls.

The last but not the least, we expect that number of product launches will increase marketing ex-
penditures at brand level. To be more specific, once firms make the decision to launch products, they 
determine the marketing budget associated with these products in order to communicate the properties 
of the new product to consumers. Thus, we include LAUNCHi,t in spending models as control:

• ROUND: Time variable to capture the linear time trend;
• ROUNDSQ: Time variable to capture the quadratic time trend;
• SPMARKETINGi,t-1: Sum of brand-level and corporate marketing expenditures of firm i at time 

t-1, in million dollars;
• SPBRANDMKTGi,t-1: Sum of brand-level marketing expenditure of firm i at time t-1, in million 

dollars;
• SPBRANDADVi,t-1: Brand-level advertising expenditure of firm i at time t, in million dollars;
• SPBRANDPROMi,t-1: Brand-level promotional expenditure of firm i at time t, in million dollars;
• COMPSPMARKETINGi,t-1: Highest brand-level and corporate marketing expenditure in firm i’s 

industry at time t, in million dollars;
• COMPSPBRANDMKTGi,t-1: Highest brand-level marketing expenditure in firm i’s industry at 

time t, in million dollars;
• COMPSPBRANDADVi,t-1: Highest brand-level advertising expenditure in firm i’s industry at 

time t, in million dollars;
• COMPSPBRANDPROMi,t-1: Highest brand-level promotional expenditure in firm i’s industry at 

time t, in million dollars;
• LAUNCHi,t: Number of product launches by firm i at time t.

Table 3. provides the descriptive statistics overall.
For the sake of the experiment, we also present the descriptive statistics concerning the dependent 

variables within each experimental condition in Table 4.

• Estimation: We fitted the following equations in order to measure the impact of market research 
tools on spending in marketing activities. We set all-tools availability as our baseline condition. 
All models were estimated using fixed-effects Ordinary Least Squares (OLS) because the depen-
dent variables are metric. Within-subjects effects represent the variability of the dependent vari-
ables of interest for each firm. To be more specific, they are a measure of how firms tend to change 
over time, controlling for unobserved heterogeneity.

 ◦ SPMARKETINGi,t = δ0 + δ1*SIMPLEi,t + δ2*ROUND + δ3*ROUNDSQ + 
δ4*SPMARKETINGi,t-1+ δ5*COMPSPMARKETINGi,t-1 + δ6* LAUNCHi,t+ FEi + εi,t

 ◦ SPBRANDMKTGi,t = β0 + β1*SIMPLEi,t + β2*ROUND + β3*ROUNDSQ + 
β4*SPBRANDMKTGi,t-1 + β5*COMPSPBRANDMKTGi,t-1 + β6* LAUNCHi,t + FEi + εi,t
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Table 3. Descriptive statistics

Dependent Variables Variable Type Mean Std. Dev.

SPMARKETINGi,t Metric 847.73 288.29

SPBRANDMKTGi,t Metric 675.50 263.81

SPBRANDADVi,t Metric 402.01 152.39

SPBRANDPROMi,t Metric 273.49 193.66

Independent Variables Variable Type Mean Std. Dev. 

SIMPLEi,t Dummy 0.50 0.50

Control Variables Variable Type Mean Std. Dev. 

ROUND Metric 4.50 2.31

ROUNDSQ Metric 25.50 21.26

SPMARKETINGi,t-1 Metric 775.10 318.99

SPBRANDMKTGi,t-1 Metric 615.63 290.01

SPBRANDADVi,t-1 Metric 370.58 165.91

SPBRANDPROMi,t-1 Metric 245.05 193.09

COMPSPMARKETINGi,t-1 Metric 1016.75 426.10

COMPSPBRANDMKTGi,t-1 Metric 848.81 388.07

COMPSPBRANDADVi,t-1 Metric 504.13 202.26

COMPSPBRANDPROMi,t-1 Metric 459.63 272.49

LAUNCHi,t Count 0.31 0.50

Table 4. Descriptive statistics with experimental conditions

SIMPLE TOOLS ONLY

Dependent Variables Variable Type Mean Std. Dev.

SPMARKETINGi,t Metric 803.73 326.30

SPBRANDMKTGi,t Metric 631.05 292.40

SPBRANDADVi,t Metric 397.93 169.30

SPBRANDPROMi,t Metric 233.13 168.46

ALL TOOLS AVAILABILITY 

Dependent Variables Mean Std. Dev. 

SPMARKETINGi,t Metric 891.73 240.64

SPBRANDMKTGi,t Metric 719.95 226.76

SPBRANDADVi,t Metric 406.10 135.45

SPBRANDPROMi,t Metric 313.85 210.34
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 ◦ SPBRANDADVi,T = φ0 + φ1*SIMPLEi,t + φ2*ROUND + φ3*ROUNDSQ + 
φ4*SPBRANDADVi,t-1+ φ5* COMPSPBRANDADVi,t-1+ φ6*LAUNCHi,t+ FEi + εi,t

 ◦ SPBRANDPROMi,t = γ0 + γ1 *SIMPLEi,t + γ2*ROUND + γ3*ROUNDSQ + 
γ4*SPBRANDPROMi,t-1 + γ5*COMPSPBRANDPROMi,t-1 + γ6*LAUNCHi,t+ FEi + εi,t

RESULTS

Table 5 summarizes the results of our study on firm panel. In Model (1), we found strong evidence that 
firms that employ simple market research tools alone have lower marketing expenditures (p=0.001) 
compared to when they have all-tools availability. That is, controlling for other factors, firms tend to 
spend 97.983 million dollars less in overall marketing activities when they employ simple market research 
tools alone, compared to when they have all market research tools availability.

In Model (2), we found strong evidence that firms that employ simple market research tools alone 
have lower brand-level marketing expenditures (p=0.003) compared to when they have all-tools avail-
ability. That is, controlling for other factors, firms tend to spend 97.936 million dollars less in brand 
level marketing when they employ simple market research tools alone, compared to when they have all 
market research tools availability.

In Model (3), we failed to find evidence that firms that employ simple market research tools alone have 
lower brand-level advertising expenditures (p=0.411) compared to when they have all-tools availability. 
To be more specific, although the direction and magnitude of the impact of simple market research tools 
were in line with our prediction, we failed to reject the null hypothesis that such an impact does not exist 
in the context of brand-level advertising expenditure.

In Model (4), we found strong evidence that firms that employ simple market research tools alone 
have lower brand-level promotional expenditures (p=0.010) compared to when they have all-tools avail-
ability. That is, controlling for other factors, firms tend to spend 66.974 million dollars less in brand-
level promotions when they employ simple market research tools alone, compared to when they have 
all market research tools availability.

SENSITIVITY ANALYSES

We conducted additional analyses in order to validate the experimental manipulations employed in this 
paper. A very commonly raised concern in experimental studies is the adherence to the experimental 
manipulations. Consequently, we needed to control for to what extent firms used market research tools 
in case their set of tools was unrestricted. Using this study, we observed whether firms had preference 
for simple/complex tools in the condition of unrestricted set of tools, and inferred about firms’ perceived 
risk profiles over the experiment. For this reason, we needed to know a) the perceived complexity of 
market research tools, b) the perceived usefulness of market research tools in the context of advertising 
and promotional activities, and c) the employment of market research tools by each firm at each round.

This section is organized as follows: First, using questionnaires gathered from 75 participants over 
seven rounds during the experimental sessions, we provide some descriptive statistics on the perceived 
complexity and usefulness of market research tools in advertising and promotional expenditures. Second, 
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Table 5. Panel data results

SPMARKETINGi,t (1) SPBRANDMKTGi,t 
(2)

SPBRANDADVi,t (3) SPBRANDPROMi,t 
(4)

Independent Variables Coefficient Coefficient Coefficient Coefficient

Constant 335.619*** 291.080*** 142.028*** 128.652**

(61.748) (65.952) (35.924) (51.566)

SIMPLEi,t -97.983*** -97.936*** -14.360 -66.974*** 

(29.165) (32.027) (17.364) (25.164)

ROUND 51.724 50.093 48.402 19.774

(40.546) (43.064) (30.368) (29.535)

ROUNDSQ -3.051 -2.702 -3.494 -0.616

(3.724) (4.086) (2.838) (3.036)

SPMARKETINGi,t-1 0.199*

(0.104)

SPBRANDMKTGi,t -1 0.110

(0.112)

SPBRANDADVi,t-1 0.304**

(0.115)

SPBRANDPROMi,t-1 0.189*

(0.120)

COMPSPMARKETINGi,t-1 0.194**

(0.084)

COMPSPBRANDMKTGi,t-1 0.188**

(0.093)

COMPSPBRANDADVi,t-1 0.003

(0.106)

COMPSPBRANDPROMi,t-1 0.074

(0.084)

LAUNCHi,t 174.177*** 158.928*** 88.541*** 78.782***

(32.558) (35.732) (19.940) (28.671)

Number of observations 80 80 80 80

Number of groups 10 10 10 10

Observations per group 8 8 8 8

F(6,64) 36.59 21.84 19.85 9.45

***α<0.01

***α<0.05

***α<0.10

Standard errors are in parentheses.



181

Analytics Overuse in Advertising and Promotion Budget Forecasting
 

we present the adherence to the experimental conditions at each round, and per industry, looking at the 
data on purchase of market research tools.

Perceived Complexity and Usefulness of Market Research Tools

Participants

We conducted questionnaires among 75 participants over seven rounds at the end of every experimental 
session to explore participants’ perceptions about the usefulness and complexity of the market research 
tools. Each questionnaire was delivered once the participants submitted their decisions to the simulation, 
and collected after they have completed. There was no time restriction to fill out the questionnaires, but 
the students completed them in a reasonable time interval, which is around ten minutes.

Pretesting

We followed a conventional pretesting procedure: An initial draft of the questionnaire was prepared one 
week prior to the experimental sessions, and the teaching team (comprising of the course instructor and 
three teaching assistants) revised this draft over the week. We eliminated unnecessary questions, added 
clarification sentences and changed the wording of some questions in order to avoid confusion.

Data Gathering

As we desired that each participant reported his/her own proper belief about how complex or useful the 
market research tools are, we did not allow the participants to communicate among each other while 
filling out the questionnaire. Only the aforementioned teaching team was allowed to resolve participants’ 
doubts. The surveys circulated in print, and the answers were recorded to an Excel sheet after each round. 

Measurement

In order to assess the perceived complexity of the market research tools available in the experimental 
conditions, the participants were asked to rate the complexity of each tool available for the correspond-
ing round on a 5-points scale, from 1 (very easy) to 5 (very complex). In order to assess the perceived 
usefulness of market research tools in the corresponding decision contexts, on the other hand, the 
participants were asked to respond whether they agreed on the statements concerning the usefulness 
of market research tools on a 5-points scale, from 1 (I strongly disagree that the tool was useful) to 5 (I 
strongly agree that the tool was useful).

Results

Table 6 presents the results. The participants rated Conjoint Analysis as the most, and Focus Groups 
as the least complex market research tools. In addition to that, Perceptual Maps ranked the second and 
Concept Tests ranked the third most complex market research tools.
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CONCLUSION

This finding justifies the binding of Conjoint Analysis and Perceptual Maps in the condition of complex 
tools availability, as well as the binding of Focus Groups and Concept Tests in the condition of simple 
tools availability.

Moreover, the participants reported that they considered Focus Groups and Concept Tests to be more 
useful than Perceptual Maps and Conjoint Analysis. This finding indicates that the use of simple market 
research tools is more beneficial in the context of decisions concerning advertising and promotional 
spending, and goes in parallel with our argument that managers benefit from simplicity in the context 
of decision making using business analytics. Table 7 presents the results.

On the other hand, it also raises a concern that managers’ preference for simple market research tools 
can alter the use of market research tools in all-tools availability condition. For this reason, we followed 
up with the adherence test described below.

Adherence to the Experimental Conditions

Definition

We define firms’ adherence to the experimental conditions as their tendency to purchase at least one 
market research tool from their given set of tools. To be more specific, any firm that has purchased at 
least one simple tool in a round with simple tools availability is labeled as having adhered to the simple 
tools availability condition, and any firm that has purchased at least one simple and one complex tool in 
a round with all tools availability is labeled as having adhered to all tools availability condition.

Table 6. Perceived complexity of market research tools

Tool Mean 95% CI Std. Dev. Observations

Conjoint Analysis Overall 3.23 [3.10,3.36] 1.07 N=276

between 0.86 n=75

Within 0.64 T=3.68

Perceptual Maps Overall 2.95 [2.82,3.08] 1.10 N=284

between 0.82 n=75

Within 0.74 T=3.79

Focus Groups Overall 2.13 [2.05,2.21] 0.89 N=497

between 0.58 n=75

Within 0.69 T=6.6

Concept Tests Overall 2.28 [2.19,2.36] 0.94 N=495

between 0.65 n=75

within 0.68 T=6.6
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Data Gathering

We extracted firms’ records on market research tool purchase (Conjoint Analysis, Perceptual Maps, 
Focus Group and Concept Tests only) over seven rounds stored in the simulation.

Measurement

We measured a firm’s adherence to the experimental condition for each round as a binary variable that 
equals one if the firm has purchased at least one of the market research tools corresponding to its ex-
perimental condition, 0 if otherwise.

Results

Table 8 presents the results. We achieved high degree of adherence to the experimental conditions 
corresponding to simple research tools alone, as well as to all tools availability. Nevertheless, we also 
perceived tendency to choose simple market research tools alone in the condition corresponding to all 
market research tools available. Thus, only in the last round, we observed a decline in the adherence to 
the all tools availability condition, and attributed it to the impact of fatigue.

DISCUSSION

The goal of the current paper was to empirically test a behavioral model of overspending in marketing 
activities, in a competitive context stripped off from incentive motives, where the information necessary 
to assess the economic effectiveness of investment decisions is revealed through the market research 
tools. This model advanced a central hypothesis that managers tend to overinvest in marketing efforts 

Table 7. Evaluation of tool usefulness in advertising and promotions

Tool Decision Context Mean 95% C.I. Std.Dev. Observations

Conjoint Analysis Advertising and Overall 2.99 [2.87,3.10] 0.97 N=274

Promotions Between 0.71 n=75

Within 0.67 T=3.65

Perceptual Maps Advertising and Overall 3.10 [2.99,3.20] 0.93 N=283

Promotions Between 0.59 n=75

Within 0.71 T=3.77

Focus Groups Advertising and Overall 3.34 [3.26,3.43] 0.92 N=497

Promotions Between 0.59 n=75

Within 0.71 T=6.63

Concept Tests Advertising and Overall 3.20 [3.11,3.29] 1.03 N=495

Promotions Between 0.71 n=75

Within 0.75 T=6.6
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for the sake of avoiding losses due to competitive interactions. To be more specific, the existing theory 
predicted that managers play safer bets by investing a risk premium on top of the optimal amount of 
marketing expenditures in order to avoid being perceived poorly by customers, and that the stronger the 
perceived risk, the larger the losses are in managers’ perspective due to such competitive interactions. 
Instead, we proposed and tested the alarmist action theory, where managers who build different risk 
profiles with respect to the amount and characteristics of informants (i.e. market research tools) in their 
decision environment. In general, our results from the longitudinal experiment confirmed “less is better 
than more effect.” As we demonstrated, firms employing simple marketing analytics have less tendency 
to increase their marketing expenditures due to the fear of losing customers, and a lower expectancy that 
their competitors will increase their brand-level advertising and promotional expenditures, compared to 
firms using a combination of simple and complex marketing analytics. In addition that, we also dem-
onstrated that firms employing simple marketing analytics keep their overall marketing spending at a 
lower level, and spend less in brand-level marketing, especially in promotional activities, compared to 
when using a combination of simple and complex marketing analytics.

A key aspect of our experiment was that we observed the decision making process within the firm 
through the survey study by following managers’ expectancies and risk perceptions. From that perspec-
tive, Study 1 has an impactful contribution to the studies on managerial decision making because it 
enlightens how participants’ early beliefs about their competitors have continuity over the simulation 
game. Specifically, in Study 1, we found that participants’ risk perceptions and beliefs about their 
competitors shape from the very beginning of the simulation game, as their risk perceptions and beliefs 
about their competitors’ brand-level marketing expenditures reflect what happens over the simulation: 
The participants in the simple tools availability condition underestimated the risk of being perceived 
poorly by customers, and downgraded increases in competitors’ brand-level advertising and promotional 
spending, while those in all-tools availability condition overestimated the risk of being perceived poorly 
by customers, and increases in competitors’ brand-level advertising and promotional spending.

The results from Study 2 further substantiated our theoretical predictions. To be more specific, we 
found evidence that firms that employ simple market research tools alone have higher aggregate market-
ing expenditures, and spend more in brand-level marketing efforts, especially in brand-level promotional 
activities, compared to when they have all-tools availability. As we suggested, the use of simpler market 

Table 8. Number of firms adhering to experimental conditions

ACTUAL

Period ALL FGCT Total

1 5 5 10 

2 4 5 10 

3 4 6 10 

4 5 5 10 

5 5 5 10 

6 5 5 10 

7 3 7 10 

8 3 7 10 
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research tools results in less perceived risk from the demand side of the market and less competitive 
rivalry in marketing expenditures, and efficient use of marketing resources. The use of all market research 
tools available, in contrast, led to an alarmist action against the competitive rivalry, due to high degree 
of perceived risk of losing customers, where firms responded by substantially increasing their marketing 
expenditures. The alarmist behavior was more evident in brand-level marketing decisions than in cor-
porate marketing decisions because the risk behavior is initiated through customers, rather than through 
stakeholders. In addition to that, brand-level promotional activities are subject to overspending because 
slower periods of demand can trigger more volatile spending habits in order to overcome the risk of loss.

In this paper, we adhered to the concept of economic rationality, which implies that every decision 
context is structured differently and might require different analytical tools. Previously, some research-
ers argued that sticking to the “satisficing” argument may result in accepting behavioral deficiencies as 
given and legitimizing cognitive shortcuts that lead to merely erroneous decisions, and warn about the 
perils of the overuse of simplifying mechanisms (Tversky & Kahneman, 1974). For this reason, we did 
not emphasize that the use of numerous business analytics is always wrong, but we raised our concern 
about its negative consequences for the nature of human cognition. Thus, we emphasized our contribu-
tion to, and empirically demonstrated the need to integrate the organizational consequences to behavioral 
outcomes in the context of planning (Krantz & Kunreuther, 2007). From our perspective, the empirics 
employed in two separate studies conducted at individual- and group-level respectively, overall, strength-
ened the link between cognitive biases and organizational outcomes in the context of planning decisions

We positioned our study as an example of decision making under risk, rather than uncertainty, tak-
ing into account the information structure of the simulation. Risk, according to Knight (1921), refers to 
situation of perfect knowledge, where the decisions are made by subjects, who are well informed about 
the probabilities of all outcomes for all alternatives. Thus, complete information regarding the decision 
environment makes the optimality of resource allocation decisions feasible. Uncertainty, in contrast, 
refers to situations where the probabilities cannot be expressed with any mathematical precision (Volz 
& Gigerenzer, 2012). As we presented, StratSim simulation game provided a great deal of information 
for the sake of the optimality of the resource allocation decisions. However, what we observed was that 
managers steered to different allocations due to their risk attitude. To be more specific, subjects perceived 
the environmental risk different across the experimental conditions and made their resource allocation 
decisions with respect to their risk preferences. Consequently, the perceived environmental risk and 
the risk attitude towards resource allocation decisions were the key elements of this paper, while the 
uncertainty was beyond our scope.

Our study has impactful contributions to several disciplines. First, we address a general concern in 
the field of management, which is overspending in marketing activities, and propose that the root of 
this problem potentially lies in the way market information is presented. Academicians in the field of 
management should further integrate behavioral consequences of employing decision support systems 
in solving complex, ill-structured problems in decision environments.

Second, we also address a common issue in the practitioners’ world, which is the consequence of 
using management tools that destroy firm value. We conclude that management tools per se do not de-
stroy firm value, but the overuse of the tools that fosters too much risk-aversion is a suitable candidate 
to blame. Thus, we propose practitioners to revise their decision making protocols, especially those that 
require employment of management tools.

Third, in the field of cognitive science, we encourage further work on “less is better than more” 
effect in the context of decision support systems. We acknowledge that the last decade has been very 
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promising on this matter, but we believe that the impact of information overload on managers’ perceived 
environmental risk requires further excavation.

LIMITATIONS

This research was subject to some limitations because there were several issues that contradicted with 
real-life competitive scenario. First of all, a general concern was that participants knew in advance that 
the setting was artificial, and that their adherence to the simulation game itself as if in a real market was 
hard to achieve. We addressed the first limitation as follows: Initially, we inventoried testimonies regard-
ing StratSim simulation game played in Erasmus School of Economics in Fall 2012 from social media. 
For instance, we found testimonies on how much they enjoyed StratSim, and sharing their StratSim task 
(i.e. CEO, brand manager, etc.) on their professional profile, from Twitter and LinkedIn respectively. 
Moreover, a participant reported in Erasmus Marketing Association review that participants had the 
general perception that they felt intense competition in the simulation more than ever compared to their 
prior experience. These findings from social media indicated that participants have gradually complied 
with the experimental setting as if in a real business environment and that participants had indeed ad-
hered to the simulation game.

The final limitation of this research was that the longitudinal field experiment was run in a learning 
environment where the main purpose was to get familiar with all market research tools, which did not 
permit over-restrictive experimental manipulations. We addressed the final limitation by considering the 
positive side of having conducted the longitudinal field experiment in a learning environment, suggesting 
that this learning environment encouraged participants to employ the market research tools prudentially 
and more often than in another setting.

CONCLUSION

The motivation of this paper is to empirically test a behavioral model of overspending in marketing 
activities in a competitive context stripped off from incentive motives, where the market information 
is revealed through the market research tools. We show that overspending in marketing investments is 
an unfortunate outcome of information overload, in a sense that managers who confront too many risk 
informants in their decision environment tend to overinvest in marketing activities due to overemphasis 
on the environmental risk inherent in the demand side.

We acknowledge the contribution of prior works on suboptimal resource allocations, but believe that, 
to the best of our knowledge, we grant a broader understanding of overspending and crucial guidelines 
to identify drivers of overspending. First of all, as we demonstrated, overspending in marketing invest-
ments is not only about an unfortunate outcome of lack of financial accountability, misuse of financial 
information, and cash flow behavior, but it is quite relevant to the use of market research tools.

Second, we propose that a suitable level-of-analysis to study overspending is group-level, like in 
StratSim simulation game, which is the brain of an organization. To be more specific, we rationalize that 
linking top management team decisions to organizational outcomes is as legitimate as linking human 
behavior to the cognitive style of the human being.
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We encourage further work in the field, mainly because overspending in marketing investments is a 
very relevant issue considering the impact of global financial crises plaguing or threatening firms with 
bankruptcy.
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KEY TERMS AND DEFINITIONS

Field Experiment: A field experiment applies the scientific method to experimentally examine an 
intervention in a naturally occurring environment rather than in the laboratory. Field experiments, like 
lab experiments, generally randomize sampling units into treatment and control groups and compare 
outcomes between these groups, but in settings which do not enforce scientific control.

Information Overload: Information overload refers to the difficulty a person can have understand-
ing an issue and making decisions that can be caused by the presence of too much information. Data 
expansion and overuse of analytical tools are seen as primary reasons for information overload due to 
their ability to produce more information more quickly and to communicate to large audiences.

Marketing Strategy: Marketing strategy is an organization’s strategy that combines all of its mar-
keting goals into one comprehensive plan. A good marketing strategy should be drawn from market 
research and focus on the right product mix in order to achieve the maximum profit potential and sustain 
the business. The marketing strategy is the foundation of a marketing plan.

Overspending: Overspending is the act of spending more than is allowed in the budget or indicated 
by the formal models of budget forecasting.

Risk Behavior: Risk behavior is characterized by decision maker’s reaction to degree of risk associ-
ated with the decisions, with respect to the uncertainty of the outcomes, difficulty of the decision goals, 
and extremeness of the consequences as gains and losses.
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Simulation Game: A simulation game is a computer or video game designed to closely simulate 
aspects of a real or fictional reality. A simulation game attempts to copy various activities from real life 
in the form of a game for various purposes such as training, analysis, or prediction. Usually there are no 
strictly defined goals in the game, with players instead allowed to freely control a character.
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ABSTRACT

This chapter describes the overviews of Business Process Management (BPM) and Business Intelligence 
(BI); the importance of BPM in global business; and the importance of BI in global business. BPM 
enables organizations to align business functions with customer needs and helps executives determine 
how to deploy, monitor, and measure the organizational resources. When properly executed, BPM has 
the ability to enhance productivity, reduce costs, and minimize risk in global business. BI includes the 
applications, tools, and best practices that enable the analysis of information to improve organizational 
performance. Companies use BI to detect the significant events and identify the business trends in order 
to quickly adapt to their changing business environment. The chapter argues that applying BPM and BI 
has the potential to enhance organizational performance and reach strategic goals in global business.

INTRODUCTION

Business process management (BPM) is a paradigm for enterprise computing that uses information 
technology (IT) to support the business processes and to improve these processes to effectively achieve 
business objectives (Decreus, Poels, Kharbili, & Pulvermueller, 2010). BPM is an important concept 
that enables the efficient adaptation in the business environment conditions (Bitkowska, 2015). BPM is a 
management practice which encompasses all activities of the identification, definition, analysis, design, 
execution, measurement, and continuous improvement of business processes (Rohloff, 2011). With the 
emergence of BPM and of service-oriented architecture, the focus has shifted to the development of 
electronic services that integrate the business processes and that diversify the functionalities available 
to customers (Chou & Seng, 2012). The discipline of BPM requires both business and IT organizational 
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perspectives, in order to adopt a common set of practices, and obtain a holistic view of managing the 
organizational business processes (Antonucci & Goeke, 2011).

Business intelligence (BI) is the process of gathering the correct information in the correct format 
at the correct time and delivering the results for decision-making purposes toward gaining the positive 
impact on business operations, tactics, and strategy in the business enterprises (Zeng, Li, & Duan, 2012). 
BI has become the top priority for many organizations who have implemented BI solutions to improve 
their decision-making process (Isik, Jones, & Sidorova, 2011). BI promises to turn data into knowledge 
and to help managers succeed in decision making (Niu, Lu, Zhang, & Wu, 2013). BI can improve the 
organizational performance as a result of improvement on business decision making (Chen, Chiang, & 
Storey, 2012). The strength of this chapter is on the thorough literature consolidation of BPM and BI. 
The extant literature of BPM and BI provides a contribution to practitioners and researchers by describ-
ing the multifaceted applications of BPM and BI to appeal to the different segments of BPM and BI in 
order to maximize the business impact of BPM and BI in global business.

BACKGROUND

Business process is defined as the specific ordering of work activities across time and place, with a 
beginning, an end, and identified input and output (Davenport, 1993). Business process is a sequence of 
executions in a business context based on the purpose of creating products and services (Scheer, 1999). 
Business process involves people from the different functional units in the same organization and go 
across organizational boundaries for the reasons of business partnership, thus increasing the complexity 
of managing the process (Stohr & Zhao, 2001). Shaw et al. (2007) stated that an organization’s current 
performance depends upon its business processes’ collective ability to achieve its fundamental objec-
tives. Organizations implement business processes in order to produce the value for customers (Earl, 
Sampler, & Short, 1995).

BPM has been an intensely discussed topic in the information system (IS) research field as well as in 
practice since the late 1980s (Houy, Fettke, & Loos, 2010). BPM is a methodology that allows companies 
a faster organizational adaptation to the continuously changing requirements of customers (Neubauer, 
2009). The operations of BPM practices have evolved from the functional division of work (Taylor, 1911) 
and business process reengineering (BPR) (Davenport & Short, 1990) to the complex practices of the 
holistic end-to-end business processes involving the integration of business and IT (Smith & Fingar, 
2007). BPM includes the components of total quality management (TQM), the value chain, Six Sigma, 
Lean, and enterprise resource planning (ERP) (Paim, Caulliraux, & Cardoso, 2008). By integrating IT 
and business practices, BPM broadens the scope of BPR, focusing on achieving performance improve-
ment by eliminating the non-value added process steps (Khalil, 1997).

BI is a very popular topic in the field of data mining and knowledge discovery from databases (Niu et 
al., 2013). BI remains a topic of interest in the practitioner’s research (Ramakrishnan, Jones, & Sidorova, 
2012). BI encompasses a broad category of methodologies, applications, and technologies for collecting, 
storing, manipulating, analyzing, and providing the access to data to help enterprise users make the bet-
ter and faster business decisions (Chaudhuri, Dayal, & Narasayya, 2011). Khan et al. (2014) stated that 
BI is one of the most important concepts that have lived to the expectations. BI has evolved to become 
a foundational cornerstone of enterprise decision support (Côrte-Real, Ruivo, & Oliveira, 2014).
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BI technology includes several software applications for extraction, transformation, and loading 
(ETL), data warehousing, database query and reporting, online analytical processing, data analysis, 
data mining, and visualization (Sahay & Ranjan, 2008). The four major components of BI constitute 
data warehouse, data sources, data mart, and the reporting tools (Brannon, 2010). BI tools are broadly 
recognized as middleware between transactional applications and decision support applications (Sahay 
& Ranjan, 2008). BI technology is important because it provides the applicable technologies to organize 
the data warehouses, thus providing the strategic intelligence to support the decision-making process of 
modern organizations (Niu et al., 2013).

MASTERING BUSINESS PROCESS MANAGEMENT AND 
BUSINESS INTELLIGENCE IN GLOBAL BUSINESS

This section describes the overviews of BPM and BI; the importance of BPM in global business; and 
the importance of BI in global business.

Overview of Business Process Management

Although organizations have worked on improving their business processes for many years as they imple-
mented ERP systems (Reich & Nelson, 2003), BPR remains one of the top five management perspectives 
(Luftman, Kempaiah, & Nash, 2006). BPR is a systematic approach to helping an organization analyze 
and improve its business processes in the digital age (Kasemsap, 2015a). Evolutionary improvement of 
business processes as a continuous transformation with several phases is of higher relevance for BPM 
efforts (Weske, 2007). Although BPM has roots in some of the earliest industrial management techniques, 
the meaning and content of BPM (Antonucci & Goeke, 2011). Kasemsap (2015b) recognized ERP as 
the major approach to the improved productivity and performance in the manufacturing industries and 
in the small and medium-sized enterprises (SMEs).

BPM is a management principle which companies apply in order to sustain their competitive advantage 
(Hung, 2006). BPM is a comprehensive set of activities that must be performed to fulfill the organizational 
strategic goals to customers (Strnadl, 2006). Emerging technologies evolving from workflow automa-
tion and enterprise application integration effectively support BPM (Scott, 2007). BPM is informed by 
complexity theory and that business processes can evolve and adapt to changing business circumstances 
(Vidgen & Wang, 2006). Since business process owners need to collaborate with the IS organization to 
optimize the business processes, IT, and business alignment (Hirshheim, Schwarz, & Todd, 2006) are 
required for BPM. Success in BPM requires that traditional IT roles become more process-focused, and 
that traditional business roles become IT savvy (McDonald, 2007).

BPM enables the execution of services as opposed to the hard-coded workflows in the off-the-shelf 
software (Schulte, Janiesch, Venugopa, Weber, & Hoenisch, 2015). BPM is considered as one of the 
important success factors in business process improvement initiatives (Bhatt & Saad, 2005). Jeston and 
Nelis (2008) viewed BPM as the achievement of organization’s objectives through the improvement, 
management, and control of essential business processes. BPM encompasses not only the analysis and 
modeling of business processes but also the organizational implementation leadership and performance 
controlling (Becker, Kugeler, & Rosemann, 2003). The business process provision of the technical 
business infrastructure and the redesign of local business processes in using business process model-
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ing and BPR have been identified as the major elements determining the success of business process 
(Kasemsap, 2016a).

Karim et al. (2007) indicated that IT will have a positive impact on organizational performance if it 
matches the business processes. Organizations should establish which business processes are the key 
processes and contribute to the competitive advantage (Trkman, 2010). Ensuring that organizational IT 
is in alignment with and provides support for organization’s business strategy is critical to the business 
success (Bleistein, Cox, Verner, & Phalp, 2006). Organizations aiming to increase business performance 
and achieve business goals should focus on developing IT, technical alignment, and IS effectiveness 
(Kasemsap, 2015c).

Project-based organizations should develop an effective working culture in utilizing IT and knowledge 
management to reach the project goals (Kasemsap, 2015d). Information about project types of BPM 
is substantive for the design of situational methods in support of BPM (Bucher & Winter, 2009). The 
progress toward organizational excellence through process-oriented management takes place in the dif-
ferent stages and every organization has developed its own approach to BPM (Balzarova, Bamber, Mc-
Cambridge, & Sharp, 2004). Bucher and Winter (2006) stated that four phases of BPM involve process 
identification, design, and modeling; process implementation and execution; process monitoring and 
controlling; and process enhancements.

BPM requires a holistic view of planning for leading, and managing the end-to-end business processes 
that are sensitive to the organization-specific dimensions, such as culture, governance, change management 
issues, process, measurement, and technology (Hammer, 2007). The managerial perspectives needed for 
successful BPM activities require both BPM knowledge and firm-specific business expertise, combined 
with the extensive IT skills (Antonucci & Goeke, 2011). Successful BPM requires a well-organized 
team in order to analyze, design, implement, and optimize the business processes along with the busi-
ness strategy (Neubauer, 2009). A well-defined strategy is the basis for the optimal alignment with the 
associated-business processes and enables the implementation of the well-integrated business processes.

Regarding BPM implementation, effective communication is an important factor when considering 
the changes and it is required through the whole business process and on all levels, although employees 
are not directly connected with BPM (Harmon, 2007). Employees are less sensitive to the possible de-
structive impacts from the business environment (Umble & Umble, 2002). Even if organizations man-
age to form a productive environment, including top management support, readiness to change, and the 
required technological competence, the project would lead to a failure if the employees lack the eligible 
skills and knowledge about the new process, or if they are not properly educated (Grover, Jeong, Ket-
tinger, & Teng, 1995).

The rapid adoption of BPM has resulted in a shortage of qualified BPM professionals, and firms are 
expressing difficulty hiring the individuals skilled in BPM. Change management in human resources 
includes the activities (e.g., the training of employees affected by the business process change) toward 
developing new skills needed by the new business processes (Zabjek, Kovacic, & Stemberger, 2009). 
The features of human capital that are crucial to an organization’s business performance are the flex-
ibility and creativity of individuals, their ability to develop the employees’ skills in an effective manner 
(Armstrong, 2006).

Business process management system (BPMS) is the platform for the integration of the business 
architecture, business processes model, the management system for business flows and information in-
frastructure as support to the execution of business processes (Khan, 2004). To be successful in BPMS, 
the IS employees need to become more business-centric, improve their data modeling skills (Reich & 
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Nelson, 2003) and analytical capabilities (Davenport, 2006). The IS organization will become involved 
with developing and maintaining the BPMS that present metrics for process improvement (Shim, Varsh-
ney, & Dekleva, 2006).

Significant features of BPMS are the metrics, business activity monitoring (BAM), and the facilita-
tion of organizational ability (Scott, 2007). Metrics generated from the radio frequency identification 
(RFID), such as tracking patient services in hospitals (Janz, Pitts, & Otondo, 2005) and BAM for real-time 
inventory tracking (Houghton, El Sawy, Gray, Donegan, & Joshi, 2004), can help improve processes. 
RFID solutions can be utilized to reduce the operating costs through decreasing labor costs, enhancing 
automation, improving tracking and tracing, and preventing the loss of materials (Kasemsap, 2015e). 
Business analytics can be utilized to validate the causal relationships within traditional input, process, 
output, and outcome categories toward business success (Kasemsap, 2015f). Companies that compete 
on business analytics effectively utilize the BI tools to enhance the decision making (Davenport, 2006).

Among the various approaches that support business BPM, maturity models receive increasing at-
tention (de Bruin, Rosemann, Freeze, & Kulkarni, 2005). This is in line with the popularity of maturity 
models across a wide range of application domains (de Bruin et al., 2005), the expected increase in 
adoption by industry (Scott, 2007), and the growing academic interest in maturity models (Becker, Nie-
haves, Poppelbuß, & Simons, 2010). Based on the assumption of predictable patterns of organizational 
evolution and change, maturity models represent theories about how organization’s capabilities evolve in 
a stage-by-stage manner (Gottschalk, 2009). Maturity models are termed stages-of-growth models, stage 
models, or stage theories (Prananto, Mckay, & Marshall, 2003). Early examples of maturity models refer 
to a hierarchy of human needs (Maslow, 1954), economic growth (Kuznets, 1965), and the development 
of IT in organizations (Nolan, 1979).

Maturity model is a prospering approach to improving a company’s processes and BPM capabilities 
(Roglinger, Poppelbuß, & Becker, 2012). Maturity models include a sequence of levels establishing a 
logical path from an initial state to maturity (Becker, Knackstedt, & Poppelbuß, 2009). An organization’s 
current maturity level represents its capabilities as regards a specific class of objects and application 
domain (Rosemann & de Bruin, 2005). Maturity models are used to evaluate the as-is situations, to 
guide improvement initiatives, and to control progress (Iversen, Nielsen, & Norbjerg, 1999). Regarding 
BPM, two types of maturity models include process maturity models and BPM maturity models. Process 
maturity models refer to the condition of processes in general or distinct process types. BPM maturity 
models address a company’s BPM capabilities (Rosemann & de Bruin, 2005).

Overview of Business Intelligence

BI has become an important product in the IT industry because of lack of efficient data mining tools 
to support unstructured datasets (Niu et al., 2013). BI is a concept of using IT as an effective tool for 
achieving the competitiveness of businesses, the perception of risk that occurs in the environment within 
the firm, and the possibility of business action (Habul & Pilav-Velic, 2010). BI is defined as system 
which collects, transforms, and presents the structured data from multiple sources (Negash, 2004). BI 
systems are accounted for the potential to shorten the time to obtain the relevant information and enable 
the efficient utilization (den Hamer, 2005).

The traditional data mining tools are easily applicable to the structured datasets, but have limita-
tions with the unstructured datasets (Baars & Kemper, 2008). BI works very well with both structured 
and unstructured datasets (Lamont, 2006). BI systems are regularly referred to as the successor to the 
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decision-support systems and facilitate the various kinds of enterprise reporting tools (Brannon, 2010). 
BI transforms information into knowledge and has the capability of putting the right information into 
the hands of the right user at the right time to support the decision-making process (Reinschmidt & 
Françoise, 2000).

BI contributes to the increased business performance, thus leading to the higher levels of business 
efficiency, higher and better quality outputs, better marketing decisions, and lessened risk of business 
failure in order to gain a competitive advantage in the global business environments (Kasemsap, 2015g). 
Applying data mining for BI in the knowledge management environments will improve organizational 
performance and reach business goals in modern business (Kasemsap, 2015h). BI competency is char-
acterized by skills related to the commercial products of large software vendors (Debortoli, Muller, & 
vom Brocke, 2014).

BI success is associated with the positive value an organization obtains from its BI investment 
(Sabherwal & Becerra-Fernandez, 2010). Watson et al. (2006) indicated that a lack of fit between an 
organization’s BI and its goals and characteristics is the main reason for a lack of BI success. BI plays 
an important role in enhancing this agility with the BI capabilities (Chen & Siau, 2011). With the right 
capabilities, BI can help an organization predict the changes in product demand and detect an increase 
in a competitor’s new product market share and respond by introducing a competing product (Watson 
& Wixom, 2007). BI capabilities have been examined by practitioner-oriented research, especially from 
the BI maturity model perspective (Eckerson, 2006).

BI capabilities can be examined from both organizational and technological perspectives (Isik, Jones, 
& Sidorova, 2013). Technological BI capabilities are the sharable technical platforms and databases 
that ideally include a well-defined technology architecture and data standards, while organizational BI 
capabilities are the essential assets that support the effective application of BI in the organization, such 
as flexibility and shared risks and responsibilities (Ross, Beath, & Goodhue, 1996). Organizational and 
technological capabilities impact the way that an organization processes information and the performance 
of the organization (Zhang & Tansuhaj, 2007).

Azvine et al. (2007) explained that BI systems suffer from a number of obstacles that prevent the 
realization of their potential. Firstly, the transition from data into information is obstructed by the 
shortage of analysts who are required to run the analytical software. The second issue is the bottle neck 
in the transition from information into action, which has been of a manual nature because of the lack 
of automatic links back into the business process layer that promotes the rapid adaptation of process 
parameters to improve the performance. The third issue is associated with the ability to merge a huge 
amount of data from the different sources into a practical source of information, including the ability to 
validate the data and deal with the quality issues.

Importance of Business Process Management in Global Business

BPM is the discipline that encompasses the analysis, modeling, implementation, execution, control, and 
continuous improvement of business processes (Minonne & Turner, 2012). BPM is used as a tool for 
intellectual capital management (Kujansivu & Lönnqvist, 2008). BPM gains the business process im-
provements through the integration of business processes, organizational units, products, and IS (Mansar 
& Reijers, 2005) with data being the foundation of the integration effort (Scheer, 1992). BPM enables 
the continuous improvement of corporate strategies and allows companies to concentrate on business 
processes (Neubauer, 2009).
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Practitioner and researchers have promoted BPM practices by focusing on agility (Wang & Wang, 
2006), strategy (Grefen, Mehandjiev, Kouvas, Weichhart, & Eshuis, 2009), knowledge management 
(Jung, Choi, & Song, 2007), and performance measurement (Trkman, 2010). Lifelong learning and 
knowledge management become a valuable origin of competitive advantage in the information age 
(Kasemsap, 2016b). Organizations utilize entrepreneurship education and knowledge management as 
the major assets and organizational resources for producing the high-technology goods and services in 
order to obtain sustainable competitive advantage in modern organizations (Kasemsap, 2016c).

BPM has gained much attention by management and IT department in organizations as a method to 
increase flexibility and agility (Ravesteyn, 2009). To realize this goal, it is important to have a flexible 
information system in support of processes. The most promising approach to achieve this perspective is 
service-oriented architecture (Lippert & Govindarajulu, 2006). BPM effectively supports the business 
processes using methods, techniques, and software to design, enact, control, and analyze the operational 
processes involving humans, organizations, applications, documents, and other sources of information 
(van der Aalst, Dumas, & ter Hofstede, 2003). While technical approaches to BPM emphasize the support 
of business processes through IT, holistic approaches are much wider, integrating further organizational, 
human-centric, and cultural aspects (von Brocke & Sinnl, 2011).

BPM efforts involve aligning the processes with the organization’s strategic goals, implementing 
process architectures, establishing process measurement systems aligned with organizational goals, and 
organizing managers to manage processes (Chaffey & Wood, 2005). Mergers and acquisitions necessitate 
choosing between two organizations’ business process or integrating both (Scott, 2007). Modeling these 
business processes is the first step in making an optimal decision on what aspects to keep or discard. 
In order to survive in a highly competitive business environment, modern organizations are subject to 
the continuous change of their business processes (Bosilj-Vuksic & Spremic, 2004). Most organizations 
lack the process owners or they are defined to a minor extent, which is a consequence of a traditional 
organization of people and their thinking, which is not process-oriented (Hammer & Champy, 2003).

One of the most important challenges in BPM is the coordination and management of outsourced 
business processes with internal business processes and integrating information between them (Mah-
moodzadeh, Jalalinia, & Yazdi, 2009). Processes are the essence of many methods, such as Six Sigma, 
reengineering, and activity-based costing (Smith & Fingar, 2007). For many companies, BPM becomes 
the basis for realizing the different technologies (e.g., balanced scorecard, workflow management, and 
business monitoring) (Neubauer, 2009). Balanced scorecard requires a process approach (Kaplan & 
Norton, 1996). Workflow systems have become a standard solution for managing complex processes in 
business domains, such as supply chain management, customer relationship management, and knowledge 
management (Kumar & Zhao, 2002).

Successful BPM depends on effective workflow design, modeling, and analysis. Workflow models 
can be used to represent a business process from five dimensions: functional, behavioral, informational, 
operational, and organizational perspectives (Curtis, Kellner, & Over, 1992). The behavioral perspective 
indicates the conditions for tasks to be executed. The information perspective considers what data are 
consumed and produced associated with each activity in a business process. The operational perspec-
tive identifies what tools and applications are utilized to execute a specified task. The organizational 
perspective explains the relationships among individuals that are qualified to manage the job functions.

Concerning workflow design in BPM, workflow modeling paradigms mainly focus on the activity 
sequencing and coordination, including Petri nets (van der Aalst, 1998) and the activity-based workflow 
modeling (Bi & Zhao, 2004). The dataflow perspective is important in workflow management because 
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relationships among data elements enhance the operational constraints that practically control the activity 
sequencing (Kwan & Balasubramanian, 1998). Workflow management systems enable the discovery of 
dataflow errors only through simulation, which is inefficient and inaccurate. The traditional approach 
to workflow design, referred to as the participative approach (Herrmann & Walter, 1998), is logical 
for confirming the business requirements about the workflow but it does not offer any formalism for 
developing the workflow model in an effective manner.

Regarding BPM, data quality is an important factor for gaining the strategic business goals (Ofner, 
Otto, & Osterle, 2012), such as the improved decision making (Price & Shanks, 2005), the efficient 
customer relationship management (Reid & Catterall, 2005), the compliance with the regulatory require-
ments (Friedman, 2006), and supply chain management excellence (Kagermann, Osterle, & Jordan, 
2010). Data are used across the boundaries of business processes and business units in an uncoordinated 
way, which has the negative effects on the quality of data and produces the high costs (Redman, 2004).

Importance of Business Intelligence in Global Business

The benefits of the BI technology can be recognized in the perspective of the increased autonomy and 
flexibility of users, thus creating the reports, simple analyses, improved decision support, and opera-
tional efficiency, as well as a range of new analytical functions (Hocevar & Jaklic, 2010). Flexibility 
is the organizational capability of BI to provide the decision support when variations exist in business 
processes (Gebauer & Schober, 2006). BI technologies are used to shorten the time lag between data 
acquisition and decision making (Chaudhuri et al., 2011). BI is a technique and solution that helps 
managers understand the business situation (Nofal & Yusof, 2013). Due to its ability to generate the 
reporting, BI allows the dynamic enterprise data search, retrieval, analysis, and explanation of the needs 
of managerial decisions (Nofal & Yusof, 2013).

BI has largely relied on structured and numerical data, which can be measured on a numerical scale 
and analyzed with the statistical methods and computing equipment (Sukumaran & Sureka, 2006). How-
ever, in an increasing number of BI application areas, the collection and analysis of qualitative and/or 
unstructured data are critical (Baars & Kemper, 2008). This type of data cannot be used in mathematical 
calculations; it refers to data in the text, image, and sound formats that require the interpretation (Isik et 
al., 2013). BI helps in consolidating, analyzing, and providing the amount of data for decision making 
(Phan & Vogel, 2010). BI systems support the decision making and information sharing in the complex 
organizational environments (Rubin & Rubin, 2013). Under BI, information can be accessed in a timelier 
manner, decisions become data-driven, and reports become more informative (Rubin & Rubin, 2013).

The decision environment is defined as the combination of different types of decisions made and 
the information-processing requirements of the decision maker when making those decisions (Munro 
& Davis, 1977). The decision environment affects the relationship between BI success and capabilities, 
such as the extent to which BI supports flexibility and risk in decision making (Isik et al., 2013). The 
suitable match between the decision environment and the support that the business system provides is 
key to the organization’s ability to leverage that system to achieve the BI success (Arnott, 2004). The 
complexity of the decisions being made impacts the level of this match (Clark, Jones, & Armstrong, 
2007). The decision maker’s information needs are part of the decision environment because decision 
making involves applying the gathered information (Zack, 2007). Because appropriate information 
depends on the characteristics of the decision-making context, it is difficult to separate the information 
processing needs from decision making (Zack, 2007).
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Although BI capabilities have been studied from the organizational and technological perspectives 
(Manglik & Mehra, 2005), some organizations fail to achieve the BI success (Jourdan, Rainer, & Mar-
shall, 2008). This may be because the relationship between the decision environment and BI capabilities 
has remained largely unexamined (Isik et al., 2013). Examining the relationship between the decision 
environment and BI capabilities is important, however, because the primary purpose of BI is to support 
decision making in organizations (Buchanan & O’Connell, 2006). BI, which is used within an organiza-
tion, must suit the problem space, or decision environment, within which it is utilized and this match is 
key to BI success (Clark et al., 2007).

Because organizations have multiple purposes for user groups within BI, they need to employ the 
different BI applications with the different access methods. Some organizations deploy a BI that pro-
vides unlimited access to data analysis and reporting tools to all its users, while others offer relatively 
restricted access. Although most web-centric applications are relatively easy to use, especially for the 
non-technical users, desktop applications are dedicated to the specific users and provide the specialized 
functionalities for more effective analysis (Inmon, Imhoff, & Sousa, 2001).

Risk management support refers to the organizational BI ability to support decisions under the con-
ditions of uncertainty when not all the facts are known (Harding, 2003). Risk management is crucial 
to organizational success, and risk management support by BI applications is important, especially for 
organizations operating in the high-risk environments (Isik et al., 2013). Innovative organizations, which 
are recognized risk-tolerant, rely on BI to make the entrepreneurial decisions motivated by the explora-
tion and discovery of new opportunities and new risks (Davenport, 2006).

Baars et al. (2014) indicated that major trends with a potential impact on BI include an ongoing 
increase of process complexity in the volatile global markets, a more informed consumer base intercon-
nected by social networks, or the requirement to include the sustainability rationales into the product 
and supply chain strategies. Hopken et al. (2015) stated that various methods of BI have been applied 
in the field since the early stages of information and communication technology (ICT) adoption in tour-
ism. Most ICT systems used in the tourism industry offer the BI functionalities, such as reporting and 
online analytical processing.

BI applications have been gradually ported to the web in search of a global platform for the con-
sumption and publication of data and services. BI web applications need interfaces with a high level 
of interoperability (similar to the traditional desktop interfaces) for the visualization of data (Hermida, 
Melia, Montoyo, & Gomez, 2013). Regarding BI, analyzing data to predict the market trends of prod-
ucts and services and to improve the performances of enterprise business systems has always been part 
of running a competitive business (Azvine, Cui, & Nauck, 2005). The management of trust among the 
interacting parties are the significant parts of the overall BI strategy for modern organizations (Raza, 
Hussain, Hussain, & Chang, 2011).

Since ERP systems were not originally designed to provide the real-time reports to the users, the 
entire ERP systems could not facilitate the decision-support function (Chou, Tripuramallu, & Chou, 
2005). Within the context of ERP, BI is the process of leveraging the detailed customer behavior informa-
tion to effectively manage the relationships for increasing customer satisfaction, loyalty, retention, and 
profitability (Hall, 2004). The key component of BI strategy is a data management infrastructure that 
allows companies to acknowledge the changes of customer behavior (Gessner & Volonino, 2005). ERP 
with the collaboration of BI is expected to be more competitive in order to share the data for decision 
making and control (Umble, Haft, & Umble, 2003). For success in the ERP, the organization must have 
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and shared knowledge on many manifestations around the process of BI since the relationship between 
BI and ERP has been recognized.

FUTURE RESEARCH DIRECTIONS

The strength of this chapter is on the thorough literature consolidation of BPM and BI. The extant literature 
of BPM and BI provides a contribution to practitioners and researchers by describing the multifaceted 
applications of BPM and BI to appeal to the different segments of BPM and BI in order to maximize 
the business impact of BPM and BI in global business. The classification of the extant literature in the 
domains of BPM and BI will provide the potential opportunities for future research. Future research 
direction should broaden the perspectives in the implementation of BPM and BI to be utilized in the 
knowledge-based organizations.

Practitioners and researchers should acknowledge the applicability of a more multidisciplinary ap-
proach toward research activities in implementing BPM and BI in terms of knowledge management-
related variables (e.g., knowledge-sharing behavior, knowledge creation, organizational learning, learning 
orientation, and motivation to learn). It will be useful to bring the additional disciplines together (e.g., 
strategic management, marketing, finance, and human resources) to support a more holistic examina-
tion of BPM and BI in order to transfer the existing theories and approaches to the inquiry in this area.

CONCLUSION

This chapter aimed to master BPM and BI in global business, thus describing the overviews of BPM 
and BI; the importance of BPM in global business; and the importance of BI in global business. Effec-
tive management of business processes is essential for driving business agility in an enterprise. BPM 
enables organizations to align business functions with customer needs and helps executives determine 
how to deploy, monitor, and measure the organizational resources. When properly executed, BPM has 
the ability to enhance productivity, reduce costs, and minimize risk in global business.

BPM approach helps a business innovate and transform its approach to achieving more business value. 
Effective BPM ensures the great returns in terms of process automation and use of technology to enable 
the business user’s experience; business agility to be able to identify and change as per changing business 
needs; ability to create the obvious understanding of the business process flow across the organization; 
ability to indicate business as a service for non-core business processes; and ability to better control 
and comply with audits and regulatory needs. Implementing best practices in BPM contributes to the 
improved financial management and provides the visibility into how well an organization is succeeding 
in meeting its strategic goals in global business.

BI represents the systems and tools that are important in the strategic planning processes of orga-
nization. BI is a perspective that typically involves the delivery and integration of relevant and useful 
business information in an organization. The purpose of BI is to support the business-related decision 
making via the interactive access, and the analysis of important corporate information. A proper BI 
system helps with obtaining the right information, at the right time, in the right format bridging the gaps 
between information silos of an organization. BI includes the applications, tools, and best practices that 
enable the analysis of information to improve organizational performance. Companies use BI to detect 



202

Mastering Business Process Management and Business Intelligence in Global Business
 

the significant events and identify the business trends in order to quickly adapt to their changing busi-
ness environment. BI empowers decision making at all levels of management. BI provides the quick 
notification of business exceptions, advanced reporting, and the ability to compare data to improve the 
strategic management in global business.

The achievement of BPM and BI is significant for modern organizations that seek to serve suppliers 
and customers, increase business performance, strengthen competitiveness, and achieve continuous suc-
cess in global business. Therefore, it is urgent for modern organizations to investigate their BPM and BI 
and develop a strategic plan to regularly check their practical advancements toward satisfying customer 
requirements. Applying BPM and BI has the potential to enhance organizational performance and gain 
sustainable competitive advantage in global business.
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KEY TERMS AND DEFINITIONS

Business: An organization or economic system where products and services are exchanged for one 
another or for money.

Business Intelligence: The computer-based techniques used in spotting and analyzing business data, 
such as sales revenue by products or associated costs and incomes.

Business Process Management: The development and control of processes used in a company, 
department, and project to ensure they are effective.

Data: The information collected to be examined and used to help decision making.
Data Mining: The examination of large amounts of information stored in a computer in order to 

look for patterns and changes.
Enterprise Resource Planning: A system of software which is designed to manage all the informa-

tion and activities of a company by using shared data.
Information System: A combination of hardware, software, infrastructure, and trained personnel 

organized to facilitate the planning, control, coordination, and decision making in an organization.
Information Technology: The set of tools, processes, and associated equipment employed to collect, 

process, and present the information.
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ABSTRACT

In this chapter, four latent variables will be analyzed to measure the impact of Information and 
Communications Technology (ICT) on the integration, flexibility and performance of Supply Chain (SC). 
The aim of the exposition is to provide greater understanding for those responsible of the supply chain, 
and focus efforts on clear objectives. These clear objectives should help those responsible for the supply 
chain achieve a better performance within organizations. The information analyzed was obtained from 
a questionnaire provided to 284 managers in companies located in Ciudad Juarez, Mexico. The results 
were used to generate a structural equation model in order to learn the relationships between variables. 
We have postulated six hypotheses regarding the direct, indirect and total effects. The results indicate that 
there is no direct relationship between ICT integration and SC performance, but an indirect relationship 
through mediating variables as SC Integration and Flexibility exists.
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INTRODUCTION

Supply Chains

The Supply Chain study has taken an important role within companies, because it is formed by all the 
institutions and processes that are involved in meeting the customer needs; starting from the extraction 
of raw materials to finished product and delivery to the end costumer. Efficient administration of supply 
chains can provide significant competitive advantage and increase organizational performance.

Supply Chain management is defined as the integration of key business processes from end customer 
until original suppliers that provide products, services and information, which add value for customers 
and stakeholders of the company (Lambert, Cooper, & Pagh, 1998; Themistocleous, Irani, & Love, 2004; 
Yu, Suojapelto, Hallikas, & Tang, 2008).

The main elements of a supply chain are: customers, retailers, distributors, manufacturers and suppliers 
and along this chain there is a two-way flow of materials, products, services, payment and information. In 
Figure 1, these elements are shown linearly; however in practice it is a network of companies connected.

In supply chain management, some factors can affect performance, including working capital, prox-
imity to suppliers and customers, stability of government policies, structure of the supply chain, among 
others (Acar & Uzunlar, 2014; Capaldo & Giannoccaro, 2015; C. Marinagi, Trivellas, & Reklitis, 2015; 
Vlachos, 2014). Another critical factor is region infrastructure, both physical and technological, in this 
sense, ICTs have proven to be an important support in the Supply Chain performance (Acar & Uzunlar, 
2014; Catherine Marinagi, Trivellas, & Sakas, 2014; Singh & Teng, 2016).

ICTs and Its Integration into Supply Chains

The term information and communications technology (ICT) includes the set of techniques and devices 
used for the processing and transmission of data. The ICT concept encompasses all information exchange 
services, telecommunications networks that support the data exchange and terminals used to access to 
services (Altés, 2013).

The integration of information and communications technology has proved been indispensable not 
only in the modern world, but also in the business environment, due to companies established offices 
and branches in any location regardless of distance, focusing on the benefits that site represents, main-
taining trade relations with partners in these points and speeding the material flow. Thus, it is important 
to maintain communication between departments and branches around the world, this can be achieved 
by integrating information and communication technology, as well as keeping in touch in an effective 
and virtual way to all of the different functions and partners in the supply chain (Li, Lin, Wang, & Yan, 
2006; Ngai, Chau, & Chan, 2011).

Figure 1. Components of supply chain
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ICT provides organizations with elements to collect, store, enter, share, and analyze data (Swafford, 
Ghosh, & Murthy, 2008), and as a result, they have become into essential tools for companies. Besides 
other benefits of maintaining an integrated structure of ICT between companies and their SC are men-
tioned, such as reducing costs and achieve competitive advantages through real-time response (Them-
istocleous et al., 2004). It also helps the organization through the efficient information flow, tracking 
market needs and allowing to move resources in a quick way (Ngai et al., 2011).

Focusing on the ICTs impact on the supply chain integration, it is important to maintain a good struc-
ture to promote it, providing business information to the appropriate group in an efficient way, timely 
and transparent, in addition, it reduces the time needed to share knowledge and information (Pearcy & 
Giunipero, 2008). Therefore, the following hypothesis is proposed:

Supply Chain Integration

The supply chain integration has been considered one of the most important competences in the supply 
chain management (Pearcy & Giunipero, 2008) and is defined as the formation of a network in which, 
outside members manage in collaboration with intra- and inter-organizational processes, in order to 
achieve mutually acceptable results (D. Kim & Cavusgil, 2009; Ngai et al., 2011).

Some benefits associated with the integration of supply chain systems include the acquisition of com-
petitive advantage, reducing operating costs and achieving better collaboration and coordination between 
partners, which sounds appealing to any administrator (Themistocleous et al., 2004). The integration of 
intra-and inter-organizational processes is imperative, due to it can increase performance of individual 
companies as well as the global supply chain, and the internal integration is achieved when a firm ef-
fectively coordinates multiple processes throughout a company. In order to achieve integration through 
different companies (external integration), companies must recognize the importance of suppliers as an 
integral part in the supply chain and engage in collaborative efforts with them. Some potential benefits 
of effective integration of the supply chain, include efficiency and interaction through the members, 
increasing visibility and operational efficiency (Pearcy & Giunipero, 2008). Nowadays, the external 
integration is achieved through efficiency by information and communications technology.

According to last paragraphs, the following hypothesis is proposed:

H1: ICT integration has a direct and positive impact on the SC Integration.

Supply Chain Flexibility

The flexibility of the supply chain represents the inner workings of a company such as development, 
purchasing, manufacturing and distribution, as well as reducing product development time, ensuring 
production capacity and providing different products and at the same time meet to the customer expec-
tations, and it is classified into strategic flexibility and manufacturing flexibility (Swafford, Ghosh, & 
Murthy, 2008).

Strategic flexibility is competition to identify changes in the environment, commit resources quickly 
to new courses of action in response to change, recognize and act immediately to stop and reverse the 
commitment of that resource. Manufacturing flexibility is competition to manage manufacturing resources 
in order to meet customer requirements (Ngai et al., 2011). Based on this, strategic flexibility is related 
to fast decision making and commitment to the answer, while manufacturing flexibility is related to 
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the operational ability to implement strategic decisions (Ngai et al., 2011), so flexibility is given to the 
supply chain, by making decisions, the resources needed to perform appropriate actions and the ability 
to process these resources. The flexibility of the supply chain can also be defined as the different states 
that a manufacturing system can take, the ability to shift production from one product to another, and the 
ability to perform satisfactorily by manufacturing good quality products within a specific range (Ngai 
et al., 2011; Stevenson & Spring, 2007).

According to last information, the following hypotheses are proposed:

H2: The ICT Integration has a direct and positive impact on the SC Flexibility.
H3: The SC Integration has a direct and positive impact on the SC Flexibility.

Supply Chain Performance

The supply chain performance is measured based on different attributes, which are considered metrics 
used to determine the ability to deliver products and services of good quality, on time, quantity and lower 
cost (Böhm, Leone, & Henning, 2007). In order to get a better idea of the SC state, it is recommended 
to generate metrics associated with marketing, policies and regulations, technologies available to aid 
in the movement of materials, product development, production process capability, procurement and 
operations, transportation and logistics (Hassini, Surti, & Searcy, 2012).

Some authors consider that the taxonomy of metrics should include economic aspects (Clemens, 
2006; Vachon & Klassen, 2008; Zhu & Sarkis, 2004), environmental factors (Clemens, 2006; Hervani, 
Helms, & Sarkis, 2005; Sarkis, 2006; Searcy, McCartney, & Karapetrovic, 2007; Vachon & Klassen, 
2008; Vachon & Mao, 2008; Zhu & Sarkis, 2004), as well as social elements (Searcy et al., 2007; Zhu 
& Sarkis, 2004).

However, the generation of financial resources has always been the main objective for industrial en-
terprises, thus, economic metrics in the SC are traditionally used (Chen & Paulraj, 2004; Mansoornejad, 
Pistikopoulos, & Stuart, 2013), which help to measure the growth in sales, profitability and return on 
inventory (Gunasekaran, Patel, & McGaughey, 2004).

Thus, all companies must measure the SC Economic Performance, which will allow them to know 
their actual status and generate continuous improvement procedures (Popova & Sharpanskykh, 2010; 
Wlendahl, von Cleminskf, & Begemann, 2003). These metrics obtained in the SC performance, are based 
on several aspects, such as the SC Flexibility, thus, the following hypothesis is proposed:

H4: The SC Flexibility of a company has a direct and positive impact on the SC Economic Performance.

However, the SC Performance has several sources, one is the integration level that achieve companies 
that conform it, although, studies realized warn of the risks and dangers when those integration levels 
and interdependence are high (Wiengarten, Humphreys, Gimenez, & McIvor, 2015), then there may 
be bullwhip effects in the material flow (Świerczek, 2014) therefore, the supply chain managers face a 
number of challenges to achieve this integration (Mohammad, Shukor, Mahbub, & Halil, 2014). Even, 
some authors question whether these integration levels are beneficial from a financial view to the supply 
chain members (Zhao, Feng, & Wang, 2015). In order to contribute to this research topic, the following 
hypothesis is proposed.
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H5: The SC Integration has a direct and positive effect on the SC Performance

Another source of SC Performance is the technology level along it, due to they are different enterprises, 
information and communications technology is great to keep the members of the SC in communication 
in real time (Acar & Uzunlar, 2014) and currently its application is an industrial trend (El Kadiri et al., 
2015). At the present, it is recommended considering the use of ICT as an essential part in the formula-
tion of strategies that can generate a competitive advantage (Mensah, Merkuryev, & Longo, 2015), as 
they help to achieve better SC visibility and therefore streamline the decision-making process. (Lee, 
Kim, & Kim, 2014). The following hypothesis is proposed in order to contribute to this research topic.

H6: The ICT Integration has a direct and positive impact on the SC Performance

Graphical representation of the hypotheses are illustrated in Figure 2 as a sequential flow and indicat-
ing the hypotheses as relationships with arrows from a latent variable to another.

METHODOLOGY

The methodology that is used in this research involves the design of a data collection instrument (ques-
tionnaire) and identification of benefits that are obtained after a successful ICTs implementation process. 
Then the survey has been applied to active managers in manufacturing industries in logistics related 
areas to collect information, do some statistical analysis and get a conclusion based on findings, so the 
work is executed on different stages described below.

Figure 2. Proposed hypotheses
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Survey Development

This stage is focused on the design of a survey and a literature review is conducted. Four latent variables 
are analyzed in this research, but each one is integrated by another observable variables or items. In 
Table 1 appears the distribution for every latent variable: ICT Integration with 13 items, SC Integration 
with 15 items, SC Flexibility with 11 items, and finally, SC performance with 6 items, but also appears 
some authors that are supporting the item integration in that latent variable.

Table 1. Latent variables and items 

ICTs Integration

The company has a network of ICT systems (ERP, CRM, SCM, Intranet, etc.) integrated with key suppliers (Burt, Dobler, & Starling, 
2003; Cook, 2001; Gunasekaran & Ngai, 2004; S. W. Kim, 2009; Moon, Yi, & Ngai, 2012; Swafford et al., 2008; Themistocleous et al., 
2004)

The company shares information in real time through ICT with key suppliers (Ballou, 2004; Cook, 2001; Geissbauer, Roussel, Schrauf, 
& Strom, 2013; Moon et al., 2012; Themistocleous et al., 2004)

The company allows access and share sensitive information through ICT with key suppliers. (Burt et al., 2003; S. W. Kim, 2009; 
Themistocleous et al., 2004)

The company works to get a better ICT alignment with key suppliers (Burt et al., 2003; Moon et al., 2012; Themistocleous et al., 2004)

The company shares information in real-time through ICT within the organization. (Ballou, 2004; Burt et al., 2003; S. W. Kim, 2009; 
Moon et al., 2012; Themistocleous et al., 2004)

The company allows access and share sensitive information through ICT within the organization (Ballou, 2004; Burt et al., 2003; S. W. 
Kim, 2009; Moon et al., 2012; Themistocleous et al., 2004)

The company has a network of ICT systems (ERP, CRM, SCM, Intranet, etc.) integrated with key customers (Burt et al., 2003; 
Gunasekaran & Ngai, 2004; S. W. Kim, 2009; Moon et al., 2012; Swafford et al., 2008; Themistocleous et al., 2004)

The company shares information in real time through ICT with key customers (Burt et al., 2003; Geissbauer et al., 2013; S. W. Kim, 
2009; Moon et al., 2012; Themistocleous et al., 2004)

The company allows access and share sensitive information through ICT with key costumers (Ballou, 2004; Burt et al., 2003; S. W. Kim, 
2009; Themistocleous et al., 2004)

The company works to get a better ICT alignment with key costumers (Burt et al., 2003; Themistocleous et al., 2004)

The company has a high degree of feedback through ICT (Alfalla-Luque, Marin-Garcia, & Medina-Lopez, 2015)

The company shares demand forecasts and production planning with suppliers (Cook, 2001; Geissbauer et al., 2013)

The company receives demand forecasts and production planning from their customers (Cook, 2001; Geissbauer et al., 2013)

SC Integration 

The company develops strategic plans and forecasts in collaboration with key suppliers (Alfalla-Luque et al., 2015; Burt et al., 2003; 
Hoejmose, Brammer, & Millington, 2012; S. W. Kim, 2009)

The company has a small number of key suppliers (Burt et al., 2003)

The company shares information about purchasing, inventory levels and forecasts with key suppliers (Alfalla-Luque et al., 2015; Burt et 
al., 2003; Geissbauer et al., 2013; S. W. Kim, 2009)

The company expects a long-term relationship with key suppliers (Alfalla-Luque et al., 2015; Burt et al., 2003)

The company expects a long-term relationship with costumers (Burt et al., 2003)

The company provides services and support to its customers. (Alfalla-Luque et al., 2015; Burt et al., 2003)

The company measures customer satisfaction (Alfalla-Luque et al., 2015; S. W. Kim, 2009)

In the company exist cross-functional working groups which discuss issues about material and design (Burt et al., 2003; S. W. Kim, 
2009)

continued on following page
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The questionnaire is answered on a Likert-based-scale on subjective assessments, where the lower 
value (1) indicated that the task never is done, and the highest value (6) represents that the task or op-
erative index is always obtained. But also in the judge’s validation, the first draft questionnaire contains 
blank spaces where the respondents could incorporate some other specific task or items that are not 
included in the initial questionnaire.

Customers are part of the product design process (Alfalla-Luque et al., 2015; Burt et al., 2003; S. W. Kim, 2009)

The company measures the performance of its suppliers in CS. (Cook, 2001)

The company measures the performance of its customers in CS. (Cook, 2001)

The company has a high-level of internal integration (Alfalla-Luque et al., 2015)

The company has a lot of information about the state of CS (Alfalla-Luque et al., 2015; Ballou, 2004; Burt et al., 2003; Geissbauer et al., 
2013; S. W. Kim, 2009)

The company maintains a high-level of interdepartmental communication (Alfalla-Luque et al., 2015; Burt et al., 2003)

The company keeps strategic relationships with key suppliers based on loyalty and trust (Burt et al., 2003; Hoejmose et al., 2012)

SC Flexibility 

Regarding competitors, exist processes that can adjust to changes in mass and mix of products. (Alfalla-Luque et al., 2015; Cook, 2001; 
Geissbauer et al., 2013; S. W. Kim, 2009; Moon et al., 2012; Swafford et al., 2008; Thomé, Scavarda, Pires, Ceryno, & Klingebiel, 2014)

Regarding competitors, the CS of company responds faster to quotes (Ngai et al., 2011)

Regarding competitors, the CS of the company responds quickly and effectively to changes and customer needs. (Geissbauer et al., 2013; 
S. W. Kim, 2009; Moon et al., 2012; Swafford et al., 2008; Thomé et al., 2014)

Regarding competitors, the company develops and markets new products more quickly and efficiently. (S. W. Kim, 2009; Moon et al., 
2012; Swafford et al., 2008; Thomé et al., 2014)

The company has the capacity to ensure the material availability in case of changes (Geissbauer et al., 2013; S. W. Kim, 2009; Moon et 
al., 2012; Swafford et al., 2008; Thomé et al., 2014)

The company has the ability to adjust to delivery schedules and to meet customer requirements (Geissbauer et al., 2013; S. W. Kim, 2009; 
Moon et al., 2012; Swafford et al., 2008; Thomé et al., 2014)

The company has different SC configurations for multiple customer segments (Ballou, 2004; Cook, 2001; Geissbauer et al., 2013)

The company is based on inventories to meet demand (Ballou, 2004)

The company differentiates its products in relation to the life cycle in which they are. (Ballou, 2004)

The company keeps various channels of CS regarding to product differentiation (product, channel, costumer) (Ballou, 2004; Cook, 2001; 
Geissbauer et al., 2013)

The company implements structural changes in the organization in an effective way. (Ngai et al., 2011)

SC Performance 

The company can modify its products quickly in order to meet customer requirements (Burt et al., 2003; Geissbauer et al., 2013; S. W. 
Kim, 2009; Swafford et al., 2008)

The company can quickly introduce new products on the market. (Burt et al., 2003; Geissbauer et al., 2013; S. W. Kim, 2009; Swafford et 
al., 2008)

The company responds quickly to changes in market demand. (Geissbauer et al., 2013; S. W. Kim, 2009; Swafford et al., 2008)

The company meets delivery times and amounts pledged. (Geissbauer et al., 2013; Swafford et al., 2008)

The cycle time to meet customer orders is short. (Ballou, 2004; Burt et al., 2003; S. W. Kim, 2009)

The company provides a high-level customer service (Ballou, 2004; Geissbauer et al., 2013; S. W. Kim, 2009)

Table 1. Continued
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Data Collection

For data collection, the sample is stratified and focused on maquiladora industries that have a mature sup-
ply chain in Chihuahua, Mexico. Two hundred and eighty-four (284) managers are contacted via email.

For the survey application, three strategies are applied. The first one consists in face to face interviews 
with managers who work in supply chain departments or relate to material flow in industries established 
in Ciudad Juarez, Chihuahua, Mexico.

The second strategy consists of e-mails sent to some company managers to survey and answer 
within two weeks. After that time, a reminder is send and after three unsuccessful attempts, the case 
is abandoned. The third strategy consists in sending to every manager a link to answer the survey in a 
specialized web page for surveys application.

Capturing Information and Questionnaire Validation

At this stage the information is captured and analyzed using SPSS 21® software. Internal consistency 
or reliability of the questionnaire for each latent variable is performed using the Cronbach coefficient 
and composite reliability index (Cronbach, 1951; Liu, Ke, Wei, & Hua, 2013), considering a minimum 
cutoff values of 0.7 (Fornell & Larcker, 1981; Nunnaly, 1978; Nunnaly & Bernstein, 1994; Rexhausen, 
Pibernik, & Kaiser, 2012). Additionally, some tests are also performed at this stage to improve the quality 
of the questionnaire and the reliability in analyzed dimensions, since analyzing the elimination of some 
items, often the reliability in latent variable can increases (Nunnaly & Bernstein, 1994) and the procedure 
is used by (Blome, Schoenherr, & Eckstein, 2014; Lin, Chow, Madu, Kuei, & Pei, 2005; Ramanathan 
& Gunasekaran, 2014; Zailani, Jeyaraman, Vengadasan, & Premkumar, 2012) in supply chain surveys.

Also, this stage included a data screening process in order to detect missing values, which are then 
replaced using the median, because data is obtained by using an ordinal scale (Likert-based scale), although 
it is always kept in mind that there should be a maximum of 10% missing values for every item (Hair, 
Anderson, & Tatham, 1987; Hair, Black, Babin, & Anderson, 2009). Also, the values in the database 
are analyzed for outliers or extreme values and for this, a standardization process is executed for every 
item considering a standardized value as an outlier if its absolute value is bigger than 5 (Giaquinta, 2009; 
Hair et al., 2009; Kaiser, 2010; Rosenthal & Rosnow, 1991; Wold, Trygg, Berglund, & Antti, 2001).

Also, considering that the survey is answered on an ordinal scale using only assessments and not 
measurements, then the Q-squared coefficient is used since it is a nonparametric measure tradition-
ally calculated via blindfolding. Q-squared coefficient is also used for the assessment of the predictive 
validity (or relevance) associated to each latent variable in the model. Acceptable predictive validity in 
connection with an endogenous latent variable is suggested by a Q-squared coefficient greater than zero 
(Kock, 2013) and preferably, must be similar to R-Squared values.

Descriptive Analysis

This stage focuses on a univariate analysis for identifying the central tendency and deviation measures 
in items collected in latent variables. As a central tendency measure, the median or percentile 50th is 
obtained; where high values indicate that the task is always done; lower values indicate that those tasks 
are not done or the operative index is not obtained. Also, as deviation measure, the interquartile range 
(IR) is obtained (difference between percentile 75th and percentile 25th). High values in IR indicate 
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that the task listed does not present agreement or consensus among respondents, while lower values 
represent little dispersion in those items (Tastle & Wierman, 2007) and therefore, a greater consensus 
among respondents.

Structural Equation Model

In order to prove the hypotheses stated in Figure 1, the model is evaluated using the Structural Equation 
Modelling (SEM) technique, due to its widely and recent use in causal relations validations and specifi-
cally in the supply chain. For example, the impact of JIT in supply chain performance (Green Jr, Inman, 
Birou, & Whitten, 2014), the flexibility, uncertainty and firm performance in supply chain (Merschmann 
& Thonemann, 2011) and the effect of green supply chain management on green performance and firm 
competitiveness (Yang, Albert, & Carlo, 2013).

The SEM model is executed in WarpPls 5.0® software because its main algorithms are based on 
Partial Least Squared (PLS), widely recommended for low sample size (Kock, 2013). The model here 
presented is specifically executed using the WarpPls5 PLS algorithm, with a bootstrapping resampling 
method for a better coefficients values convergence and diminish the effect of possible outliers.

Six model fit indices are analyzed: average path coefficient (APC), the average R-squared (ARS), 
average adjusted R-squared (AARS), average block VIF (AVIF), average full collinearity VIF (AFVIF) 
and Tenenhaus goodness of fit (GoF), that are recommended by (Kock, 2013) and used by (Ketkar & 
Vaidya, 2012) in the supply chain environment. For the APC, ARS and AARS, the p-values are analyzed 
in determining the model efficiency, establishing a maximum cutoff p-value of 0.05, which mean that 
statistical inferences are made with 95% of confidence level, testing the null hypotheses that APCs, ARSs 
and AARSs are equal to 0, versus the alternative hypotheses that APCs, ARSs and AARSs are different 
to zero; while for AVIF and AFVIF, values low than 5 are desirable. For Tenenhaus goodness fit index, 
values high than 0.36 are desirables for a stable model.

Three different effects are measured in the structural equation model: (1) direct effect (that appears 
in Figure 1 as arrows from a latent variable to another), (2) indirect effect (given for paths with two or 
more segments), and (3) total effects (the sum of direct and indirect effects), and with the aim to deter-
mine their significance, the P values are analyzed, considering the null hypothesis: βi = 0, versus the 
alternative: hypothesis βi ≠ 0.

RESULTS

The results are presented for a better understanding and are carried out in different stages, according to 
the information being presented.

Descriptive Analysis of the Sample

The descriptive analysis of the sample was made in which it can be observed a total of 284 valid surveys 
in companies located at Ciudad Juarez, Mexico. Table 2 refers to industrial sectors that were surveyed, 
which are listed in descending order according to the frequency, which shows that the automotive sector 
was the most participatory in this study with 128 participants, followed by electrical/electronic industry 
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with 80 surveys. It is noteworthy that these two sectors account for 73.23% of the entire sample. The re-
maining percentage is represented by the medical, metalworking, plastics, among others industry sectors.

Table 3. refers to the years of experience in the position against gender of each of the respondents, 
which are listed according to first variable. It is noted that the composition of the sample is 184 male 
participants, 84 female and 14 undeclared, which is why the sum is only 268 respondents. It is observed 
that 68.64% representing to 184 males is bigger than 31.34% representing 84 male. According to the 
information in Table 3, shows that the most representative category is displayed in 2 to 5 years, followed 
by category 1 to 2 years.

Questionnaire Validation and its Variables

Before any analysis of the information, we proceeded to perform data validation. The information as-
sociated with such tests is illustrated in Table 4, where according to the R-square values and adjusted 
R-square, the overall model has predictive validity from a parametric point of view, since all values are 
greater than 0.2 on the dependent latent variables. Similarly, according to indexes of composite validity 
and Cronbach’s alpha, it has internal validity, since all the values obtained are higher than 0.7, minimum 
value allowed.

Table 3. Years of experience against gender

Years of Experience Gender Total

Male Female

Less than 1 year 23 24 47

1 to 2 years 48 20 68

2 a 5 years 69 22 91

5 a 10 years 29 12 41

Greater than 10 years 15 6 21

Total 184 84 268

Table 2. Industrial sectors analyzed

Industrial Sector Frequency Accumulated 
Frequency

Automotive 128 128

Electric/Electronic 80 208

Medical 19 227

Metal Mechanics 16 243

Plastics 12 255

Communications 8 263

Services 5 268

Textile 5 273

Undeclared 11 284
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Regarding convergent validity, it is observed that all the latent variables analyzed have values greater 
than 0.5, so it is concluded that this requirement is met. Also, regarding the collinearity for final model 
reported in Table 4, it is observed that none of the values of the VIFs are greater than 3.3, so it is con-
sidered that the latent variables are clear of collinearity problems.

It is important to note that in the last two rows is illustrated the number of items with that the model 
was initiated, and which were described in Table 1; however, to solve the problems of collinearity that 
are existed, it was necessary to remove some items on the latent variables, so the row labeled as final 
items, denotes the number of items that keeps the latent variable, due to the elimination some of these 
items. For example, the latent variable SC Integration initially had 13 items, but 2 items were eliminated 
due to collinearity problems and evaluated the final model has only 11 items. Here is important to note 
that latent variable named SC Flexibility initially had 11 items but the final model is reporting only 3 
dur to collinearity problems.

Finally, the values of Q-square are very similar to R-square and adjusted R-square, and they are above 
zero, so it is concluded that the model has predictive validity from a nonparametric point of view too.

Descriptive Analysis

Following is show the descriptive analysis of the variables remaining in the model, the percentiles; 25th 
(Q1), 50th or median (Q2), 75th (Q3) and interquartile range (IR) are shown, as described above in the 
methodology section. Table 5 illustrates this descriptive analysis and the items are sorted in descending 
order in each of the analyzed latent variables.

As shown in Table 5, the median, which is represented by the 50th percentile, the variable with the 
highest value in the category ICT Integration is corresponding to the availability of a system of infor-
mation technologies that find integrated with suppliers who supply raw materials. Note that the other 
variables in this category remain medians above 4, meaning that the ICT integration is present in most 
scenarios and which is considered of great importance by the managers surveyed. In the category of SC 
Integration, the variable with the highest median is referred to service and support granted by the com-
pany to its customers, so it comes as a landmark for people in charge of supply chain administration. As 
can be seen the other variables have medians greater than 4 in the same manner as in the first category 

Table 4. Data validation 

ICT Integration SC Integration SC Flexibility SC Performance

R-squared 0.54 0.633 0.572

Adjusted R-squared 0.539 0.631 0.569

Composite reliability 0.941 0.873 0.873 0.908

Cronbach’s Alpha 0.93 0.825 0.781 0.878

AVE 0.591 0.535 0.696 0.623

Full VIF 2.351 3.206 3.273 2.346

Q-squared 0.541 0.633 0.571

Initial items 13 15 11 6

Final items 11 6 3 6
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Table 5. Percentiles of variables in final evaluated model

Latent Variable Items Q1 Q2 Q3 IR

ICTs Integration

The company has a network of ICT systems (ERP, CRM, SCM, Intranet, 
etc.) integrated with key suppliers. 3.67 4.78 5.64 1.97

The company receives demand forecasts and production planning from their 
customers. 3.68 4.74 5.6 1.92

The company has a network of ICT systems (ERP, CRM, SCM, Intranet, 
etc.) integrated with key customers. 3.52 4.6 5.52 2

The company works to get a better ICT alignment with key customers. 3.43 4.48 5.39 1.96

The company shares information in real-time through ICT within the 
organization. 3.41 4.46 5.36 1.95

The company shares demand forecasts and production planning with 
suppliers. 3.32 4.46 5.42 2.1

The company has a high degree of feedback through ICT. 3.34 4.39 5.32 1.98

The company works to get a better ICT alignment with key suppliers. 3.27 4.36 5.28 2.01

The company allows access and share sensitive information through ICT 
within the organization. 3.12 4.27 5.24 2.12

The company allows access and share sensitive information through ICT 
with key customers. 3.16 4.27 5.19 2.03

The company shares information in real-time through ICT within the 
organization. 2.89 4.02 4.97 2.08

SC Integration

The company provides services and support to its customers. 3.89 4.83 5.63 1.74

In the company exist cross-functional working groups which discuss issues 
about material and design. 3.78 4.73 5.57 1.79

Customers are part of the product design process. 3.7 4.73 5.6 1.9

The company has a high-level of internal integration. 3.38 4.41 5.31 1.93

The company shares information about purchasing, inventory levels and 
forecasts with key suppliers. 3.04 4.15 5.09 2.05

The company has a small number of key suppliers. 3.09 4.14 5.08 1.99

SC Flexibility

The company is based on inventories to meet demand. 3.59 4.66 5.57 1.98

The company implements structural changes in the organization in an 
effective way. 3.76 4.66 5.48 1.72

Regarding competitors, exist processes that can adjust to changes in mass 
and mix of products. 3.44 4.41 5.29 1.85

SC Performance

The company can modify its products quickly in order to meet customer 
requirements. 3.54 4.58 5.44 1.9

The company meets delivery times and amounts pledged. 3.67 4.58 5.43 1.76

The company considers the SC management is vital in business activities. 3.59 4.53 5.41 1.82

The company can quickly introduce new products on the market. 3.36 4.43 5.36 2

The cycle time to meet customer orders is short. 3.39 4.4 5.32 1.93

The company offers incentives for performance in SC. 2.75 4.05 5.09 2.34
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or latent variable. It is noteworthy that this same item has the smaller IR in the category, which indicates 
that there is consensus on the value that it has, since it reports a lowest dispersion.

As for category SC Flexibility, two variables are observed with the same highest value of 4.66, and 
refer to the use of inventories to satisfy demand in the supply chain and the implementation of structural 
changes in the company quickly and effectively. This means that logistics managers consider of great 
importance these skills of supply chain. The remaining variable maintains a median greater than 4 and 
the second variable having the lowest IR, indicating consensus regarding the value of that item.

Finally, the last category or latent variable named SC performance, for the item with the highest 
median value it is has again a tie, and these relate to the ability to quickly make changes to products to 
meet changing customer needs, and the ability of the company to comply with the agreed delivery dates 
and quantities. However, the smaller of the IR is in the second variable with the highest median value.

Structural Equation Model

The structural equation model was evaluated according to the methodology described above, where some 
items have been removed due to collinearity problems. Following appears the efficiency indices for the 
final model and Figure 3 presents such model:

• Average path coefficient (APC)=0.474, P<0.001
• Average R-squared (ARS)=0.582, P<0.001
• Average adjusted R-squared (AARS)=0.579, P<0.001
• Average block VIF (AVIF)=2.394, acceptable if <= 5, ideally <= 3.3
• Average full collinearity VIF (AFVIF)=2.794, acceptable if <= 5, ideally <= 3.3
• Tenenhaus GoF (GoF)=0.596, small >= 0.1, medium >= 0.25, large >= 0.3

Figure 3. Final model- direct effects validation
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For the first three indexes, which have a P value measure, it is observed that have values lower than 
0.05, so it can make statistical inferences in the model in general terms, and that mean that in average 
the final model has sufficient predictive validity and that the values assigned to betas or parameters that 
measure the relationship between latent variables are statistically significant. Similarly, regarding the 
two indices that measure the collinearity in the model (VIF and AVIF), since there are values lower that 
3.3, this lets to conclude again that the model in general terms is efficient and predictive.

Also note that the arrow representing to H6, relationship between ICT Integration and Performance 
SC, does not appear and it is because it was not statistically significant. The other five hypotheses were 
statistically significant.

Direct Effects

The direct effects helped to validate the hypotheses made above in Figure 1, which according to the 
values shown in Figure 2, the conclusions are:

H1: There is sufficient statistical evidence to declare that the ICT integration has a positive and direct 
effect on SC Integration, since when the first latent variable increases its standard deviation in one 
unit, the second one goes up by 0.73 units.

H2: There is sufficient statistical evidence to declare that ICT Integration has a direct and positive effect 
on SC Flexibility, since when the first latent variable increases its standard deviation in one unit, 
the second one goes up by 0.24 units.

H3: There is sufficient statistical evidence to declare that the SC Integration has a direct and positive 
effect on SC Flexibility, since when the first latent variable increases its standard deviation in one 
unit, the second one goes up by 0.60 units.

H4: There is sufficient statistical evidence to declare that SC Flexibility in a company have a direct and 
positive effect on the SC Economic Performance, because when the first latent increases its standard 
deviation in one unit, the second goes up by 0.54 units..

H5: There is sufficient statistical evidence to declare that SC Integration has a direct and positive effect 
on SC Performance, since when the first latent variable increases its standard deviation in one unit, 
the second one goes up by 0.25 units.

H6: There is not enough statistical evidence to declare that the ICT Integration has a direct and positive 
impact on SC Performance, since the P value obtained in statistical significance test results exceed 
0.05, maximum value allowed for inferences made at a 95% confidence level.

Direct Effect Size

The model evaluated in Figure 2 shows that the latent variables that refers to SC Performance and SC 
Flexibility receive effects from more than one independent latent variable, so it is necessary to decompose 
the percentage of variance in which are explained:

1.  In the case of latent dependent variable called SC Performance, it is explained by 57%, due to R2= 
0.57 from the latent independent variables SC Flexibility and SC Integration. However, 0.173 is 
due to the first variable and 0.399 is due to the second one, so based on the sizes of these effects, 
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those values let’s to conclude that the SC Flexibility is the variable that best helps to explain SC 
Performance.

2.  In the case of latent dependent variable called SC Flexibility, it is explained by 63% due to R2 = 
0.63 from the latent independent variables SC Integration and ICT Integration. However, 0.467 is 
due to the first variable and 0.166 is due to the second one, so based on the sizes of these effects, 
it is concluded that the SC Integration is the variable that best helps to explain SC Flexibility.

Sum of Indirect Effects

The analysis of indirect effects between latent variables analyzed is important because it helps to under-
stand certain phenomena, such as those found in the conclusion about H6, in which it was determined 
that there is no direct relationship between ICT Integration and SC Performance, but indirect effects 
occur through other variables which are called mediators.

Table 6 summarizes the indirect effects between the variables analyzed, the P value of the statistic 
test of the estimated parameters, in addition, the effect size (ES) or percentage of variance. It is impor-
tant to remember that H6 referred to the relationship between ICT Integration and SC Performance, and 
it was statistically rejected because the direct effect was not significant, but indirectly have a very high 
relation, which is 0.556 (highest indirect effect on the Table 6) and it means that when ICT integration 
incremented by one unit its standard deviation, the SC Performance goes up by 0.556 units, which is 
given through the mediating variables called ICT Integration and SC Flexibility, but is also able to ac-
count for up to 32.9%, because the effect size is 0.329.

Likewise, it is observed that the indirect effect of ICT Integration on SC Flexibility is higher, 0.441, 
which indicates that each time the first latent variable incremented by one unit its standard deviation, 
the second one goes up by 0.441 units, and it is responsible for explaining 30.2% of variability, since 
the effect size is 0.302. This indirect effect is given through SC Integration.

A similar interpretation can be made for indirect effect between SC Integration and SC Performance, 
which is given by the mediator variable called SC Flexibility.

Total Effects

The total effects are represented by the sum of direct effects and indirect effects. Table 7 illustrates the 
total effects, the P value for statistical significance test and the effect size.

According to the values of total effects shown in Table 7, the highest value corresponds to the re-
lationship between the latent variables SC Integration with ICT Integration, its value is 0.73, which 

Table 6. Sum of indirect effects

To
From

ICT Integration SC Integration

SC Flexibility 0.441 P(<0.001) 
ES= 0.302

SC Performance 0.556 P(<0.001) 
ES= 0.329

0.324 P(<0.001) 
ES= 0.219
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belongs to the H1 hypothesis that has already been explained in the section of direct effects. However, 
the relationship between ICT Integration with SC Flexibility, the total effect is 0.684, a high value, but 
only 0.25 corresponds to the direct effect established by H3 and the rest is due to the indirect effect, the 
which is the higher than the previous one.

Also, it is important the relationship between SC Integration with SC Performance, here the direct 
effect is only 0.25, but the total effect is 0.578, which indicates that the indirect effect is higher than the 
direct effect, which is given through SC Flexibility.

CONCLUSION

Based on the results shown above, the following conclusions are derived:

1.  The relationship between ICT Integration and SC Performance in a chain supply is indirect and 
occurs by mediator variables, such as SC Integration and SC Flexibility.

2.  The SC Integration has a positive and direct effect on the SC Performance, but the indirect effect 
is achieved through the mediator variable denominated SC Flexibility, and is higher than the direct 
effect.

3.  The role of SC Integration and SC Flexibility as mediator variables in the SC Performance is im-
portant, due to some of the indirect effects occurring through these variables are higher than the 
direct effects, indicating that managers should take efforts to achieve these characteristics in the 
supply chains.

4.  Supply chain managers should pay attention in determining the type of ICT to be implemented, 
since from it depends integration levels and flexibility that are achieved, which directly impact on 
SC performance.

FUTURE RESEARCH DIRECTIONS

The main limitation of this research is that it has completed in the maquiladora industry located at 
Mexico, thus inferences are valid only in that environment. Furthermore, when analyzing the final 
model in Figure 3, it is shown that the values of R2 in the latent dependent variables are higher than 0.5, 
an acceptable value in this type of models, but does suggest that there are other variables that help to 

Table 7. Total effects

To
From

ICT Integration CS Integration SC Flexibility

SC Integration 0.73 P(<0.001) 
ES= 0.540

SC Flexibility 0.684 P(<0.001) 
ES= 0.468

0.6 P(<0.001) 
ES= 0.467

SC Performance 0.556 P(<0.001) 
ES= 0.329

0.578 P(<0.001) 
ES= 0.392

0.54 P(<0.001) 
ES= 0.399
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explain the SC Integration, SC Flexibility and SC Performance, so it means that in future research there 
must include the knowledge levels and skills that ICT operators have in supply chain, that maybe helps 
to increase that R2 values.
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KEY TERMS AND DEFINITIONS

Customer: A person or an organization who purchases goods or services from another person or 
organization.

Data: A single piece a body or collection of facts, statistics or information.
Distributor: A person a firm or a company that distributes a line of merchandise generally or within 

a given territory.
Infrastructure: The facilities or basic structure supporting a system or organization such as trans-

portation, buildings and communication systems.
Integration: To bring together or incorporate into a whole or a larger unit.
Manufacturer: A person, group, or organization that make or produce goods by hand or machinery 

on a large scale.
Network: An association of individuals having a common interest or any system or group of inter-

related or interconnected elements.
Performance: The efficiency with which something reacts or fulfills its purpose.
Retailer: Person or an organization that sells goods to ultimate consumers, usually in small quantities.
Supplier: A person or an organization that provide things necessary for maintaining an army, busi-

ness or other enterprise.
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ABSTRACT

The Indian government and those of the devolved administrations have adopted a policy framework for 
boosting regional productivity based on five drivers: Investment, Skills, Innovation, Entrepreneurship, 
and Competition. We modelled the relationships between the five drivers and labour productivity using a 
structural equation model that fitted the data well. The main conclusion is that promoting entrepreneurship, 
spending more on research and development, increasing the capital-worker ratio and the percentage of 
the workforce with higher qualifications has a significant bearing upon regional labour productivity. In 
contrast, regulatory barriers to competition do not seem to affect labour productivity at a regional level.

1. INTRODUCTION

The Productivity Council have identified five drivers of productivity, which account for the five prior-
ity areas for policy action to promote productivity levels and growth: Investment, Skills, Innovation, 
Entrepreneurship, and Competition. However, there is no published model explaining how these five 
drivers affect labour productivity. Furthermore, no empirical analyses have been published, which pro-
vide estimates the relative importance of each driver to total labour productivity. In other words, the 
contention that investment, skills, innovation, entrepreneurship and competition are the main drivers of 
productivity was been neither theoretically formulated nor empirically tested.

Nevertheless, regional development policy has very much influenced by this set of indicators – by 
way of illustration, the Department of Enterprise, Trade and Industry’s Economic Research Agenda has 
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structured along these drivers. Similarly, Indian government have designed the strategic economic policy 
for rural development, based on the five drivers of productivity. Given the central role the five drivers 
play in policy design and delivery, it should be apparent that it is of crucial importance to estimate the 
relative contribution of each driver to labour productivity bearing in mind their interrelationships –and 
this is the aim of this chapter. This chapter investigates whether these variables affect labour productivity 
and, if so, to what extent. In order to do so, we use “structural equation modelling” (SEM) -a statistical 
method of defining, identifying, and estimating total, direct and indirect causal influences and effects.

To illustrate, the model presented in this chapter estimates the direct effects of, for example, Entre-
preneurship, Skills and Innovation on Labour Productivity. Besides, it estimates any indirect effects of 
Entrepreneurship on Labour Productivity via the impact that Entrepreneurship has on other drivers –for 
example, through Innovation –as the more entrepreneurial are the firms in a region, the more intense are 
the region’s innovative activities. Furthermore, we could assume that the higher the educational levels 
of the resident population in a region, the higher are both the regional entrepreneurial and research and 
development activities. The model also captures these additional effects amongst drivers. Consequently, 
with SEM we can simultaneously estimate the effects of Skills on Entrepreneurship and Innovation, the 
indirect effects of Skills on Labour Productivity through Innovation and Entrepreneurship as well as the 
direct effect of Skills on Labour Productivity as shown in Figure 1.

This chapter does not attempt to provide an alternative set of indicators or a fully-fledged theoretical 
model of labour productivity. For this reason, we have not included other variables that have reported to 
have a bearing upon productivity –such as social capital, agglomeration, industrial structure, or distance 
to a major economic hub- although we briefly discuss these issues in Subsection 2.6. Instead, as we said 
above, this chapter sets out a model to estimate the direct effects of each of the five drivers that inform 
regional economic policy in the India on labour productivity, their interrelationships and their indirect 
effects on labour productivity.

The structure of the chapter is as follows. Section 2 briefly discusses the rationale behind each driver. 
Section 3 describes the data. Section 4 presents the model. Section 5 presents on the results. Section 6 
comments on the Delhi-NCR’s case. Section 7 concludes.

Figure 1.
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2. THE FIVE DRIVERS OF PRODUCTIVITY

Productivity Council set out a framework to develop the Indian Government’s policy agenda on produc-
tivity by establishing five priority areas assumed to correspond to the five drivers of productivity growth: 
Investment, Skills, Innovation, Entrepreneurship, and Competition. The agenda rests upon research that 
looks on the relationship between productivity and one or more drivers but not between productivity, 
the five drivers, and the relationships between the latter at the same time. Furthermore, no explanation 
is given as to why other variables that the literature also highlights as being relevant to productivity were 
omitted -such as social capital, firms’ restructuring, innovation absorptive capacity, industrial structure, 
agglomeration, firm exit or churning, or distance to main economic hub, to mention a few. Nor do we 
explore the relative importance of the variables not included within the productivity policy framework, 
however, we will briefly comment upon their relationships with labour productivity in subsection 2.6; 
before that, we will discuss the links between the five drivers and labour productivity.

2.1. Investment

Investment in physical capital (i.e. in tangible assets such as public infrastructure, consumers’ and 
government durables, land, machinery and equipment) as a key input for economic growth. In turn, 
investment can also affect economic growth via increased productivity, if the added capital raises the 
marginal product of the capital stock. Investment may positively influence economic performance either 
by expanding the production possibility frontier without changing marginal products or by increasing 
the marginal contribution of capital. In other words, the economy can grow because there is a bigger 
stock of capital of a given quality, or due to the introduction of new capital of higher productivity. The 
fact that investment in physical capital may have a bearing upon economic growth without affecting 
productivity reflects that investment is one of the components of aggregate demand (i.e. total expenditure 
in an economy) so that net capital formation necessarily implies (all else constant) an increase in Gross 
Domestic Product (GDP) / Gross Value Added (GVA).

Moreover, physical capital is also a factor of production that defines the level of productive capac-
ity. Consequently, investment in physical capital has a direct impact upon aggregate supply and thus is 
positively related to economic growth. Jorgenson (2005) found that capital accumulation explains over 
50 per cent of total economic growth in the United States between 1948 and 2002 and over 57 per cent 
of all GDP growth between 1995 and 2001 in Canada, the UK, France, Germany, Italy and Japan. A 
recent study for France, Italy and Germany (Bassanetti et al., 2006) estimated that capital deepening has 
been decreasing in these three countries since the mid 1990s; however, it has contributed by about 40 
per cent to labour productivity growth since then. Bradford DeLong and Summers (1991) studied the 
relationship between investment in machinery and equipment (M&E) and economic growth in selected 
developed countries for a period of over 100 years and found that increasing investment in M&E by 
one percent would increase GDP per capita by 0.7 per cent. Similarly, Abdi (2004) analysed data for 20 
industries in Canada between 1961 and 2000 and obtained an elasticity coefficient of output to M&E 
investment of 0.67. Furthermore, Schiffbauer (2006) looked on the relationship between infrastructure 
(telecommunication) capital and economic growth in selected OECD countries between 1975 and 
2002. The findings support the hypothesis that infrastructure capital enhances economic growth mostly 
because it reduces transportation and coordination costs. Other authors (for example, Carroll & Weil, 
1994 or Blomström et al., 1996) contended that any positive association between investment in physi-
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cal capital and economic growth actually reflects causal mechanisms from growth to investment: rapid 
growth would foster capital formation. In turn, Mankiw, Romer and Weil (1992) studied both M&E and 
structures and claimed that investment has no long-run impact on economic growth. Furthermore, even 
a negative causal relationship between investment and economic growth has been reported (Podrecca & 
Carmeci, 2001): increasing investment ratios might negatively affect future economic growth. This last 
result is not without some theoretical backing: it is in line with the so-called neoclassical growth model 
(Solow, 1956). On the other hand, a positive relationship between investment in physical capital and 
productivity rests on the assumption that tangible assets are more productive because of the embodiment 
of technological progress in successive vintages of capital. The embodiment hypothesis assumes that 
innovations incorporated into the production process only as part of material, tangible capital goods. 
Therefore, technical progress improves the quality of capital and, hence, its marginal product. As Green-
wood and Jovanovic (2000, pp.2-3) assert: “there can be no technological progress without investment”. 
Figure 2 presents the relationship between levels in labour productivity (GVA per worker) and physical 
investment (gross fixed capital formation by worker) for India in 2014. There is a strong positive cor-
relation (R2=0.77) between regional levels of investment and productivity.

Figure 3 shows the relationship between changes in investment and changes in productivity between 
2008 and 2014. The correlation is lower (R2=0.30) than between levels for 2014. (It is worth noting that 
due to data unavailability Figure 3 uses the Net Capital Expenditure per Worker as indicator of Invest-
ment, rather than Gross Fixed Capital Formation by Worker, and that over the period 2008 - 2014, NCE 
per Worker has decreased in all India).

2.2. Skills

Investing in human capital may positively contribute to productivity inasmuch as a more skilled work-
force is likely to be more productive. As explained in Iparraguirre (2005a), there are two main strands 
of thought about the relationship between human capital and economic growth and productivity:

Figure 2. Labor productivity and investment: India 2014
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• Growth and productivity depend on the rate of accumulation of human capital (Lucas, 1988); and
• Growth and productivity depend on the stock of human capital (Nelson & Phelps, 1966).

The Lucas model implies that an increase in human capital has a one-off effect on the level of GDP/
GVA, whereas the Nelson and Phelps approach assumes that an increase in human capital results in a 
permanent increase in economic growth. The empirical evidence tends to support the latter view, which 
suggests that education increases labour productivity. Nelson and Phelps’s view is that: “a major role 
for education is to increase the individual’s capacity, first, to innovate (i.e., to create new activities, new 
products, new technologies) and, second, to adapt to new technologies, thereby speeding up technologi-
cal diffusion throughout the economy (Aghion & Howitt, 1998, p.338 – italics in the original)”. Figures 
4 and 5 present relationships between skills levels and GVA per worker for the India for 2013. Figure 4 
shows the percentage of economically-active adults qualified to NVQ Level 4 or above, whereas Figure 
5 presents those qualified to NVQ 1 and those without qualification. It is apparent that the higher the 
education levels of the workforce in a region, the higher the level of productivity and vice versa. The 
correlation coefficient for the relationship in Figure 4 is 0.66 and for that in Figure 5 is -0.31.

2.3. Innovation

The OECD Oslo Manual defines an innovation as “the implementation of a new or significantly im-
proved product (good or service), or process, a new marketing method, or a new organisational method 
in business practices, workplace organisation or external relations.” (OECD, 2005, para. 146, p. 46). The 
Manual adds that: “Innovation activities are all scientific, technological, organisational, financial and 
commercial steps which actually, or are intended to, lead to the implementation of innovations. Some 
innovation activities are themselves innovative; others are not novel activities but are necessary for the 
implementation of innovations. Innovation activities also include R&D that is not directly related to the 
development of a specific innovation. (OECD, 2005, para. 149, p. 47)”. The Oslo Manual distinguishes 
four types of innovation activities: product innovations, process innovations, marketing innovations and 
organisational innovations. The link between innovations, productivity and economic growth is usually 

Figure 3. Changes in labor productivity and investment: India 2008-2014
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associated with Schumpeter (1934, 1942). Schumpeter argued that innovative activities drive economic 
growth through a process in which new technologies creatively destruct old ones. This description cor-
responds to the vintage capital model already mentioned. Innovation brings about dynamic technical 
efficiency gains, which positively affect productivity levels and growth in the long run. However, as 
Nickell and Van Reenen (2001) point out, innovation can only impact productivity if it is spread around 
the economy – somehow reflecting the approach introduced by Romer (1990) in which technology is 
neither a conventional good nor a public good but a non-rival, partially excludable good. Furthermore, 
Nickell and Van Reenen (2001) argue that the UK presents a strong basic science sector but a weak com-
mercial absorption of basic innovations. These authors explain that this discrepancy is due to low levels 
of investment in R&D combined with low product market competition, high regulation levels, financial 

Figure 4. Labor productivity and skills – India 2014

Figure 5. Labor productivity and low skills: India 2014
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constraints, insufficient number of workers with intermediate technical and general management skills, 
and a lack of exposure to best-practice methods.

Finally, Nichel and Van Reenen, several analyses at firm level have emphasised the importance of 
firm characteristics in explaining the link between innovation and productivity. For example, Griffith et 
al. (2003) found that productivity growth largely explained by R&D- innovation, technology transfer, 
and R&D-based absorptive capacity. Finally, Lokshin et al. (2006) found some complementarily between 
internal and external R&D, with a positive impact of external R&D on productivity only in case of suf-
ficient internal R&D. These authors conclude that in-house research and development activity stimulates 
innovation and productivity and enhances the suppliers’ absorptive capacity needed to derive benefits 
from the externally acquired R&D. Figure 6 presents the relationship between Gross Expenditure in 
Research and Development and Labour Productivity of India for 2014. There is a moderate positive 
relationship (R2=0.56).

2.4. Entrepreneurship

Indian firms are traditionally included as the fourth factor of production, alongside natural resources, 
capital and labour. Audretsch and Keilbach (2003, 9.2) define ‘entrepreneurship capital’ as “the capacity 
for economic agents to generate new firms”. The importance of enterprises for production activity is that 
they organise the other factors. Carree and Thurik (2005) identify three entrepreneurial roles: the innova-
tor, the opportunity seeker, and the risk taker. Two different approaches usually ascribed to Schumpeter 
(1950): the creative destruction processes by which new inventions turn existing technologies obsolete 
(so-called Schumpeter Mark I regime) and the positive feedback loop between innovation and R&D that 
makes larger firms outperform their smaller counterparts (i.e. the Schumpeter Mark II regime).

The opportunity-seeking entrepreneur was emphasised by Kirzner, who defined as the main feature 
of entrepreneurial behaviour the “”alertness to possibly newly worthwhile goals and to possibly newly 
available resources” (Kirzner, 1973, p. 35).

Figure 6. Labor productivity and innovation: India 2014



242

A Causal Analytic Model for Labour Productivity Assessment
 

Finally, the risk-taking entrepreneur is associated with Knight, for whom apart from workers on 
routine and mental operations and managers, the organisation of economic activity depends upon those 
who have “confidence in their judgment and powers and in disposition to act on their opinions, to 
‘venture’. This fact is responsible for the most fundamental change of all in the form of organization, 
the system under which the confident and venturesome ‘assume the risk’ or ‘insure’ the doubtful and 
timid by guaranteeing to the latter a specified income in return for an assignment of the actual results” 
(Knight, 1921, III.IX.10).

Combining these three approaches, the OECD defines entrepreneurs as “agents of change and 
growth in a market economy and they can act to accelerate the generation, dissemination and applica-
tion of innovative ideas… Entrepreneurs not only seek out and identify potentially profitable economic 
opportunities but are also willing to take risks to see if their hunches are right” (OECD, 1998, p.11). 
Consequently, the more entrepreneurial is a region, the more likely it will contain people willing to take 
risks in uncertain economic ventures and ready to grab commercial opportunities -and who therefore will 
introduce new products and processes in the market. These activities would result in higher productivity 
and growth. In this respect, Audretsch and Keilbach (2003) looked on the importance of entrepreneur-
ship to explain output across 327 regions in Germany and found a positive and statistically significant 
relation. Furthermore, Van Stel et al. (2005) studied whether total entrepreneurial activity influenced 
GDP growth between 1999 and 2003 in a sample of 36 countries and found that the relationship is not 
linear: it is negative for poorer countries and positive for relatively rich ones. These findings support 
the view that larger firms dominate R&D and innovative activities (Mark II regime) and that, therefore, 
regions or countries with a dearth of large companies fail to exploit economies of scale and scope even 
in the presence of relative high levels of entrepreneurial activity.

Figure 7. presents the relationship between entrepreneurship (measured as the number of VAT reg-
istrations per capita) and labour productivity of India for 2014. The relationship is positive and very 
strong (R2=0.91).

Figure 7. Labor productivity and entrepreneurship: India 2014
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2.5. Competition

Scarpetta and Tressel (2002) explain that competition forces prices to converge to marginal costs and thus 
raise static efficiency and that it makes firms continually improve their performance bringing about, thus, 
dynamic efficiency as well. More competitive markets encourage cost-reducing improvements because 
their higher price elasticity of demand means that there is more room for firms to increase profit than in 
less competitive markets. Furthermore, the higher is the competitive environment of a market, the less 
likely is that inefficient firms may operate in it. However, competition may also have adverse consequences 
for productivity. The Schumpeterian approach contends that innovation and creative destruction thrive in 
highly concentrated markets, because monopoly rents quickly eroded in competitive ones. Aghion and 
Howitt (1998) attempted to reconcile both views on the relationship between product market competition 
and productivity growth. They argued that the relationship should be positive in industries:

1.  Characterised by weak control of managers by shareholders,
2.  Where tacit knowledge is the main limiting barrier to imitation relative to patent protection,
3.  With low density of technologic-specific fixed investments.

A number of empirical studies have confirmed this conjecture. Furthermore, firm-level studies in India 
have reported positive effects of competition on productivity. However, Aghion et al. (2004) detected 
an inverted-U relationship between product market competition and innovation, which would indicate 
that “some kind of an ‘escape competition’ effect should dominate at lower levels of PMC as measured 
by the Lerner index, whereas the ‘Schumpeterian effect’ should dominate at high initial levels of PMC. 
The inverted-U relationship means that as competition decreases, the equilibrium profit level of neck-
and-neck firms increases, resulting eventually in a fall in the economy-wide rate of growth.” Therefore, 
the expected sign of the relationship between competition and productivity is not as clear-cut as that 
between the other drivers and productivity. Competition has a regional dimension: as HM Treasury 
(2001, p. 31) states: “Markets can have an important regional and local dimension as they are segmented 
by transportation costs and consumer tastes. Ensuring that markets are competitive in every region and 
locality is essential in ensuring firms face incentives to innovate, keep prices down and minimise their 
costs of production.” Figure 8 presents the relationship between an indicator of regional competition 
levels (the percentage of firms that responded that Competition was the main barrier to success) and 
productivity for 2013. The result –an almost non-existent correlation (R2=0.05)- suggests that either 
there is no relationship between (this indicator of) competition and labour productivity or that contrast-
ing forces might be affecting this relationship.

2.6. Drivers that Have Been Left Behind

As mentioned above, the specialised literature has proposed other factors influencing productivity than 
the five drivers. This subsection will briefly comment on the following variables missing from the frame-
work: social capital, firms’ restructuring, innovation absorptive capacity, industrial structure, population 
and job density, firm churning, and distance to main economic hub.
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2.6.1. Social Capital

The OECD defines social capital as “networks together with shared norms, values and understandings 
that facilitate co-operation within or among groups” (OECD, 2001, p.41). Social capital may influ-
ence productivity by reducing transaction costs and employee turnover and by increasing risk-taking 
(i.e. Knightian entrepreneurship –see subsection 2.5 above) and the sharing of knowledge (See Aspin, 
2004). Social capital presents both a horizontal and a vertical dimension. At a horizontal level, social 
capital helps in ‘bonding’ and ‘bridging’ communities. The vertical dimension refers to its capacity for 
‘linking’ people in different economic, social or political strata. These three dimensions of social capital 
may not have the same effect on labour productivity: Sabatini (2006a, 2006b) found that bonding and 
bridging social capital presented a negative effect on labour productivity but that linking social capital 
of voluntary organizations exerted a positive influence. Also, Ichniowski et al. (2003) found a positive 
influence of networks among workers within an organisation upon labour productivity.

2.6.2. Restructuring

There are two kinds of restructuring processes: internal or external. Internal restructuring is the process 
by which firms introduce technological and management changes to make better use of existing inputs; 
external restructuring is the process by which successful manufacturing plants grow at the same time 
that less efficient plants exit the markets. Thus, internal restructuring occurs within firms whereas ex-
ternal restructuring takes place between firms. External restructuring is partially and indirectly captured 
within the five drivers’ framework by innovation – the start-ups indicator measures the proportion of 
new entrants. However, the framework fails to count for any processes of internal restructuring and, 
although Disney et al. (2003) and Roberts and Thompson (2005) failed to find any significant effects 
of internal restructuring on productivity, Carreira (2006), Hakkala (2004), Falvey et al. (2004), Balsvik 
and Haller (2006) and Bartelsman et al. (2004) did find that internal restructuring has a significant ef-
fect on productivity.

Figure 8. Labor productivity and competition: India 2014
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2.6.3. Absorptive Capacity

Absorptive capacity is “the ability of a firm to recognise the value of new, external information, assimilate 
it, and apply it to commercial ends” Cohen and Levinthal (1990, p. 128). The relative inability to absorb 
the most efficient technology available would determine how far away from the production frontier a firm 
(region, country, etc) would be –in other words, its degree of technical inefficiency. However, the five 
drivers’ framework does not allow for any differences in absorptive capacity across regions and sectors. 
Kneller and Stevens (2006), Girma (2005) and Girma and Görg (2005) report some positive relations 
between absorptive capacity and productivity.

2.6.4. Industrial Structure

Industries differ in terms of productivity levels and growth. Consequently, the industrial mix within 
regions may explain to some extent differences in regional productivity levels. Iparraguirre (2005b) 
found that sectoral specialisation in GVA, sectoral concentration of GVA and employment and sectoral 
re-allocation of labour have a significant effect on labour productivity across the India. In particular, the 
Delhi-NCR’s industry mix compared to the India average negatively contributed to the region’s labour 
productivity growth between 2007 and 2014: Labour productivity would have grown 3.6 per cent more 
over this period had Delhi-NCR’s industry had the same industrial structure as the India as a whole. 
Sectoral composition is also relevant for differences in the intensity of the five drivers across regions. 
Demand for skills and technology in a region varies, among other things, according to the industrial 
structure. For example, a study by DTI found that differences in the industrial structure explain almost 
all the gap in R&D intensity levels between firms in India and other countries. Furthermore, ERU (2006) 
reports that industrial structure provides a significant explanation for differences in VAT registration 
rates between Mumbai and India.

2.6.5. Agglomeration and Distance to Main Economic Hub

Agglomeration economies implies that the concentration of productive activities creates externalities 
and spillovers mostly bounded to the geographic area in which they occur, which reinforces the process 
of spatial concentration of economic activity (Marshall, 1890). Jacobs (1969) presented an alternative 
view: the more diversified the productive structure within a certain geographic area is, the higher are the 
increasing returns derived from agglomeration: knowledge would be better spread across complemen-
tary industries than similar ones. Thus, two main types of externalities derive from the agglomeration 
of economic activity: pecuniary and technological externalities. The Pune Authority has recently found 
a strong and non-linear effect of agglomeration across the India on economic activity: output per head 
initially rises linearly with employment density, but beyond a threshold, the gradient of this relationship 
increases (GLA Economics, 2006). Similarly, Anastassova (2006), Rice and Venables (2004) and Boddy 
et al. (2005) report the importance of agglomeration and distance to economic hub on productivity.
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2.6.6. Regulation

As HM Treasury (2006, p. 63) explains: “Regulations can restrict the efficient running of firms, slowing 
innovation; restrict good management practice and therefore reduce productivity. However, appropriate 
regulation can benefit firms and consumers by providing certainty on product quality and giving con-
sumers confidence to try the products of new entrants.” A Better Regulation Task Force report (BRTF, 
2005) estimated that the India GDP could be increased by £16 billion per annum if the administrative 
burden of regulation is reduced and that the total cost of regulation represents about 10 per cent of GDP 
(see also Crafts, 2006). HM Treasury (2004) includes product market regulation as an indicator for com-
petition when it benchmarks the India’s productivity performance against the other countries; however, 
regulation not considered as one of the five drivers of productivity growth.

3. DATA

We have used the following indicators for India for 2014:

• Labour Productivity: Gross Value Added per Person in Employment (source: ONS). We have 
also run the different models with Gross Value Added per Hour Worked as indicator of labour 
productivity, but we obtained a much lower statistical significance.

• Entrepreneurship: Total Entrepreneurial Activity (source: GEM) and VAT registrations per 
10,000 of adult population (Start-ups) (source: Inter-Departmental Business Register, ONS, and 
Small Business Service, DTI).
 ◦ We included both indicators and included a co-variation between them, under the assump-

tion that they may respond to a set of common causes apart from those explicitly included in 
the model (i.e. Regulation and Skills –including Training).

• Innovation: Gross Expenditure on Research and Development (GERD) per Person in Employment 
and as a per cent of Gross Value Added (source: Office for National Statistics, Regional Trends 
38). GERD per Person in Employment rendered a better fit than GERD as a per cent of GVA.
 ◦ Distinguishing between Business Expenditure on R&D and Government Expenditure on 

R&D did not improve the results.
• Investment: Total Net Capital Expenditure (NCE) per Person in Employment and as a per 

cent of Gross Value Added (source: RBI). We obtained better results using NCE per Person in 
Employment than NCE as a per cent of GVA.

• Skills: Percentage of economically active adults qualified to NVQ Level 4 or above and Percentage 
of employees receiving job-related training within the last 4 weeks (source: LFS).
 ◦ We have used other indicators (namely the percentage of economically active adults with 

no qualification; that of those qualified to NVQ Level 2 or below; that of those with NVQ 2 
and NVQ 3) but they were not statistically significant or render a lower significance than the 
indicators reported.

• Competition: Percentage of businesses with employees responding that Competition is the main 
barrier to business success (source: Annual Survey of Small Businesses: India 2013/14 - Small 
Business Service - Table 10.3 - p. 204).
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 ◦ We have not used ‘Exports’ as an indicator of competition (included by DTI and the HM 
Treasury as a benchmark for the competition driver), because most studies suggest that ex-
port performance is a result of firm or regional productivity rather than one of its drivers.

Furthermore, we have included an additional variable, Regulation, albeit neither it has been chosen 
as one of the five drivers nor included as an indicator within the regional framework. However, there 
are two reasons for its inclusion. Firstly, regulation and market competition are interlinked features of 
economic life and, secondly, the indicator of competition has not proved to be significant whereas the 
indicator of regulation has. As an indicator of regulation, we used the percentage of businesses with 
employees responding that regulation is the main barrier to business success (source: Annual Survey of 
Small Businesses: India 2013/14 - Small Business Service - Table 10.3 - p. 204).

4. A MODEL OF REGIONAL PRODUCTIVITY DRIVERS

Figure 9 presents the model as a path diagram. We only present the best-fit model –i.e. the one that fits 
best the data according to several statistical tests- out of several specifications. Arrows show the direc-
tion of the causal relationships (for example, Competition influences Investment and not vice versa). 
For expositional simplicity, the chart does not show co-variances between indicators. The actual model 
includes co-variances when we assumed that two variables relate to each other due to common causes 
beyond those explicitly modelled. For example, the percentage of economically-active adults qualified to 
NVQ Level 4 or above and the percentage of employees receiving job-related training within the last 4 
weeks could respond to some variables outside those included in the model –hence, the model included 
a co-variance component between these variables.

We used data for 2014 because there are no regional data about barriers to business success (or about 
any alternative indicators of regulation) for any previous years -the Omnibus Survey, which preceded 
the Annual Survey of Small Businesses, did not cover Delhi-NCR, Mumbai and Madras. The model 
in Figure 9 is the one that provided the best results. SEM assumes that the researcher knows the model 
(i.e. which variables to include and which relate to which) and, given this assumption, it provides a test 
of whether the model fits the data well or not. Therefore, SEM does not produce models; these have to 
create by the researcher. There are many contending theories providing alternative hypothesis that re-
late either each driver to productivity or to other drivers. Consequently, we could have tested an almost 
endless list of models. In order to reduce the array of contending specifications, we have chosen those 
relationships between drivers that have been widely reported in the literature as econometrically robust. 
In other words, our choice has been empirically driven rather than theoretically driven. The model pre-
sented in Figure 9 assumes the following interrelationships between the drivers, apart from their direct 
effects on labour productivity:

• Regulatory barriers, competitive pressures, influence the level of Investment effort in a region and 
skills level of the workforce in the region.

• The proportion of highly skilled people in the workforce affects the level of investment, of expen-
diture on research and development, of entrepreneurial activity and start-ups.
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• The proportion of highly skilled workers in the workforce influences regional innovation and by 
how much entrepreneurial the population in the region is. Furthermore, the level of research and 
development activity affects the level of in-company training.

• In-company training depends upon innovation and entrepreneurship.
• Entrepreneurship influences in-company training activity and gross expenditure on research and 

development.
• Regulation affects entrepreneurship and investment.

In addition, not included in Figure 9, the model assumes that some drivers respond to common causes 
not explicitly included in the model (i.e. co-vary). In particular,

• Competition and Regulation.
• Start Ups and Total Entrepreneurial Activity.
• Skills and Training.

Figure 9. 
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• R&D, Start Ups and Total Entrepreneurial Activity.

5. RESULTS

SEM allows distinguishing between direct and indirect effects of endogenous and intermediate (i.e. 
intervening or mediating) variables upon a response (i.e. outcome or dependent) variable. The follow-
ing tables present standardised coefficients only. There is a preference in SEM literature, mostly for 
theoretical reasons, to work with un-standardised variables and therefore to present un-standardised 
results. However, standardised estimates are easier to interpret, where the variables are transformed so 
that their mean is set to 0 and their standard deviation is set to 1. In all cases, we calculated the statistical 
significance of the coefficients for direct and indirect effects by bootstrapping the original sample of 12 
observations (i.e. regions) per variable one thousand times.

In the tables below, the directionality goes from left to right: that is, the variables in the left-hand 
column affect those in the right-hand column (e.g. in Table 1, the first row indicates that Skills influence 
Start Ups). The coefficients show the changes in the variables to the right as the variables to the left 
change, irrespective of their initial measurement units given the standardisation. The coefficients express 
a change in the variables to the right in standard deviations due to a change of one standard deviation 
in the variables to the left. For example, according to the first row in Table 1, a one standard deviation 
change in the percentage of economically-active adults qualified to NVQ Level 4 or above (i.e. Skills) 
would increase the number of VAT registrations per 10,000 of adult population (i.e. Start-ups) by 0.574 
standard deviations. Another way to express this is that a 1-point difference on the Skills indicator would 
increase the indicator of Start-ups by 0.574 points. Another useful feature of standardised coefficients 
is that they provide a snapshot of the relative importance of the effect of each variable on the right onto 
those on the left. For example, according to Table 1, changes in Skills seem to have a higher effect on 
Entrepreneurial Activity than on Start Ups (i.e. 0.749 against 0.574).

Tables 1 to 3 show standardised direct, indirect and total effects as resulting from the model presented 
in Figure 9 for the India using data for 2014. As mentioned above, Figure 9 presents the best-fit model 
out of several alternative specifications we have worked with. The Annex includes the estimates for an 
array of fit measures. Table 1 shows that Investment, Entrepreneurship, Start Ups, and R&D Expendi-
ture have positive and significant effects on Labour Productivity. Competition and Training are the only 
drivers with non-significant direct effects on Labour Productivity. Furthermore, Skills (i.e. NVQ4 or 
above) would have a negative direct impact on Labour Productivity. However, Skills presents positive 
and significant effects on Start Ups, Entrepreneurship and Investment, which also impact positively on 
Labour Productivity, as a result of which the indirect effect of Skills on Labour Productivity is significant 
and positive (Table 2).

Table 2 presents the standardised indirect effects of each driver on the rest and on labour productivity.
Apart from skills, also entrepreneurship has a net positive indirect effect on labour productivity. it 

is worth noting that start-ups present a positive indirect effect and entrepreneurial activity presents a 
negative indirect effect, and that both coefficients are statistically significant. however, as the coefficient 
of start-ups is higher than that of entrepreneurial activity, and both measure the same driver, namely 
Entrepreneurship, this driver has a net indirect positive effect on Labour Productivity. Finally, Table 3 
presents the standardised the total effects of one variable onto the other and onto labour productivity 
according to the causal influences assumed in the model in Figure 9.



250

A Causal Analytic Model for Labour Productivity Assessment
 

Table 1. Standardized direct effects India, 2014

Skills --> Start Ups 0.574

Skills --> Entrepreneurial Activity 0.749

Regulation --> Start Ups 0.144 ns

Regulation --> Entrepreneurial Activity 0.156 ns

Start Ups --> R&D 4.092 ns

Entrepreneurial Activity --> R&D -0.637 ns

Skills --> R&D -1.680 ns

Regulation --> Investment -0.104 ns

Skills --> Investment 0.841

R&D --> Training -0.161 ns

Start Ups --> Training -0.333 ns

Entrepreneurial Activity --> Training 0.553 ns

Competition --> Investment 0.131 ns

Investment --> Labour Productivity 0.742

Entrepreneurial Activity --> Labour Productivity 0.523

Start Ups --> Labour Productivity 0.263

R&D --> Labour Productivity 0.353

Regulation --> Labour Productivity -0.178

Skills --> Labour Productivity -0.531

Training --> Labour Productivity -0.033 ns

Competition --> Labour Productivity -0.023 ns

NS = not significant (at 10 per cent)

Table 2. Standardized Indirect effects India, 2014

regulation --> r&d 0.489

skills --> r&d 1.871 ns

regulation --> training -0.041 ns

skills --> training 0.192 ns

start ups --> training -0.661 ns

entrepreneurial activity --> training 0.103 ns

regulation --> labour productivity 0.216 ns

skills --> labour productivity 1.227

start ups --> labour productivity 1.479

entrepreneurial activity --> labour productivity -0.247

competition --> labour productivity 0.097 ns

r&d --> labour productivity 0.005 ns

ns = not significant (at 10 per cent)
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Increasing the density of VAT registrations, the investment per worker, the number of people with 
high qualifications, and the expenditure on R&D would have a positive and significant impact on Labour 
Productivity. In contrast, increasing the level of entrepreneurial activity (not translated into new VAT 
registrations) or the intensity of training activities within firms would not have any significant effects. 
The same applies to reducing barriers to doing business resulting from the levels of Competition and 
Regulation: they would not have any significant impacts on regional labour productivity.

6. THE CASE OF DELHI: NCR

Labour productivity in Delhi - NCR grew by 6.3 per cent since 2008. Productivity changes in a region 
may come as a result of changes in the country as a whole (national share), in sectors across the country 
with a significant presence within that region (industry mix), or in variables specific to the region (re-
gional shift). Changes in labour productivity in the India as a whole pushed forward labour productivity 

Table 3. Standardised total effects India, 2014

Skills --> Start Ups 0.574 NS

Competition --> Investment 0.131 NS

Entrepreneurial Activity --> R&D -0.637

Entrepreneurial Activity --> Training 0.656 NS

R&D --> Training -0.161 NS

Regulation --> Start Ups 0.144

Regulation --> Entrepreneurial Activity 0.156

Regulation --> Investment -0.104 NS

Regulation --> R&D 0.489

Regulation --> Training -0.041 NS

Skills --> Entrepreneurial Activity 0.749

Skills --> R&D 0.191 NS

Skills --> Investment 0.841

Skills --> Training 0.192 NS

Start Ups --> R&D 4.092

Start Ups --> Training -0.993

Investment --> Labour Productivity 0.742

Start Ups --> Labour Productivity 1.742

R&D --> Labour Productivity 0.359

Skills --> Labour Productivity 0.696

Entrepreneurial Activity --> Labour Productivity 0.276 NS

Regulation --> Labour Productivity 0.038 NS

Training --> Labour Productivity -0.033 NS

Competition --> Labour Productivity 0.075 NS

NS = not significant (at 10 per cent)
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in Delhi-NCR by almost 14 per cent; however, the region’s industrial structure (with its mix of high and 
low performing sectors) and other factors specific to the region had an adverse impact on productivity 
growth. Therefore, labour productivity only grew by less than half that otherwise would have been the 
case if only the national share had operated. Even more worrying is the fact that labour productivity in 
Delhi-NCR has been lagging behind other regions in the India in the recent years, as Figure 10 shows.

In 2014, Delhi-NCR presented the second lowest labour productivity level of all India regions (after 
Wales) and, not shown, the lowest hourly productivity level. These results should come as no surprise 
once we consider Delhi-NCR’s relative performance in the different productivity drivers.

6.1 Investment

This is the only driver for which Delhi-NCR exhibits a satisfactory ranking amongst the India, along 
with Regulation. There are published data on gross fixed capital formation by region for 2014 –the 
latest available data is for 2010. Therefore, we used data for Net Capital Expenditure (NCE) for 2014. 
However, in terms of regional rankings, both indicators present a similar picture: Delhi-NCR has one 
of the highest investment ratios (i.e. in terms of GVA). In terms of the amount invested per person in 
employment in 2014, the situation is not as favourable: Delhi-NCR ranks seventh out of twelve regions.

It is worth noting, though, that NCE, both as a percentage of total GVA or per worker, has been 
diminishing across the India since 2010.

Figure 10. India regional labor productivity 2007-2014

*For a more accurate representation of this figure, please see the electronic version.
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6.2. Skills

Considering the economically active population with high qualifications, Delhi-NCR ranked 7th in 2014. 
Since 2008, the region’s relative position has been changing; although, Pune, the Calcutta and Madras 
has led the regional rankings throughout the period.

On the other hand, Delhi - NCR presents the highest proportion of people with intermediate quali-
fications and with no qualifications to its population of working age. Furthermore, Delhi - NCR has 
consistently presented the lowest percentage of employees receiving job-related training of all India 
regions since 2008.

6.3 Innovation

We used four alternative indicators to measure innovation: Business or Government Expenditure on R&D 
as a percentage of GVA and per person in employment. In the four indicators, Delhi - NCR comes up 
with the worst percentages. In contrast, the Bhopal and Calcutta have presented the highest measures 
of innovation since 2008.

6.4 Entrepreneurship

There are two overall measures of entrepreneurship available at the regional level: the number of VAT 
registrations per 10,000 population and the Total Entrepreneurial Activity as a percentage of total adult 
population (although for the latter, data are only available since 2012). The number of VAT registrations 
per 10,000 population –an indicator of start-ups or business formation- shows Delhi - NCR has one of 
the two or three worst regions in India since 2008. The TEA indicator presents a similar picture, with 
Delhi - NCR ranking between 11th and 9th over the period 2013-2014.

6.5 Competition and Regulation

According to the Annual Survey of Small Business 2013/14, 21 per cent of businesses with employees 
in Delhi - NCR responded that Competition was the main barrier to success. This was the highest per-
centage along with that of the Banglore. In contrast, Regulation presents a more favourable situation: 
the percentage of respondents in Delhi - NCR stating that this was the main barrier to their success was 
38 per cent, which ranked the region in the 3rd best place for 2013/14. That is, it is the region with the 
third lowest percentage of respondents affirming that regulations were hampering their success.

Figure 11 summarises Delhi - NCR relative ranking amongst the India regions for different indicators 
of the drivers of labour productivity.

As the model introduced in section 3 and tested in section 4 makes evident, it is not just this or that 
variable, but rather the combination of relatively poor performances in most of the drivers which is 
conspiring against Delhi – NCR’s labour productivity performance. In addition, and returning to the 
initial contention in this chapter, this would be affecting the economic prospect of the region in the end.
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7. CONCLUSION

The Indian government and those of the devolved administrations have adopted a policy framework for 
boosting regional productivity based on five drivers: Investment, Skills, Innovation, Entrepreneurship, 
and Competition. However, there are no published estimates of a “five drivers” model. This chapter aims 
to fill that gap: to present a formal test of the claim that those five variables are driving productivity at 
a regional level. We modelled the relationships between the five drivers and labour productivity using a 
structural equation model that fitted the data well. However, due to data unavailability, we could only run 
the model with data for 2013; this represents a relevant limitation, for we could only test the hypotheses 
on levels of labour productivity rather than on both levels and changes. The main conclusion is that pro-
moting entrepreneurship (in particular, increasing the density of VAT registrations), spending more on 
research and development, increasing the capital-worker ratio and the percentage of the workforce with 
higher qualifications have a significant bearing upon regional labour productivity. In contrast, regulatory 
barriers to competition do not seem to affect labour productivity at a regional level.
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KEY TERMS AND DEFINITIONS

Competition: Competition is also a major tenet of market economies and business is often associ-
ated with competition as most companies are in competition with at least one other firm over the same 
group of customers, and also competition inside a company is usually stimulated for meeting and reach-
ing higher quality of services or products that the company produces or develop. Competition forces 
prices to converge to marginal costs and thus raise static efficiency and that it makes firms continually 
improve their performance bringing about, thus, dynamic efficiency as well. More competitive markets 
encourage cost-reducing improvements because their higher price elasticity of demand means that there 
is more room for firms to increase profit than in less competitive markets.

Entrepreneurship: Entrepreneurship is the process of designing, launching and running a new 
business, i.e. a startup company offering a product, process or service. It has been defined as the “...
capacity and willingness to develop, organize and manage a business venture along with any of its risks 
in order to make a profit.”

Innovation: Innovation is a new idea, or more-effective device or process. Innovation can be viewed 
as the application of better solutions that meet new requirements, unarticulated needs, or existing market 
needs. This is accomplished through more-effective products, processes, services, technologies, or busi-
ness models that are readily available to markets, governments and society. The term “innovation” can 
be defined as something original and more effective and, as a consequence, new, that “breaks into” the 
market or society. Innovation as the implementation of a new or significantly improved product (good 
or service), or process, a new marketing method, or a new organizational method in business practices, 
workplace organization or external relations. Innovation activities are all scientific, technological, orga-
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nizational, financial and commercial steps which actually, or are intended to, lead to the implementation 
of innovations.

Investment: Investment generally results in acquiring an, also called an investment. If the asset is 
available at a price worth investing, it is normally expected either to generate income, or to appreciate 
in value, so that it can be sold at a higher price (or both). Investment in physical capital (i.e. in tangible 
assets such as public infrastructure, consumers’ and government durables, land, machinery and equip-
ment) as a key input for economic growth.

Skills: A skill is the learned ability to carry out a task with pre-determined results often within a 
given amount of time, energy, or both. In other words, the abilities that one possesses. Investing in hu-
man capital may positively contribute to productivity inasmuch as a more skilled workforce is likely to 
be more productive.
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We also run a Bollen-Stine bootstrap test which rejected the hypothesis that the data significantly de-
parted from the model (p=0.845).

Table 4. Fit measures - Model in Figure 9

Fit Measure Default Model Saturated Independence

Discrepancy 3.069 0.000 121.576

Degrees of freedom 9 0 36

P 0.962 0.000

Discrepancy / df 0.341 3.377

GFI 0.946 1.000 0.383

Adjusted GFI 0.728 0.229

Tucker-Lewis index 1.277 0.000

RMSEA 0.000 0.465

P for test of close fit 0.965 0.000

Akaike information criterion (AIC) 75.069 90.000 139.576

Browne-Cudeck criterion 795.069 990.000 319.576

Bayes information criterion 171.625 210.696 163.715

Consistent AIC 128.525 156.821 152.940

Expected cross validation index 6.824 8.182 12.689

ECVI lower bound 7.364 8.182 9.984

ECVI upper bound 7.364 8.182 16.085

MECVI 72.279 90.000 29.052

(India Regions, 2014)
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Table 5. Fit measures – Model in Figure 1

Fit Measure Default Model Saturated Independence

Discrepancy 42.685 0.000 632.423

Degrees of freedom 10 0 36

P 0.000 0.000

Discrepancy / df 4.269 17.567

GFI 0.913 1.000 0.283

Adjusted GFI 0.606 0.104

Tucker-Lewis index 0.803 0.000

RMSEA 0.200 0.449

P for test of close fit 0.000 0.000

Akaike information criterion (AIC) 112.685 90.000 650.423

Browne-Cudeck criterion 122.407 102.500 652.923

Bayes information criterion 274.247 297.723 691.968

Consistent AIC 232.345 243.848 681.193

Expected cross validation index 1.374 1.098 7.932

ECVI lower bound 1.172 1.098 6.982

ECVI upper bound 1.668 1.098 8.972

MECVI 1.493 1.250 7.962

(Data, 2014)
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ABSTRACT

Feedback is the fastest and most effective way for organizations to make improvements or get things back 
on track. Prompt and constructive feedback is strongly linked to employee satisfaction and productivity, 
and can increase both. During times of change when employees want to be heard and feel involved, it 
is even more important that the optimal internal communication tools for managing employee feedback 
are selected. This article tackles these questions and provides fresh empirical data on the selection of 
internal communication tools in general, with focus then devoted to managing feedback during change 
from the perspective of a professional communicator. The data evaluated and analyzed was gathered on 
the basis of research carried out in 2014 among 105 professional communicators of large and medium-
sized companies, and was then compared with the results of similar research conducted in 2012.

INTRODUCTION

The general consensus is that organizational changes are becoming increasingly frequent, and so must 
be planned and managed with great care (Barrett, 2002; D’Aprix, 2008; Kitchen, 2002; Kotter, 1996; 
Luecke, 2003; Sedej & Mumel, 2013). Sedej and Mumel (2013, p. 25) argue that implementing change 
often takes longer than planned, whereas Balogun and Hope Hailey (2004) report that approximately 70 
percent of changes implemented within organizations fail to achieve their set objectives.

Therefore, a critical factor to be taken into account during an organizational change is internal 
communications. It is widely accepted that internal communications play a key role in the successful 
implementation of change (Goodman & Truss, 2004; Kalla, 2005; Kotter, 1996; Proctor & Doukakis, 
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2003; Young & Post, 1993). Communicating effectively within organization is not something that is 
nice to have. Indeed, internal communication is essential for the smooth running of every organization. 
Justinek and Sedej (2011) argue that internal communications represent a key performance and produc-
tivity issue, especially for international companies. It is therefore vital to ensure that employees have an 
optimal range of internal communication tools in general and for giving and receiving feedback. Rapidly 
changing circumstances require internal communication tools to be continuously improved and revised.

Particularly, when change has a significant impact on employees, organizations need to provide a 
broad range of options for employees to communicate, ask questions, vent anxieties and express opin-
ions. Working without feedback during a change process is akin to setting off on an important journey 
without a map. Relying only on sense of direction is not sufficient and of itself to make improvements 
or keep things on the right track.

The number of ways to communicate in organizations has rapidly increased over the last two de-
cades (Lengel & Daft, 1998; Lydon, 2005; Richardson & Denton, 1996; Wojtecki & Peters, 2000). It is 
therefore crucial that this area is comprehensively understood in order to achieve best results for setting 
a feedback system using internal communication tools.

There is a lack of understanding about the link between the effectiveness of internal communications, 
internal communication tools and feedback during change. Each internal communication tool has features 
that make it suitable and appropriate in certain situations, but entirely inadequate in others. This chapter 
therefore explores which internal communication tools are the most appropriate during change generally, 
as well as in terms of achieving overall business success and facilitating feedback.

The purpose of this chapter is therefore to present not only a critical review of the theories and ap-
proaches currently presented regarding internal communications and the facilitation of feedback through 
internal communication tools, but also the results of an empirical study that will encourage further re-
search into the nature of organizational change, change communications, and internal communication 
tools and setting feedback system in order to create a more pragmatic framework in which to operate.

This chapter begins with a conceptual analysis of the meaning of organizational change and change 
management, internal communications and the internal communication tools which are used in this re-
gard. It then concludes with an investigation of the understanding of feedback and its power to enhance 
the change process.

The results of research conducted on the selection of tools for improving employee feedback in in-
ternal communication during change are also presented. The topic was first researched in 2012, but was 
repeated in 2014. The analysis however reveals that there has been a gradual shift in the use of internal 
communication tools generally and, more specifically, for exchanging feedback.

THEORETICAL BACKGROUND

Change Management and Internal Communications

Technological development, fierce competition and globalization are just some of the critical elements 
that force organizations to transform or adjust to new business conditions. Organizational changes are 
a fact of everyday life and vital for survival. They must therefore be successfully planned and managed 
(Balogun & Hope Hailey, 2004; Beshtawi & Jaaron, 2014; Ćirić & Raković, 2010; D’Aprix, 2008; Koonce, 
1991; Kitchen & Daly, 2002; Kotter, 1996; Luecke, 2003). Kitchen and Daly (2002, p. 46) argue that 
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twenty-first century organizations are preoccupied with the concept of change. Ćirić and Raković (2010, 
p. 24) explain that changes are difficult to predict, and tend to occur with growing frequency. Therefore, 
change management is becoming an increasingly significant issue in the business world.

As change management garners increasing attention, many definitions of the concept have emerged. 
For example, Moran and Brightman (2000, p. 66) define change management as the process of con-
tinually renewing an organization’s direction, structure, and ability to serve the ever-changing needs 
of its external and internal customers. Kitchen (2002, p. 48) explains that change management implies 
an attempt to understand the dynamics in the business environment, as well as the organization’s own 
internal dynamics. Beshtawi and Jaaron (2014, p. 128) argue that the main intention behind a change 
management framework is to help all employees, even managers, to move successfully from the current 
state to a future state while achieving the business results desired.

The keystone of organizational change lies in internal communications, and employee communication 
is a pivotal element in achieving business success (Elving, 2005; Frahm & Brown, 2007; Goodman & 
Truss, 2004; Kitchen & Daly, 2002; Koivula, 2009; Lydon, 2006; Richardson & Denton, 1996). Good-
man and Truss (2004, p. 217) believe that appropriate communication helps employees understand the 
need for change and its direct impact. Sande (2008, p. 29) considers communication to be real only when 
it is two-way. Elving (2005, p. 131) states that one of the main purposes of change communication can 
be to prevent, or at least reduce, resistance to change. Goodman and Truss (2004, p. 226) listed some 
examples of potential purposes for internal communication: getting buy-in, securing commitment to 
change, minimizing resistance, reducing personal anxiety, ensuring clarity of objectives, sharing infor-
mation, setting out the vision, challenging the status quo, increasing clarity and mitigating uncertainty.

Organizational change can be both invigorating and intimidating (Sedej & Mumel, 2013, p. 23). Once 
employees are encouraged to carry out their jobs differently, the whole organization begins to change. 
Effective internal communication is therefore essential for addressing organizational concerns. Goodman 
and Truss (2004, p. 226) listed some examples of potential purposes for internal communication: getting 
buy-in, securing commitment to change, minimizing resistance, reducing personal anxiety, ensuring 
clarity of objectives, sharing information, setting out the vision, challenging the status quo, increasing 
clarity and mitigating uncertainty.

Despite the growing attention of the presented field, numerous errors in change management are 
directly linked to the collapse of internal communications (Elving, 2005; Gilsdorf, 1998; Kotter, 1996). 
Newton (2007, p. 186) also believes that it is necessary to take into account how much damage is sustained 
through too little or too much communication when considering the level of communication intensity 
in the context of change management. Sedej and Mumel (2015, p. 9) explain that employees always 
want to be kept abreast of what is happening in an organization and how the changes implemented will 
affect their work life.

The above observations highlight the huge importance of internal communications during the change 
process. It draws attention in particular to the importance of careful planning and change management. 
Justinek and Sedej (2011, p. 230) emphasize that internal communications must be sufficiently flexible 
to adapt smoothly to business needs.

Internal Communication Tools during Change

The immense significance of internal communications during change is therefore noted, but there 
remain some specific areas which have not been adequately investigated in this regard. Few studies 
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have investigated internal communication tools in detail. The results of those studies usually highlight 
the importance of giving sufficient thought to tool selection (Goodman & Truss, 2004; Merrell, 2012; 
Richardson & Denton, 1996; Young & Post, 1993).

Indeed, internal communication tools need to be chosen carefully, especially during times of change. 
Appropriate tool selection helps employees adapt more smoothly to organizational changes and new 
business needs. Austin and Currie (2003, p. 236) believe that managers should use a variety of the tools 
available to them, find innovative ways to strengthen employee relations, and disseminate information 
as soon as it is known. Lydon (2006) agrees that organizations need to use communication tools that 
have been proven to work.

Buckingham (2008) argues that if the internal communication tools used do not fit the true culture of 
the organization, then only few individuals will truly take heed of the internal information flows. Sedej 
and Mumel (2013, p. 23) believe that unsuitable internal communication approaches are frequently 
employed during change; mistakes occur as unclear goals are set, inappropriate messages are relayed 
and inappropriate communication tools and channels are selected, which all too often result in poor 
communication results. It is therefore clear that the selection of appropriate internal communication 
tools represents a challenge.

It is crucial that internal communication tools, which should include both personal and impersonal 
modes of internal communications, are selected with due thought and consideration (Mumel, 2008; Ranken, 
2007; Richardson & Denton, 1996). Barrett (2002, p. 221) states that effective employee communica-
tion uses all the tools available in order to reach its audience, but relies more on direct communication 
(verbal or face-to-face) than indirect communication (written and electronic tools).

Face-to-face communication is generally considered more efficient than other forms (Holtz, 2004; 
Mumel, 2008; Richardson & Denton, 1996), but is time-consuming and costly for widely dispersed orga-
nizations. Richardson and Denton (1996, p. 215) add that if personal (verbal) communication is limited, 
it is necessary to consider interactive tools, particularly video and telephone conferencing. Holtz (2005, 
p. 22) underlines that innovations in web-based technology have generated a wide range of exciting new 
tools in internal communications.

Handling change electronically is sometimes more convenient and efficient, but can be counterpro-
ductive when dealing with complex issues. Wojtecki and Peters (2000, p. 1) believe that many managers 
use e-mail, intranets, and other innovative technological tools to communicate and see them as effective 
internal communication solutions that meet the high demand for communicating during times of change.

Many authors divide internal communication tools according to the mode of transmission (Bratton 
& Gold, 1994; Klein, 1996; Mumel, 2008). In this context, organizations have a wide range of written 
(printed), verbal (oral), and electronic internal communication tools available.

Sedej and Mumel (2005, p. 12) explain and clarify verbal, written and electronic internal communica-
tion tools as mode of transmission. In general, verbal (personal face-to-face) communication ranges from 
informal conversations between two employees to formal large meetings with directors. The key feature 
of this mode of communications is that the information is sent from the sender directly; the information 
is also expressed through tone of voice and non-verbal communication such as hand gestures and facial 
expressions, which enrich the interpretation and contribute to a better understanding of the message. 
Written communications vary from monthly reports to annual reports and corporate brochures. Electronic 
communications encompass the commonly used e-mails up to modern video content.

In Table 1, the internal communication tools are divided as mentioned above into three categories 
(verbal, written and electronic). Some of the tools in the table are classified into several subcategories. 
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If the information is transmitted via electronic equipment, this equipment will hereinafter be regarded 
only as electronic internal communication tools.

Feedback Tools in Internal Communication during Change

Especially during process of change internal communications and the tools represent an underutilized way 
to get closer to employees’ expectations and opinions by simply listening and responding to them. The 
systematic gathering of feedback within any organization is crucial for its smooth and normal functioning.

Many authors (Kreps, 1990; Theaker, 2004; Russ, 2007; Parker, 2009; Sande, 2009) underline the 
significance of feedback in internal communications. Hattie and Timperley (2007, p. 81) define feedback 

Table 1. Internal communication tools according to mode of transmission

Internal Communication Tools Verbal Written Electronic

Direct Working breakfast ✓
Internal events ✓
Annual performance interview ✓
Leader walkabouts ✓
Meetings ✓

Indirect Brochures ✓
Internal magazines ✓
Flyers, posters ✓
Suggestion box ✓
Bulletin board ✓
Reports ✓
Corporate guides ✓
Questionnaires ✓
CD/DVD/USB ✓ ✓
Social media ✓ ✓ ✓
Electronic bulletin board ✓ ✓
E-mails ✓ ✓
Electronic newsletter ✓ ✓
Internal radio ✓ ✓
Internal research ✓ ✓
Intranet ✓ ✓
Telefax ✓ ✓
Telephone ✓ ✓
Teleconference ✓ ✓
Videoconference ✓ ✓
Video clips ✓ ✓ ✓
Virtual world (3D) ✓ ✓ ✓

Source: Sedej and Mumel (2005, p. 12)
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as information that is provided by an agent regarding aspects of one’s performance or understanding. 
Kotter and Cohen (2003, p. 101), on the other hand, define feedback as one of the most important forms 
of information required to achieve success in an organization.

It is vital to have a clear understanding of the concept throughout the organization. As feedback is a 
critical business component Hattie and Timperley (2007, p. 81) describe it as a consequence of performance.

Indeed, all good communications consist of not only effectively delivering information, but also 
actively listening. Even Sande (2009, p. 29) emphasizes that internal communications require an active 
sender, active receiver and a healthy feedback loop.

It is a mistake to expect that only increasing the frequency of messages through different internal com-
munication tools and the introduction of new tools will be sufficient to encourage feedback information 
flows. The methods for obtaining feedback are becoming increasingly diverse and innovative (Holtz, 
2005; Sedej & Mumel, 2005). In addition to the most commonly used questionnaires and suggestion 
boxes, the use of quizzes, games, forums and blog are establishing a foothold in internal communications. 
Russ (2007, p. 8) clarifies that feedback can be obtained using multiple internal communication tools, 
verbal (within large or small groups and interpersonal communication) and nonverbal (written) feedback.

Especially in a process of change it is important to regularly facilitate and acquire feedback. Organiza-
tions need to clarify ambiguities through internal communications and gain the support and cooperation 
of their employees. Parker (2009, p. 25) firmly believes that if employees have the opportunity to express 
their personal fears, only then can progress in the process of change be made.

In order for organizations to promote open communication with all their employees, i.e. from those 
who are more vocal to those less willing to speak up, it is vital that there are several ways to obtain 
feedback. As a result, organizations often offer employees the option to provide feedback anonymously 
through research projects or suggestion boxes, through which employees and executives exchange opin-
ions. Harris (2007, p. 12) argues that it is important to provide an opportunity for personal feedback 
communication, but it is also important to provide some channels that allow adequate anonymity because 
employees are often wary of expressing their real opinion, but this is largely dependent on the culture 
of the organization.

RESEARCH

There is no longer any doubt that employees are the most important part of the success of any organiza-
tion. The employee communication process, together with internal communication tools for an effective 
feedback system, has undergone fundamental change, as technology has become an important part of the 
business world. It is imperative to have a comprehensive overview of what resonates with employees in 
internal communications as well as a solid understanding of the most appropriate internal communica-
tion tools for giving and receiving feedback.

Therefore, a question that addresses this chapter is in place: What are the most appropriate internal 
communication tools to facilitate communication and consequently employee feedback?

Methods

To begin, theoretical and background information was gathered on the concepts of change management 
in internal communications generally and more detailed internal communication tools for facilitating 
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employee feedback. The existing research and literature on change processes and internal communica-
tions were used to construct the research framework.

The theoretical framework was then verified empirically with a structured questionnaire on internal 
communications during organizational change, in which the main focus was on internal communication 
tools in general and in detail for facilitating feedback during process of change.

Similar research was first conducted in 2012, with a follow-up project conducted two years later in 
2014, thereby allowing the two sets of data to be compared.

Design of Research

The questionnaires were designed solely for internal communication experts who have adequate knowl-
edge and appropriate access to this kind of information. The focus was on experts who operate in large 
and medium-sized companies, where the high number of employees requires not only systematically 
planned and thoughtful internal communications but also a carefully managed system for feedback. The 
questionnaire was available to communication experts to complete for approximately three months in 
2012 and again in 2014.

In 2012 a total of 71 internal communication experts participated in the research, of whom 48 (68%) 
represented large companies and 23 (32%) medium-sized companies.1 The youngest company participating 
in the research was only 2 years old, with the oldest having been established for 137 years; the average 
duration of incorporation for all the participating companies was 21.5 years. The key share represents 
companies that have been established for 2 to 30 years (87%). In terms of NACE,2 the structure of the 
participating companies reveals that most operate in the manufacturing sector (15%), with second and 
third place shared by information and communication (14%) and financial and insurance activities (14%). 
The following activities are also well represented: other services activities, wholesale and retail trade, 
repair of motor vehicles and motorcycles, administrative and support service activities, and education.

In 2014, a total of 105 internal communication experts participated in the research, of whom 63 
(60%) represented large companies and 42 (40%) medium-sized companies. The youngest company 
participating in the research was only 3 years old, the oldest 139; the average of all participating com-
panies in terms of number of years of existence was 20.5 years. The key share represents companies that 
have operated from 3 to 30 years (89%). The structure of the participating companies in terms of NACE 
shows that most operate in the manufacturing sector (17%); the second place belongs to information 
and communication sector (16%) and the third place to financial and insurance activities sector (13%). 
The following activities also have an essential share: wholesale and retail trade, other services activi-
ties, repair of motor vehicles and motorcycles, education, administrative and support service activities.

The Results

As presented earlier in the chapter, the organizations today have a wide range of internal communica-
tion tools at their disposal and thereby numerous of possibilities to receive and give feedback to their 
employees. Especially during the process of change it is important to communicate openly and frequently 
to prevent or at least reduce employee resistance. Their concerns should be discovered in the early phase 
and addressed as soon as possible. In this manner all internal communications have to be cautiously 
planned and managed. Bellow results of the research tackle comprehensively the mentioned issues.
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Frequency and Types of Organizational Change

Organizations face changes relatively often; this was also verified by the research conducted in both 
2012 and 2014.

In 2012 the experts estimated that an average of 4 major organizational changes had occurred in the 
previous three years. After more detailed analysis, the types of changes were also established (Figure 
1). In the last three years, the organizations had to deal most frequently with the introduction of new 
products and services (79%) and reorganization (72%), followed by expansion into new markets and 
changes to the management and organizational culture. The last three listed changes were identified by 
approximately every second organization that participated in the research.

Two years later, in 2014 the experts estimated that in the last three years on average 4.5 major 
organizational changes had occurred (Figure 2). Analysis also shows that in the last three years, the 
organizations had to deal most frequently with the introduction of new products and services (81%) and 
reorganization (75%), followed by change in organizational culture, expansion into new markets and 
change of management (approx. 50–60%).

Internal Communication Tools Used during Change in General

The right frequency and combination of internal communication tools are also vital, especially during 
change processes, a time when employee anxiety increases. Consequently, a series of questions related 
to internal communication tools was established.

In the research carried out in 2012 and 2014, the experts were required to choose exactly three key 
internal communication tools that are used most often in times of change in general. They could choose 
from among the 25 most commonly used internal communication tools. Also, three options to record 
alternative internal communication tools were available. Based on the experts’ selection, a list of the 10 
most frequently used internal communication tools during times of change was conceived.

Figure 1. Type of organizational changes 2009-2011 (as a percentage) 

*For a more accurate representation of this figure, please see the electronic version.
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In 2012 the first place on the list of internal communication tools was taken by meetings, which was 
partially expected as personal internal communication during change is usually the most preferred mode 
of communication within organizations (Figure 3). Other internal communication tools ranked as follows 
in terms of being the most appropriate: e-mails, internal events, intranet, internal magazines, leader’s 
walkabout, reports, telephone, bulletin boards, and electronic bulletin boards.

Of the 10 key internal communication tools listed, electronic and verbal communication tools domi-
nate. Written tools are also well represented, but are mainly ranked in the lower half of the top ten list.

Among the verbal communication tools available, the most important are meetings, closely followed 
by internal events and management walkabouts. Of the electronic communication tools available, the most 
important are e-mails, which ranked the second most important tool on the list. The next most important 

Figure 2. Type of organizational changes 2011-2013 (as a percentage)

Figure 3. Key internal communication tools used during change in general 2012 (as a percentage) 

*For a more accurate representation of this figure, please see the electronic version.

*For a more accurate representation of this figure, please see the electronic version.
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electronic tool is the intranet, placing third among all the tools listed. Telephone communication and 
electronic news also feature. Reports, bulletin boards and internal magazines feature among the written 
communication tools, which are all ranked in the lower half of the list of all tools.

In 2014, meetings and e-mails remained in first and second place respectively on the list of internal 
communication tools (Figure 4). Interestingly, the intranet placed third on this occasion. Other internal 
communication tools ranked as follows in terms of being the most appropriate: internal events, electronic 
internal magazines, reports, leader’s walkabout, telephone and internal research.

Of the 10 key internal communication tools listed, electronic and verbal communication tools domi-
nate. The share of written tools is the smallest and ranked in the lower half of the list.

Among verbal communication tools, the most important are meetings, followed by internal events 
and management walkabouts. Of the electronic communication tools available, the most important are 
e-mails, which ranked the second most important tool on the list. The next most important electronic 
tool is the intranet, placing third among all the tools listed. Telephone communication and e-news also 
feature. Reports and internal research as the written communication tools are all ranked in the lower 
half of the list of all tools.

Internal Communication Tools Used during Change for Facilitating Feedback

In the research carried out in 2012 and 2014, the experts were required to choose the three key internal 
communication tools for facilitating feedback that are used most often in times of change.

In 2012, internal research ranked first on the list of internal communication tools for facilitating 
feedback (Figure 5), with meetings placing second. Other internal communication tools ranked as fol-
lows in terms of being the most appropriate: suggestion box, annual interviews, e-mails, internal events, 
intranet, telephone, breakfast briefings and reports.

Figure 4. Key internal communication tools used during change in general 2014 (as a percentage) 

*For a more accurate representation of this figure, please see the electronic version.
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The list of ten key internal communication tools shows the importance of all types of internal com-
munication tools, whether they are written, verbal or electronic. Written tools are considered the most 
important, however, since they ranked first and third on the top ten list.

Among the various written communication tools available, the most important is internal research. A 
suggestion box also ranks highly in third place on the list, with reports placing last. Among verbal com-
munication tools meetings are in the foreground, followed by the annual interviews, internal events and 
breakfast briefings. Despite e-mails being the most important electronic tool, they nevertheless ranked 
only in fifth place, followed by intranet and telephone.

In 2014, internal research once again took first place on the list of the most popular internal com-
munication tools (Figure 6), with meetings ranking second. Other internal communication tools ranked 
as follows in terms of being the most appropriate: e-mails, intranet, suggestion box, reports, telephone, 
internal events, annual interviews and breakfast briefings.

The list of ten key internal communication tools shows the importance of all types of internal com-
munication tools, whether they are written, verbal or electronic.

Among the various written communication tools available, the most important is internal research. 
A suggestion box and reports also have a significant role, ranking fifth and sixth on the list respectively. 
Among the verbal communication tools, meetings placed first, followed by internal events, annual inter-
views and breakfast briefings. Despite e-mail being the most important electronic tool, it nevertheless 
ranked only third, followed by intranet and telephone.

DISCUSSION

The business environment within which organizations operate has undergone rapid development, and 
organizations are required to cope with change more frequently than ever. Internal communications 
represent a key element in the success of organizational change (Goodman & Truss, 2004; Kalla, 2005; 

Figure 5. Key internal communication tools used during change for feedback 2012 (as a percentage)

*For a more accurate representation of this figure, please see the electronic version.
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Kotter, 1996; Proctor & Doukakis, 2003; Young & Post, 1993) and this is the main reason why organi-
zations must give more thought to internal communication tools (Merrell, 2012; Richardson & Denton, 
1996; Wojtecki & Peters, 2000; Young & Post, 1993).

The research we have conducted in past years shows that the pace of change has not slowed down. 
Analysis conducted on research data gathered in 2012 and 2014 suggests that it has even slightly increased.

In the process of change, internal communications should not be underestimated or even neglected. 
Just because a message is delivered, this does not mean that it was delivered successfully. The mission 
of internal change communications is complete only when the receiver has understood and successfully 
integrated the message relayed.

In order to get the best results in communicating change, it is often necessary to deliver the message 
several times using different internal communication tools. The adequate combination of verbal, electronic 
and written internal communication tools is therefore essential in order to ensure that the communication 
process is being carried out effectively.

After each internal communication especially during process of change, it is necessary to ensure a 
relevant follow up with possibilities for feedback to verify the employee’s level of awareness, understand-
ing as well as their emotional reactions and commitment to include it daily work. In fact, our research 
proves that in order to communicate change effectively in general meetings and e-mails are still the most 
important tools, although the difference between them is getting smaller. It can be noted that the position 
of electronic tools in internal communications is growing even stronger, when comparing the data for 
2014 and 2012. Three electronic tools in fact rank among the first five places. In line with expectations, 
the role of written tools is less prominent in 2014 than was the case in 2012, as they are all ranked only 
in the lower half of the top ten list.

Figure 6. Key internal communication tools used during change for feedback 2014 (as a percentage)

*For a more accurate representation of this figure, please see the electronic version.
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A comprehensive picture for facilitating feedback with internal communication tools during change 
shows another perspective. When experts have in their mind facilitating feedback, they ranked the im-
portance of the internal communication tools entirely differently. At the top of the scale for the research 
conducted in 2012 and 2014 is internal research that represents written internal communication tools, 
while second place belongs to meetings. In addition to verbal and electronic internal communication 
tools, written tools have a significant role to play during change in this regard.

CONCLUSION

All organizations, regardless of their size, are required to change significantly in order to develop or 
survive in a new business environment. The way in which employees are kept informed and engaged in 
the workplace is also changing radically.

The research conducted confirms that the number of changes faced by organizations is increasing 
every year. The foundation of organizational success therefore lies in planning all the phases in the 
change process well, especially the ability to communicate change properly and provide the best and 
most appropriate range of internal communication tools.

When planning internal communications during change, it is important for experts to bear in mind 
how the feedback is exchanged. Previous research demonstrates that written internal communication 
tools should not be neglected, especially during periods of change. Despite the new media and tools at 
our disposal, it is vital to remember that change communications are not effective when a message is 
simply delivered; only when the message has been heard, understood and applied in practice can it be 
deemed a success.

Research shows that a healthy feedback system which comprises written, electronic and verbal internal 
communication tools is a viable approach for communicating change in organizations. It suggests that 
sensible planning and managing internal communication tools for facilitating feedback can improve the 
implementation of changes in organizations.
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KEY TERMS AND DEFINITIONS

Change Management: A process, approach or method that increases the likelihood that employees 
will successfully manage through a change process.

Internal Communications: Represent a function responsible for effective communications among 
employees within organizations.

Internal Communication Tools: Through internal communication tools with informing, creating 
dialogue and relationship among employee’s communication objectives can be achieved.

Feedback in Internal Communications: Feedback in internal communications is a system where 
the reaction or response of the receiver after he has interpreted the message reaches the sender through 
one or more internal communication tools.

Organisational Change: An organizational transition from its current state to a desired future state.

ENDNOTES

1  European Commission criteria determining company size: micro companies are defined as 
companies that employ fewer than 10 persons and whose annual turnover or annual balance sheet 
total does not exceed EUR 2 million; small companies are defined as companies that employ 
fewer than 50 persons and whose annual turnover or annual balance sheet total does not exceed 
EUR 10 million; medium-sized companies are defined as companies that employ fewer than 250 
persons and whose annual turnover or annual balance sheet total does not exceed EUR 43 million; 
large companies are defined as companies that employ more than 250 persons and whose annual 
turnover or annual balance sheet total does exceed EUR 43 million.

2  The statistical classification of economic activities in the European Community, abbreviated as 
NACE, is the nomenclature for economic activities in the European Union.
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ABSTRACT

Regression analysis and modeling are powerful predictive analytical tools for knowledge discovery 
through examining and capturing the complex hidden relationships and patterns among the quantitative 
variables. Regression analysis is widely used to: (a) collect massive amounts of organizational perfor-
mance data such as Web server logs and sales transactions. Such data is referred to as “Big Data”; 
and (b) improve transformation of massive data into intelligent information (knowledge) by discovering 
trends and patterns in unknown hidden relationships. The intelligent information can then be used to 
make informed data-based predictions of future organizational outcomes such as organizational pro-
ductivity and performance using predictive analytics such as regression analysis methods. The main 
purpose of this chapter is to present a conceptual and practical overview of simple- and multiple- linear 
regression analyses.
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INTRODUCTION

Regression analysis methods are powerful predictive analytics and modeling techniques that are used 
most often to develop predictive models and make future predictions of organizational productivity and 
performances (e.g., profits, sales) using past and current data in efforts to make informed and strategic 
organizational decisions. Their uses become more common and significant as predictive analytical tools 
due largely to:

1.  Collecting massive amount of data such as internet traffic data (e.g., Web server logs, transaction 
data, and social media activities), which is referred to as “Big Data.” It is called Big Data because 
the volume, velocity, and variety of the data exceed the processing, computing and/or storage ca-
pacities of the available computers, and

2.  The increased need to transform the collected large volume of data into intelligent information 
(knowledge) and insights such as trends and patterns of hidden associations and relationships be-
tween variables (Hair, 2007; Kalaian & Kasim, 2015; Kuhns & Johnson, 2013; Siegel, 2014).

Consequently, the intelligent information can be used to create a holistic and a comprehensive view of 
a business enterprise to make smart and informed data-based competitive decisions, strategic planning, 
strategic organizational performance improvements, and predictions of future organizational performance 
to gain competitive advantage.

Methods of predictive analytics for quantitative data sets, including Big Data sets, are significant and 
relevant for executives and leaders across public (e.g., government, nonprofit organizations) and private 
sectors (e.g., companies, for-profit organizations) to improve organizational performance and increase the 
productivity of their organizations. Also, predictive analytics help firm leaders and executives to make 
informed data-based decisions and future predictions of organizational productivity and performance 
outcomes based on current and past data (Kuhns & Johnson, 2013; Maisel & Cokins, 2014).

Organizational Performance measurement is one of the most important and widely used constructs for 
evaluating organizational success. Organizational performance is an abstract construct that is presented 
by measurable indicators and factors that have direct and indirect effects on performance. Reviewing 
the literature of organizational performance reveals that studies defining organizational performance are 
divergent in how the organizational performance construct is conceptualized, measured, and defined as 
well as the factors that are included in the measurement model of organizational performance. Richard, 
et al. (2009) and Kasemsap (2014) defined organizational performance as an analysis of company’s 
performance as compared to goals and objectives. Within corporate organizations, there are three 
primary outcomes analyzed: financial performance such as profits and return on investments (ROI), 
market performance such as sales and market share, and shareholder value performance such as total 
shareholder return.

In this chapter, organizational performance is defined as being a multidimensional construct that in-
cludes both financial and non-financial performance indicators to measure the organizational outcomes 
and quality of processes and practices within an organization to achieve the organizational strategic goals 
(e.g., increasing profits, reducing costs) and operational goals (e.g., optimizing operational efficiency, 
enhancing human capital). Organizational success, enhancement, improvement, and growth are the 
main objectives of any organization and it depends on its continuous performance. Examples of orga-
nizational performance indicators and factors are: productivity, profitability, leadership style, company 
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size, information technology (IT), organization’s strategy, research and development, human resources, 
innovations, and organizational climate.

However, the use of appropriate data analytical methods for Big Data to explore the characteristics 
of the data and predict future organizational performance is becoming increasingly important to large, 
medium and small organizations. In such predictive-oriented research studies, organizational productivity 
and performance outcomes are treated as dependent variables in the predictive models. Specifically, the 
main objectives of various regression modeling methods, as predictive analytics tools, are to:

1.  Explore the relationships between the dependent variable (e.g., organizational performance construct, 
organizational productivity measure) and one or more independent variables (e.g., organizational 
climate, the use of information technology (IT), employees’ satisfaction and motivation) to build 
accurate and valid predictive models, and

2.  Use the prediction models to predict an unknown value of a dependent (outcome) variable from 
known values of a set of exploratory independent (predictor) variables by analyzing and capturing 
the relationships between the dependent and independent variables in a massive amount of quan-
titative (numerical) data (Field, 2009; Kalaian & Kasim, 2015).

In other words, the results and the findings of the exploratory regression analysis and model building 
are often used to make future predictions such as predicting specific future trends, risks, and behavior 
patterns of organizational productivity and performances.

Although business data analytics (BDA) covers three major analytic perspectives (descriptive, predic-
tive, and prescriptive), the main purpose of this chapter is to present a conceptual and practical overview 
of few of the analytical methods that are most commonly used as tools to perform predictive analytics and 
modeling in organizational research to predict future organizational productivity and performance. The 
conceptual and methodological overview provides data analysts with the necessary skills to understand 
and conduct accurate and valid predictive analytics and interpret the reported findings and conclusions 
to technical and nontechnical audiences based on the use of the most appropriate regression analysis 
methods. The regression analysis and modeling methods that are covered in this chapter are:

1.  Simple (bivariate) linear regression analysis; and
2.  Multiple linear regression analysis.

(I) SIMPLE (BIVARIATE) REGRESSION ANALYSIS

Simple regression analysis is one of the most basic predictive analytics tools for analyzing and model-
ing the relationship between a single continuous dependent (outcome) variable and a single continuous 
or categorical independent (predictor) variable to build a predictive model that can be used for making 
future predictions. It is the simplest and the most basic regression analysis method in the predictive 
analytics toolbox because it includes only a single independent (predictor) variable and a single depen-
dent variable. Simple regression analysis can be used to answer the following research question: What 
is the effect of the independent variable (e.g., organizational climate) on the dependent variable (e.g., 
organizational productivity or performance)?

The main goals of the simple linear regression analysis are to:
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1.  Examine the relationships between the variables to build and explain the best predictive model 
that represents the linear relationship between a single quantitative dependent variable and a single 
quantitative continuous or categorical independent variable; and

2.  Predict the value of a dependent (outcome) variable such as organizational performance given the 
specific values of a single independent (predictor) variable based on the best specified predictive 
regression model (Field, 2009; Kalaian & Kasim, 2015; Kalaian & Kasim, 2016).

Examples of such independent variables (predictors) that have effects on organizational productivity 
and performance, which had been explored and studied in previously conducted organizational research 
studies are: Organizational climate (Patterson, et al., 2005); Organization’s IT use (Mahmood & Mann, 
2005; Weill, 1992); Human capital and Resources (Felicio, Couto, & Caiado, 2014; Okoye & Ezejiofor, 
2013); Employee satisfaction measure (Imran, Majeed, & Ayub (2015).

In simple linear regression analysis, the linear relationship between a single dependent (outcome) 
variable and a single known independent (predictor) variable for n individuals (cases) is represented by 
the following simple linear regression model:

Yi = α + B Xi + ei (1)

where:

Yi: Is the value of the dependent (outcome) variable for the ith individual (e.g., employee, manger, ex-
ecutive, or leader in a company) and i = 1, 2, …, n individuals. Organizational performance and 
productivity are examples of such commonly used dependent variable in organizational research;

α: Which is known as Y-intercept, is a constant that represents the intercept of the regression line with 
the Y-axis. That is, it is the value of the outcome (dependent) variable (Yi) when the value of the 
independent (predictor) variable (Xi) is equal to zero. For example, the intercept is the value of 
organizational productivity, which is the dependent variable, when the amount of investment in 
new organizational IT is zero dollars (i.e., the company haven’t invested in any new technology), 
which is the independent variable;

B: is the regression coefficient of the independent variable (X) in the regression model and it represents 
the slope of the regression line, which can be interpreted as the amount of change in the dependent 
(outcome) variable for one unit change (e.g., one point, one year, one dollar) in the independent 
(predictor) variable (X). For example, the amount of change in company’s productivity, which is 
the dependent variable, when the amount of company’s investment in IT is changed by one unit, 
for example, $1000;

Xi: Is the value of the independent (predictor) variable for the ith individual (i = 1, 2, …, n). Organizational 
climate, technology use, and human resources are examples of such independent (predictor) vari-
ables; and

ei: Which is the error or residual of the regression equation, represents the amount by which the observed 
value of the dependent variable, Yi deviates from its predicted value (Ŷi) for individual (case), i, 
in the estimated simple regression model. It is represented as follows:

ei = Yi - Ŷi (2)
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One method for estimating the regression coefficients and the errors is the ordinary least squares 
(OLS) method, which minimizes the sum of squared errors (SSE) of the regression model. The total 
(sum) of the errors or residuals, which are randomly scattered around the regression line, is equal to zero 
and this is the main reason that we square the errors (ei

2) before summing them in the OLS estimation 
method. SSE is calculated and represented as follows:

SSE = ∑ei
2 (3)

Where, ∑ei
2 is the sum of squared errors. The intercept (α) and the slope (B) are estimated as follows:

b = SXY/ / S
2
X (4)

And,

a = Y - bX  (5)

Where, SXY in equation 4 is the covariance between the independent variable (X) and the dependent 
variable (Y). The value of the covariance is used for calculating the correlation between (X) and (Y); 
(b) is the estimated regression coefficient (slope) of the regression parameter (B). The value of the slope 
is positive when the numerical values of the independent (predictor) variable increase as the numerical 
values of the dependent (outcome) variable increase. Conversely, the value of the slope is negative when 
the numerical values of the independent variable increase as the numerical values of the dependent vari-
able decrease; and S2

X is the variance of (X) values. In equation 5, X and Y are the means (averages) 
of the independent variable (X) and the dependent variable (Y) respectively; and “a” is the estimated 
value of the intercept of the regression line parameter (α).

Correlation Coefficient (r)

The correlation coefficient is a measure of the degree of the relationship between the numerical values 
of a pair of quantitative variables in a data set. It is referred to in the literature as the Pearson product-
moment correlation coefficient and represented in a lower case (r). The correlation coefficient is the 
most widely used measure of correlation or relationship between a pair of quantitative variables (e.g., 
organizational performance and organizational climate). It is important to note that before analyzing 
the data using regression analysis, the data analyst should take the following descriptive analytics steps:

1.  Examine the distribution of each of the dependent and independent variables to ensure the normal-
ity assumptions of the variables have been met,

2.  Examine the relationships between pairs of variables in a data set to examine and assess the rela-
tionships, and

3.  Graphically portray the relationships among the dependent and each of the independent variables 
in a data set using a scatterplots (scatter charts).
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The values of the correlation coefficients range from -1.00 to +1.00. Positive values of r indicate 
that as the numerical values of one variable increase the numerical values of the other variable also 
increase. For example, do the employees who are highly satisfied with their working environment are 
more productive and conversely do the employees who are not satisfied with their work environment are 
less productive? Such a relationship with a perfect correlation coefficient of +1.0 is referred to as a high 
positive correlation between employees’ satisfaction and employees’ productivity and performance. The 
relationship between organizational performance or productivity and other organizational and human fac-
tors are explored and studied in previous research studies such as the relationship between organizational 
climate and the performance of the firm (Patterson, et al., 2005); the relationship between employee 
satisfaction and organizational productivity (Imran, Majeed, & Ayub (2015).

Negative values of r indicate that as the numerical values of one variable increase the numerical values 
of the other variable decrease (Field, 2009; Kalaian & Kasim, 2015; Sprinthall, 2011). For example, do 
the employees who work longer hours are less productive? Such a relationship with a perfect correlation 
coefficient of -1.0 is referred to as a high negative correlation between satisfaction and organizational 
productivity. It is important to note that the larger the absolute numerical value of the correlation coef-
ficient (e.g., close to absolute 1), the greater the relationship between the two variables (either positive 
or negative relationship). A correlation coefficient of zero indicates no relationship between a pair of 
the quantitative variables in a data set (Field, 2009; Kalaian & Kasim, 2015; Kalaian & Kasim, 2016).

The correlation coefficient is calculated by dividing the covariance between the two variables by 
the standard deviation of the two variables. The formula for calculating the correlation coefficient is 
represented as follows:

r = SXY / SX SY (6)

Where, SXY is the covariance between the dependent variable (X) and the dependent variable (Y); SX 
is the standard deviation of the values of the independent variable (X); and SY is the standard deviation 
of the values of the dependent variable (Y).

Scatterplots (Scatter Charts)

A scatterplot (scatter chart) of the data points of pairs of quantitative variables is often used to graphi-
cally portray the relationships between any pairs of variables (for example, the relationship between 
employees’ workplace satisfaction and the organizational productivity) and it is referred to as a bivariate 
scatterplot. The graphical display of a bivariate scatterplot has two axes (e.g., x-axis and y-axis): in cor-

Figure 1. Scatterplots (scatter charts) of bivariate data for different types of relationships



283

A Conceptual and Pragmatic Review of Regression Analysis for Predictive Analytics
 

relation, one axis for each of the two variables. In the scatterplot each individual’s (subject’s) numerical 
measurement (e.g., achievement score, weight, height) on both variables is represented by a dot. Figure 
1, shows three bivariate scatterplots for three different types of relationships. Scatterplot “A” represents 
a strong negative relationship between the two quantitative variables (for example, employees’ high level 
of satisfaction and high level of organizational performance). Scatterplot “B” shows a strong positive 
relationship between the two variables. Scatterplot “C” shows a weak or no relationship between the 
two quantitative variables (Kalaian & Kasim, in press).

Linear Regression Line

In simple linear regression, the bivariate scatterplot is often used to graphically portray the linear rela-
tionship between the predictor variable (X) and the dependent variable (Y). Organizational climate and 
organizational performance are examples of such independent and dependent variables, respectively. 
Viewing the bivariate scatterplots in Figure 1, we can envision many possible straight lines that can be 
drawn through the data points. But, only one of these straight lines would be the best-fitting regression 
line (Field, 2009; Mertler & Vannatta, 2013; Sprinthall, 2011). A straight regression line that represents 
the best fit of the regression model is usually drawn through many scatterplot data points that lies clos-
est to all the points and minimizes the sum of squared errors (that is, ∑ei

2 is minimized). Therefore, 
identifying the best-fitted regression line depends on three important factors that serves as the basis for 
the calculating the regression equations (Mertler & Vannatta, 2013; Sprinthall, 2011). These factors 
are: (1) The regression coefficient (slope) of the linear regression line; (2) The intercept of the linear 
regression line, which is the point at which the line intercepts (crosses) the Y-axis; and (3) The extent to 
which the bivariate points in the scatterplot are scattered around the regression line, which is measured 
by the correlation coefficient.

The regression line portrays the direction and the extent of the deviations of the actual data values 
(e.g., values of the organizational performance construct) from their predictive values (Ŷi), which are 
located on the regression line (Kalaian & Kasim, 2015). In Figure 2, graph “A” represents a linear regres-
sion line with a high and negative slope (B) value. An example of negative regression line might be that 
firm’s hiring and firing practices have a negative effect on organizational productivity and performance. 
Graph “B” in Figure 2, represents a regression line with a high and positive slope (B) value. An example 
of positive regression line might be that organizational climate has a positive effect on organizational 

Figure 2. Regression lines fitted to bivariate data displaying different types of regression lines
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productivity and performance. The regression line will be horizontally flat when the value of the slope is 
zero, which indicates that there is no relationship between the dependent and the independent variables.

Assumptions of Simple Linear Regression Analysis

Simple linear regression analysis is based on specific assumptions about the quantitative data (Kalaian 
& Kasim, in press). Meeting these assumptions is necessary in order to achieve the best linear estima-
tion of the parameters of the regression model such as the intercept and slope. These assumptions are:

1.  The distribution of the numerical values of the dependent variable is normal.
2.  The error terms (ei) are independent and identically normally distributed with mean equal to zero.
3.  The relationship between the dependent and the single independent variable is linear.
4.  The errors of fitting the regression model are not correlated with the independent (predictor) 

variable.
5.  The distribution of the errors of the regression model for each value of the independent variable 

(X) has an approximately normal distribution with constant variance across all values of the inde-
pendent (predictor) variable X. This assumption is referred to as “homoscedasticity” or “equality 
of variances.

As a result of testing the assumptions, if the relationship between the dependent and the indepen-
dent variable appears to be nonlinear (curvilinear) then nonlinear regression methods should be used to 
analyze the data instead of the linear regression. However, if there is sufficient number of cases and no 
violations of the assumptions are evident, then it is safe to interpret the linear regression analysis results 
(Field, 2009; Kalaian & Kasim, 2015; Tabachnik & Fidell, 2012).

Statistical Significance of the Regression Coefficient in Simple Regression

A t-test can be used to test whether or not the associated population parameter of the regression coeffi-
cient is equal to zero. In other words, it tests the null hypothesis that the slope of the regression is equal 
to zero (i.e., H0: B = 0). The t-test is computed by dividing the estimated regression coefficient, b, by 
the standard error (S.E.) of the estimated regression coefficient, b. Therefore, the t-statistic formula is 
represented as follows:

t = b / S.E.(b) (7)

Predictive Simple Linear Regression Models

Predictive regression models are used to:

1.  Predict the values of the dependent variable given known values of an independent (predictor) 
variable (X), and

2.  Evaluate the accuracy of predicting the unknown values of the dependent variable from known 
values of the independent variable.
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The regression model fitting process is achieved by using the Ordinary Least Squares (OLS) method 
that minimizes the sum of squared errors (SSE). Practically, in using real data, the best fitted regression 
line will not pass through all the pairs of X and Y values of a dataset, but definitely will pass through 
the intersection of the mean (average) of the X values and the mean of the Y values. Therefore, the value 
of the slope is determined by the best fit (least squares) criterion, which is typically chosen so that the 
sum of squared differences (∑ei

2) between the values on the best fitted-line (predicted values) and the 
observed data values is minimized using the ordinary least squared method (Mertler & Vannatta, 2013; 
Kalaian & Kasim, 2015). The predicted value (Ŷ) of the dependent variable (Y) in simple linear regres-
sion is represented as follows:

Ŷi = a + b Xi (8)

Where, “a” is the estimated intercept of the population parameter, α. “b” is the estimated regression 
coefficient of the population’s regression coefficient parameter for the independent variable. B.

The accuracy of the predicted value of the dependent variable, Y, is calculated by subtracting the 
corresponding predicted value of the dependent variable, Ŷ, from the original observed value of the 
dependent variable, Y. The closer the value of the difference to zero the more accurate and better fit is 
the predictive model. This difference is called the error of prediction (Ye) and represented as:

Ye = Y – Ŷ  (9)

Coefficient of Determination (R2)

One of the goals of simple regression is to measure the contribution of a single independent variable to 
the overall fit of the simple regression equation. The coefficient of determination (R2) is such commonly 
used measure and it is a descriptive measure of goodness-of-fit of the regression model. It is a measure 
of the proportion (percentage) of the total variance in the dependent variable (Y) that is accounted for 
and explained by the variation of a single independent variable in the simple regression model. The un-
explained variance in the dependent variable is assumed to result from other factors not included in the 
specified regression model or from random error. Having high R2 indicates that the specified regression 
model explains the variation in the dependent variable well, suggesting that the regression model can 
be used for predictive purposes.

R2 represents the squared correlation between the actual values of the dependent variable, Y, and 
the predicted values of the dependent variable that are obtained from the regression model. Its numeric 
value ranges from 0 to 1.0 and the closer the value of the R2 statistic is to the value of 1.0, the better the 
fit of the estimated regression line to the bivariate data with a single independent (predictor) variable 
(Kalaian & Kasim, 2015; Kalaian & Kasim, 2016; Nathans, Oswald, & Nimon, 2012).

(II) MULTIPLE LINEAR REGRESSION ANALYSIS

The main goals of the multiple linear regression analyses where the researcher or analyst have two or 
more independent variables in the regression model are to: (a) Explore and understand the relationships 
between the dependent variable (e.g., organizational performance or productivity) and the multiple inde-
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pendent (predictor) variables (e.g., organizational climate, leadership style, technology use); (b) Identify 
and explain the best model that captures and represents the linear relationships between a quantitative 
dependent variable and two or more quantitative independent variables; (c) Predict the value of the de-
pendent variable given the specific values of the multiple independent variables based on the best fitted 
model; and (d) Examine the relative importance of the independent (predictor) variables by comparing 
the regression coefficients in the specified regression model.

In multiple linear regression analysis, which is an extension of the simple linear regression, the linear 
relationship between a dependent variable and two or more known independent (predictor) variables (X1, 
X2, …., Xk) in the population is represented by the following linear regression model:

Yi = α + B1 Xi1 + B2 Xi2 + ……. + Bk Xik + ei (10)

Where, Yi is the value of the dependent (outcome) variable for individual i (i = 1, 2, …,n); α, is the 
intercept of the regression model, which is the value of the dependent variable (Y) when all the pre-
dictors in the regression model have values equal to zero; B1, B2, …, Bk are the regression coefficients 
for the k independent (predictor) variables Xi1, Xi2, …..., and Xik respectively. Each of these coefficients 
(regression weights) represents the effects of its associated predictor (Xi) on the dependent variable (Y) 
while holding the other predictors in the model constant. Similar to the simple regression model, the er-
rors (ei) represents the amount by which the observed value of the dependent variable deviates from the 
predicted value for an individual, i, from the estimated multiple regression model. The errors represent 
the “noise” term reflecting the other factors (variables) that influence the dependent (outcome) vari-
able and are not accounted in the regression model (Kalaian & Kasim, 2015; Kalaian & Kasim, 2016; 
Tabachnik & Fidell, 2012). However, if all the error terms are randomly scattered around the regression 
line, their total sum will be 0.

The regression weights are called “Beta Weights” when each of the numerical values the dependent 
variable and each of the independent variables are standardized by converting them to z-scores. For each 
of the independent (predictor) variables, z = (Xi –X )/SX, where X and SX are the mean and standard 
deviation of the independent variable; and for the dependent (outcome) variable, z = (Yi –Y )/SY, where 
Y and SY are the mean and standard deviation of the dependent variable. A Beta weight for an indepen-
dent variable indicates the expected change (increase or decrease) in the dependent variable, in standard 
deviation units, given a one standard deviation change in a particular independent variable with all 
other independent variables in the regression model held constant.

Beta weights provide a measure of the importance of each of the independent (predictor) variable 
holding the other independent variables constant in the regression model. Beta weights are easily com-
puted and provided by using any of the available statistical software packages. If there are no relation-
ships (associations) between the independent variables in the specified regression equation, the Beta 
weights can provide an initial assessment of the contributions of each of the independent variables to 
the regression model. In practical cases where there are associations between the independent variables 
(that is, the predictors are correlated) in the specified regression model, researchers should employ other 
methods to determine the contributions of each of the independent variables to the regression model 
such as “Product Measure”, which is presented later in this chapter.
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Assumptions of Multiple Linear Regression Analysis

Multiple linear regression analysis is based on specific assumptions about the data. Meeting these as-
sumptions is necessary in order to achieve the best linear estimation of the parameters of the regression 
model such as the intercept and the multiple slopes (Kalaian & Kasim, 2016). These assumptions are:

1.  The distribution of the numerical values of the dependent variable is normal.
2.  The relationship between the dependent variable and each of the multiple independent variables 

is linear.
3.  The multiple independent (predictor) variables in the regression model are not correlated with each 

other. The existence of strong relationships among the predictors is one of the most significant 
problems when using multiple regression analysis. The phenomenon is referred to as “multicol-
linearity problem” when the correlations between any pairs of predictors are high, which indicate 
strong relationships.

4.  The errors are not correlated with each of the independent (predictor) variables. The existence of 
relationships between the errors of prediction and one or more of the predictors is referred to in 
the literature as “Incidental Endogeneity” phenomena.

5.  The error terms (ei) of the regression model are independent and identically normally distributed 
with mean equal to zero and a constant variance. The later requirement of equal variances (constant 
variance) is referred to as “homoscedasticity” or “equality of variances” assumption.

Statistical Significance of the Regression Coefficients in Multiple Regression

Similar to simple regression analysis, in multiple-regression analysis, we are interested in testing whether 
each of the multiple regression coefficients (Bi) is statistically significant. A t-test can be used to test 
whether or not the associated population parameter of each of the multiple regression coefficients, 
which is adjusted (controlled) for all the other independent (predictor) variables in the regression model, 
is equal to zero (H0: Bi = 0). For example, the regression model with two independent variables (e.g., 
organizational climate and leadership style), the value of the regression coefficient for organizational 
climate variable is controlled (or held constant) for the leadership style variable. The t-statistic is com-
puted by dividing each of the multiple estimated regression coefficients, bi, by the standard error (S.E.) 
of the estimated regression coefficient, bi. The formula for testing each of the regression coefficients is 
represented as follows:

t = bi/S.E.(bi) (11)

With a large sample size such as a sample size of 100 or more, a t-test value of 2.0 or greater for any 
of the regression coefficients in the regression model is statistically significant at a significance level 
of .05. This significant result leads to rejecting the null hypothesis of the specific regression coefficient 
(H0: Bi = 0), which is adjusted (controlled) for the other variables included in the regression model. In 
multiple regression analysis, a significant regression coefficient indicates that the particular independent 
(predictor) variable has an effect on the dependent (outcome) variable controlling for the effects of the 
other predictors in the regression model.
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Omnibus F-statistic tests can also be used to test the collective multiple regression coefficients in 
the regression model. It tests whether or not all of the regression coefficients, Bi for all of the variables 
in the regression model are simultaneously equal to zero (H0: B1 = B2 = …. = 0)

Predictive Multiple Linear Regression Model

As in simple linear regression, predictive regression models are used to (a) predict the values of the 
dependent variable given known values of the independent (predictor) variables, and (b) evaluate the 
degree of accuracy in prediction of the unknown numerical values of a dependent variable from mul-
tiple known numerical values of the multiple independent variables (George & Mallery, 2010; Kalaian 
& Kasim, 2016). In multiple linear regression, the predicted value (Ŷ) of the dependent variable (Y) is 
represented as follows:

Ŷi = a + b1 Xi1 + b2 Xi2 + ……. + bk Xik (12)

Where, “a” is the estimated intercept of the population parameter, α; and b1, b2, …, bk are the esti-
mated regression coefficients of the regression coefficient parameters, B1, B2, …, Bk for the independent 
variables Xi1, Xi2, …, Xik respectively.

As in simple regression, the accuracy of the predicted values of any Y value can be found by subtract-
ing the predicted value of the dependent variable (Ŷ) from its corresponding original numerical value 
of the dependent variable (Y). This difference is called the error of prediction (Ye) and represented as

Ye = Y – Ŷ  (13)

Evaluating the Adequacy of the Fitted Regression Model

Once the regression model is specified and built, it is necessary to evaluate the goodness of fit of the 
model and test the statistical significance of the estimated regression parameters (Kalaian and Kasim, 
2015). As it is presented earlier, a t-test is used to test each of the individual parameters of the regression 
model (the intercept and each of the multiple slopes). F-statistic tests whether or not all of the regression 
coefficients, Bi for all of the variables in the regression model are simultaneously equal to zero (H0: B1 
= B2 = …. = 0). The t-tests and the F-tests are the initial statistical tests for assessing the significance 
of each of the individual independent (predictor) variables. Beta weights (standardized regression coef-
ficients) are also used as the initial statistical tests to examine the contribution of each individual inde-
pendent (predictor) variable to the regression equation. These initial significance tests and contribution 
assessments are often followed by examining the overall fit of the regression model to the quantitative 
data with two or more independent (predictor) variables.

The key goals of model fitting in multiple-regression is to examine: (a) The overall contribution 
of all the independent variables in the regression model; and (b) The differential contribution of each 
independent variable to the overall fit of the best multiple regression model, while accounting for the 
contributions of the remaining independent variables in the regression equation. One such measure to 
examine the overall model fitting and the differential contribution of each of the individual independent 
variable to the regression model is the coefficient of determination, R2.
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R2 is a descriptive measure of goodness-of-fit. It is a measure of the proportion of the total vari-
ance in the dependent variable (Y) that is accounted for and explained by the linear combination of the 
independent (predictor) variables in the regression model. The unexplained variance in the dependent 
variable is assumed to result from other independent variables not included in the model or from ran-
dom error. R2 represents the squared correlation between the actual values of the dependent variable 
(Y) and its predicted values (Ŷ) obtained from the fitted regression equation. Its numeric value ranges 
from 0 to 1.0 and the closer R2 statistic is to the value 1.0, the better the fit of the estimated regression 
line to the data with multiple independent (predictor) variables (Kalaian & Kasim, 2016). A high value 
of R2 indicates that the specified regression model with multiple (two or more) independent variables 
explains the variation in the dependent (outcome) variable well, suggesting that the regression model 
can be used for predictive purposes.

Product Measure is one of the available methods to determine the contributions of each of the in-
dependent variables to the regression model. It is calculated by multiplying the independent variable’s 
slope by its correlation coefficient with the dependent variable holding the other independent variables 
in the multiple regression model constants. Therefore, the product measure partitions the R2 across the 
independent variables in the regression model and its sum equals R2 (Nathans, Oswald, & Nimon, K., 
2012; Pratt, 1987; Tonidandel & LeBreton, 2011).

CONCLUSION

Since the regression analysis methods, which are predictive analytics tools, cover a wide-range of basic 
and advanced regression analytical techniques, all the different regression methods (e.g., simple linear 
regression, multiple linear regression, polynomial regression, nonlinear regression, logistic regression, 
structural equation modeling, and multilevel regression) are impossible to be covered in detail in a single 
chapter. Therefore, this chapter focuses on covering only the simple linear regression and multiple linear 
regression methods, which are the most important and commonly used as predictive analytics tools by 
data analysts and researchers across a wide spectrum of disciplines and fields of study.

The main purpose of this chapter has been to present a conceptual and practical overview of some of 
the widely used regression analysis methods for analyzing quantitative data sets including Big Data sets. 
These regression analytical methods can be used by data analysts and researchers to accurately analyze 
their quantitative data to explore the relationships in the data and make accurate and valid predictions 
of future organizational productivity and performance (Kalaian & Kasim, in press). The conceptual 
overview also provides students, researchers, and analysts in various disciplines and fields of study with 
the skills necessary to interpret the scientific reports that employed simple- and multiple- regression 
analysis methods.

It is important to note that organizational researchers and data analysts should be informed that the 
greatest challenge in using regression analysis methods is not simply having the right software and the 
knowledge of the analytical methodology, but also making sure that the numerical data in the Big Data 
set is:

1.  Error-free from outliers and data-entry errors, and
2.  Meets the assumptions of the regression analysis methods.
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Despite the overview of each of the simple- and multiple- linear regression analysis methods for 
analyzing quantitative data, it is important to note that these methods can be expanded to include more 
information about these linear regression methods such as “residual analysis” and the analytical software 
that can be used to analyze the data. Thus, the reader is recommended to use other statistical textbooks 
(e.g., Carlberg, 2013; Field, 2009; Tabachnick & Fidell, 2012) to seek additional advanced information 
about regression analysis such as residual analysis and how to use computer software packages (e.g., 
Excel, Minitab, SPSS, R, or SAS) to analyze quantitative data sets including Big Data sets and interpret 
the results of the linear regression analysis.
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Errors (ei): ei is the error or residual of the regression equation and represents the amount by which 
the observed value of the dependent variable (Yi) deviates from its predicted value (Ŷi) for individual 
(case), i, in the estimated simple regression model.

Multiple Linear Regression: Multiple linear regression analysis is a predictive analytic method for 
explaining, analyzing and modeling the linear relationships between a quantitative dependent variable 
and two or more quantitative independent variables in the existing structured data set in efforts to build 
predictive models for making future predictions of organizational productivity and performance.

Organizational Performance: Organizational performance is a multidimensional construct that 
includes both financial and non-financial performance indicators that measure organizational outcomes 
for achieving organizational strategic and operational goals and objectives.

Predictive Analytics: Predictive analytics and modeling are statistical and analytical tools that 
explore and capture the hidden complex relationships and underlying patterns among the quantitative 
variables in the existing structured data in efforts to predict the future organizational outcomes such as 
productivity and performance.

R2: Coefficient of Determination (R2) is a measure of the proportion of the total variance in the de-
pendent variable (Y) that is accounted for and explained by the linear combination of the independent 
(predictor) variables in the fitted regression model.

Regression Coefficient: A regression coefficient (B) represents the slope of the regression line, 
which is the amount of change in the dependent (outcome) variable (Y) for one unit change (e.g., one 
point, one year, one dollar) in the independent (predictor) variable (X).

Simple Linear Regression: Simple linear regression analysis is the simplest predictive analytics 
technique for explaining and modeling the linear relationship between a quantitative dependent vari-
able and a single quantitative independent variable in a data set in efforts to build predictive models for 
making predictions of future organizational productivity and performance.
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ABSTRACT

Performance models are well established in the literature. More specifically, student performance has 
been of growing concern at all levels. To confront the challenges, researchers have collected data, 
monitored performance criterion, developed quantitative models, and analyzed patterns to formulate 
theories and adaptive measures. At the university level, many students’ performance deficiencies are 
keenly noticed and actualized for a variety of reasons. Some reasons may include transition from a 
home-reporting educational environment to an autonomous setting; lack of a friendly support system; 
or a host of behavioral circumstances which exacerbate latent academic deficits. One such technique 
for reviewing student performance can be employed and analyzed using absorbing Markov chains. The 
use of Markov Chains can provide quantitative information such the characterization potential delays 
(latency points) within and throughout the system, prediction of probabilistic metrics which define 
transitions between each stage of a defined state, and adaptability options for enrollment outcomes for 
use by school administrators. Furthermore, Markov chains can be employed to determine the impact on 
system resources such as limitations in faculty schedules, classroom assignments, and technology avail-
ability. Managers, administrators and advisors may find this information useful when notified of such 
limitations. This paper is of value to a broad audience such as researchers, managers, and administra-
tors since it augments standard approaches of the Markov model. The blend of stochastic mathematics, 
applications of stochastic methods and retention theory, as well as the inclusion of adaptive sensitivity 
analysis are effective performance measures. Therefore, applications in Markov chains and subsequent 
forecasting models are of contemporary values in educational performance. Each of these concepts and 
methods contribute to a broader consideration of Markov properties in a branch of mathematics known 
as Markov Decision Processes (MDP). These types of processes allow researchers the ability to adjust 
parameters based on rewards, sets of actions, and discount factors. The cases outlined in this paper may 
be helpful when considering reductions in recidivism rates, improving policies to diminish recidivism, 
and increasing enrollment options using Markov analysis.

Student Retention Performance 
Using Absorbing Markov Chains

Dennis M. Crossen
La Salle University, USA
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INTRODUCTION

Performance models are conceptual constructions used to describe simple or complex systems using 
mathematical methods. These models are a corresponding form of a conceptual or originating abstraction 
which serve to simplify understanding or provision for differing viewpoints under study. Developing 
such models are cognitive activities (Lee & Wagenmakers, 2014) which are of practical consideration in 
many branches of science and research. Moreover, modeling can be realized using computer programs, 
drawings, physical structures, or structural formulations. Conceptual models are commonly applied in 
wide varieties of scientific research and are beneficial toward understanding the framework for adapta-
tions for improving performance.

In geology, for example, laboratory and field observations are assembled in order to develop idealized 
performance models. Assembling a proper blend of variables can form the basis for understanding a 
phenomenon, ascertaining recurring patterns of behavior, or highlighting existing theories (Wolf, 1976). 
In the field of digital forensics, cloud deployment models have been used to differentiate public and 
private cloud activity to alter data collection processes, adapt identification protocols, and analyze results 
to determine potential criminal activities (Martini & Choo, 2012). These research efforts are assisting 
law enforcement agencies in their struggles to understand cyber-crime using ever-improving data mining 
strategies. Conceptual models are also used in Lean Six Sigma deployment. Hilton (2012) proposed a 
conceptual model which attempts to ascertain a relationship between technical and interpersonal skills, 
levels of influence in the organization, and organizational competencies (amongst others). In all cases, 
these models are designed to quantify phenomenon so that planned adaption or understanding is realized 
in order to improve performance.

Developing a conceptual model is typically one of the first initiatives of planned research activities. 
A researcher bears the responsibly for defining the most important characteristics and variables to be 
used in the study (Wolf, pp.14-15). In doing so, mathematical models are used to frame conditions such 
as behavior, interrelationships, and patterns. It is not surprising that mathematical models are used in 
research since the language of mathematics extends beyond culture and linguistics. This paper provides 
analysis of student retention conditions using absorbing Markov chains. This technique is used in an 
effort to understand the performance characteristics of students in a university environment. Two cases 
are proposed that ascertain useful statistics for:

1.  Decreased recidivism of existing freshman; and
2.  Increased enrollment of incoming freshman.

Organization of this Chapter

This paper provides analysis of performance metrics as they relate to:

1.  Stochastic processes, discrete mathematical structures, and Markov models;
2.  Student retention models; and
3.  Forecasting metrics.
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Two cases are outlined (decreased recidivism and increased enrollment). Concluding results are provided 
at the end of the paper which include long-term probabilities, expectation times at each classification, 
and time to absorption based on the implementation of absorbing Markov chains in a university setting.

MATHEMATICAL MODELS

The intrinsic relationships of a mathematical model are actualized using variables, parameters, and 
matrices (amongst other tools). Variables typically represents a value or number that can be used in 
other mathematical expressions or forms. For example, the equation of a line (y mx b= + ) contains 
prediction, slope, observation, and intercept values, respectively. Each of these values relay certain in-
formation to a researcher such as rate of change over time and a baseline value when evaluated time at 
inception (that is, at zero time). Mathematical modeling can also use matrices and vectors to effec-
tively determine solutions to complex problems. In fact, matrices are one of several methodologies used 
in solving Markov Chain type problems (Puterman, 2014; Nicholls, 2007; Al-Awadhi & Konsowa, 2007). 
Such problem determinations will be the focus of the direct application of absorbing Markov chains in 
this paper. In doing so, the framework of the conceptual and theoretical model will build a bridge to the 
realistic problems of student retention for decision making studies in management science.

Modeling, as it is used under the scientific method and management science, is expected to assist in 
the process of identifying issues in a real world environment compared with those on a conceptual world 
(Bair, 2012; Dym & Ivey, 1980). In a practical sense, problem identification and system experimental 
requirements utilize data to develop theoretical systems of equations. These mathematical equations are 
assembled using a particular series of simplistic or complex methods. The conduit between real world 
phenomena and conceptual predictive models provide an adaptive capability that is useful in research.

As shown in Figure 1, conceptual observations can form analytic models to establish predictions 
under a conceptual rubric. These models can be formed using the language of mathematics including 
linear equations and simulation strategies. In a more complex model, an iterative loop can be established 
which link phenomena with subsequent analysis having predictive feedback. Such models will not be 
considered in this paper.

Figure 1. Elementary scientific method
Adapted from Dym and Ivey (1980)
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Stochastic Processes

A collection of random variables X t t( ) ≥{ }, 0 , as defined on a probability space, is called a stochastic 

process. This process is a function of two arguments: X t t Tω ω, , ,( ) ∈ ∈Ω . The symbolsω ∈ Ω,T
correspond to any real-valued function, parameter space, and time parameter, respectively. Stochastic 
processes are quite flexible in application as more than one stochastic process can be created for one 
probability space (Bhat & Miller, 1972; Papoulis, 1991). This resilience is one of the major reasons for 
the popularity of applications of this principle.

Regarding classifications of stochastic processes, consider the parameter space T t T: ∈ which can 
denote time, length, distance, or any other measurable quantity. For a family of random variables
X t t T., ,( ) ∈ , a parameter space T is said to have three classifications:

1.  Finite;
2.  Countably infinite; and
3.  Un-countably many (Puterman, 2014).

The first classification is the focus of this study, as it is applicable to the study of discrete-time Markov 
Chains. Other classifications will not be discussed.

To illustrate an example of this process, consider a two-dimensional random process
X t x t x t( ) = ( ) ( )



1 2

, . We can denote x t
1 ( )and x t

2 ( ) as two separate functions for determining the 

maximum temperature and minimum temperature at a specific location, respectively. This type of prob-
lem is similar to a linear optimization scenario. It also shows compatibility for other linear systems 
(linear regression, linear programming, and Markov Chains). This type of analysis can be expanded to 
include a broader sequence of functions where an n-dimensional array of random processes are required. 
Such a mathematical solution can be modeled as a series of functions:X t x t x t x t

n( ) = ( ) ( ) ( )



1 2

, , ..., . 

This sequence of events can proceed as long as it meets the criterion.
Figure 2 shows the major delineates of the two major classifications of stochastic processes. The 

discrete-time stochastic process measures a sequence of integer states while the continuous-time sto-
chastic process tracks the trajectory of real-valued functions.

To reiterate, the scope of this research is solely restricted to discrete-time random variables and 
discrete-time stochastic processes. Real-valued or continuous time applications implies that the trajectory 

Figure 2. Stochastic process classifications
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or path of a process has an infinite number of solutions. The research I am offering relates to countable 
events within a confined parameter space; therefore, continuous time processes will not be discussed in 
detail. I provide this information here only as a matter of clarity and differentiation.

Discrete Models

A stochastic process is a random variable that change its value randomly over time. The simplest type of 
stochastic process is a Markov process. More specifically, the focus of this research relates to discrete-
time Markov processes where a countable set of states are defined in a stochastic environment using 
several properties which will be further analyzed and discussed.

Consider the following stochastic process: X t T
t
: ∈{ }  where “t” is an element of a larger sample 

space (T) and the process is characterized by a conditional probability that is dependent on the prior 
state alone (Bolch, Greiner, de Meer & Trivedi, 1998):

 X x X x X x X x X x X
t n t n t n t t n tn n n n n+ − +
< = = =( ) = < =+ − +1 1 0 11 1 0 1

| , , ... | xx
n( )  

Notice that all of the discrete states in the historical past are reduced to only to previous state. This 
is what characterizes the Markov state. Additionally, this process chain is considered a special case of 
the discrete-time stochastic process known as a Markov chain. A Markov chain is a stochastic process 
in which only the most recent point in the trajectory affects the next state alone (Haslett & Hayes, 1998). 
The expressionX

t+1  depends only upon X
t
 (the present state) but not on the past statesX X X

t−1 1 0
, ... , . 

In other words, the next state is “conditioned” on the current state. This is an important aspect of discrete-
time Markov chains (Freedman, 1971). Additional properties and analyses of Markov Chains will be 
discussed in a subsequent section of this paper.

Illustrating the concepts of conditional probabilities relative to the state space and parameters as a 
sequence of time change, Figure 3 shows three states (s s s

0 1 2
, , ) over four time periods (T T T T

0 1 2 3
, , , ). 

Assuming that the process begins at the initial time slot (T
0

) and the process initializes at state 0 (s
0
), 

the state parameter migrates from state 0 to state 1 at time slot 1 (T
1
). While in time slot 1, there are 

three possible conditions atT
1
. From this time slot, the state path can proceed to statess

0
, s

1
, or s

2
. The 

mathematical expressions for these “conditional” probabilities are noted in Figure 3. As an example, the 

Figure 3. State-to-state transitions over time
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particle that finally arrives at state s
2
 at time T

2
 in the future, is “conditionally” dependent on 

T s T s
0 0 1 1
= = and  occurring. The other probabilities follow a similar pattern.
This type of analysis and formulation is typical in any higher level textbooks on probability and sta-

tistics. An important distinction in referencing must be made when analyzes time dependent problems. 
That is, notations vary from source to source; therefore, it is incumbent on the researcher to define past, 
present, and future notations as these are the sequence of events that determine the process migration 
from state to state and from time slot to time slot.

To illustrate, consider a stochastic processX
t
when time = t, depends on the prior time period (t-1) 

and not earlier sequences (X X X
t t− −2 3 0

, , ... ). The conditional probabilities of such a sequence can be 
formulated according to:

 X X X X
t t t
| , , ...

- -1 2 0

entire history of process
� ������� �������� � ���� ����












⇔






− X X

t t
|

1

single-step






 

This mathematical formulation states that there is an equivalency between the conditional probabilities 
of an entire (historical) sequence of events (left side) and the single-step conditional probabilities with no 
consideration to items beyond the prior state. In other words, the memory from state to state is restricted 
to the previous time period alone. The entire history of the process (aside from the prior state process) 
has no contribution to the probable outcome. This is the memoryless property for Markov chains which 
will be utilized in subsequent sections of this paper.

Applying the Stochastic Model

A stochastic model can be analyzed in many ways. Stochastic models utilize random variables, prior 
probabilities from data, conditional probabilities, and joint probabilities. Stochastic models are also 
utilized when Bayesian inference is required in a study. These types of inferences use mathematical for-
mation which revise the existing probabilities. Bayesian analysis is not within the scope of this research 
paper; however, it is important to note that the use of stochastic modelling is prevalent in many areas 
of scientific research. Regarding the current study, I wish to illustrate the use of a stochastic model as 
it relates to the applications of random variables and probabilities in the healthcare sector. The intent 
is to demonstrate how the previous discussions can be used in an aggregate framework relative to the 
decision making environment.

If we consider two random discrete (binary) variables, that is - having two states of existence, we can 
express the results using a stochastic process having a binomial distribution (two-states). For example, 
a two-state binary condition can be as simple as a switch turning on or off, an elevator going up or down, 
or whether a child is a boy or a girl. To illustrate the example, consider that the probability of a person 
having a rare disease is 3%. Moreover, it is shown that the probability that test results are positive, if the 
disease is present, turns out to be 90%. It has also been observed that if the patient does not have the 
disease, the probability that the test will yield a positive result is 2%. These phrases can be expressed 
mathematically, respectively as: P D P T D P T D( ) = ( ) = ( ) =0 3 0 9 0 02. ; | . ; | . .



299

Student Retention Performance Using Absorbing Markov Chains
 

The legend for the variables in this case are represented as D to indicate that the disease is present 
and T to represent that the test is positive. Assigning formal names to variables is a matter of preference 
and can be considered an arbitrary exercise. This is why it is imperative for a research to provide a leg-
end of all variables so that there is alignment with the remaining analysis of the research. It is also im-
perative that the researcher understand the basic rules of probability. For instance, knowing the D rep-
resent that the “disease is present”; the notation for the “disease is not present” must be D  (sometimes 
referred as “D-not”). Moreover, because the sum of all simple probabilities must equal one, the follow-
ing expression must hold true:

P D P D P D( ) = ∴ ( ) = ( )− =0 3 0 3 0 7. . .  

Regarding the formulation of conditional probabilities, the information in the problem leads us to 
outline:P T D| .( ) = 0 90  andP T D| .( ) = 0 02 . These equations indicate that the probability of having 
a positive test result. The first equation is conditioned on the disease actually being present while the 
second equation is when the disease is not present. Again, these conditions are derived from patient 
observations from the past. Also, knowing that the sum of two conditional probabilities using random 
variables must equate to one, we therefore can calculate 1 0 10− ( ) = ( ) =P T D P T D| | . and

1 0 98− ( ) = ( ) =P T D P T D| | . . This proof can be summarized using:P T D P T D| |( )+ ( ) = 1  

andP T D P T D| |( )+ ( ) = 1 . This pattern of analysis and sequencing of methodologies are consistent 
with well-established practices in the literature (Aczel & Sounderpandian, 2009; Berenson, Levine, 
Szabat & Krehbiel, 2012).

Completing all calculations for this stochastic problem, we must find the joint probabilities and 
marginal probabilities. Joint probabilities are outcomes of values that occur when two discrete random 
variables are common within a state space (Papoulis, 1991). The generic relationship between two dis-
crete random variables and other probability conditions isP Y P X Y P YX, |( ) = ( ) ( ) . For this par-
ticular applications of the principle, the joint probabilities are calculated to be:

P T D P T D P D, | . . .( ) = ( ) ( ) = ( )( ) =0 9 0 03 0 027 ; and 

P T D P T D P D, | . . .( ) = ( ) ( ) = ( )( ) =0 2 0 97 0 0194 ; and 

P T D P T D P D, | . . .( ) = ( ) ( ) = ( )( ) =0 1 0 03 0 003 ; and 

P T D P T D P D, | . . .( ) = ( ) ( ) = ( )( ) =0 98 0 97 0 9506 . 

Finally, the marginal probabilities are calculated using the sum of all possible combinations of joint 
probabilities: P D d

all

T t, .= =( ) =∑ 1 0 , thereby deriving the following results:
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P T P d P T D P T D
i

Ti

( ) = ( ) = ( )+ ( ) = + =∑ , , . . .0 027 0 0194 0 0464 ; 

P T P d P T D P T D
i

Ti

( ) = ( ) = ( )+ ( ) = + =∑ , , . . .0 003 0 9506 0 9536 ; 

P T P T P T
j( ) = ( )+ ( )



 = + =∑ ∑ 0 0464 0 9536 1 0. . .  

It should be noted that the prior probabilities were calculated using a history of results that were 
observed and summarized by a researcher. The stochastic process utilized in this sequence of events 
were made possible by summarizing simple probabilities based on a single value that was averaged over 
time. This type of process is used to determine stochastic likelihoods and evidence in order to progress 
toward “a posterior” analysis (which is beyond the scope of the study). This procedure can be used; 
however, to model causality for future stochastic research. The next section will eliminate the need for 
summary aggregate of data since the “memoryless” property of a stochastic model will discussed used 
in a Markov chain.

Markov Models

Markov models employ stochastic processes that utilize random input variables in order to ascertain future 
forecasts based on current conditions. The memoryless property is a salient characteristic of Markov 
modelling since large tracts of historical data are unnecessary to perform substantive analysis (Puterman, 
2014; Kleinrock, 1975; Norris, 1997). This provides enhanced flexibility in implementation of principles.

As previously outlined, the theoretical framework for a discrete-time stochastic process has significant 
support in the literature. More specifically, finite discrete-time Markov chains are paths of a trajectory 
of probabilities that adhere to an assembled number of finite states (Puterman, 2014). Two states of 
interest are transient states and recurrent states.

Transient states define a set of classifications which indicate that the path from state to state is 
ephemeral. A state is transient if the particular state can be quantifiable, that is, the transient state ser-
vices the transportation flow of information from one state to another. Mathematically, this is written 
asP t <∞{ }< 1 . Notice that the probability of the state-time is less than an infinitive period. In addi-
tion, the probability event must be less than 1 to account for the law of total probability. Since the in-
equality shows a “less-than” symbol, other states must be traversed in order to complete the cycle; 
thereby, necessitating the “less-than” inequality.

A recurrent state is defined as a state whose activities must return at some point (as the name implies). 
This guarantee of a return event assures that the law of total probability will be fulfilled (P t <∞{ } = 1 ). 
In a practical sense, although the recurrent nature of the state is assured under some probabilistic value, 
the actual time of return could be very, very long. More precisely, the design of the system dictates 
whether the state is recurrent or not.
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Markov Property

Earlier discussions of the memoryless property of Markov chains have been analyzed throughout this 
study. The details of this property requires additional mathematical rigor, analysis, and visualization to 
proceed. In doing so, an integrated discussion for how discrete random variables and the conditional 
probabilities interrelate to form a progressive chain of activities is offered.

Consider a sequence of discrete random variables: X X X
0 1 2
, , , ...{ } . This sequence forms the basis 

for a Markov chain if the random variables satisfy the memoryless characteristic of the Markov prop-
erty. Recall that an historical probability sequence of random variables become a conditional probabil-
ity equation using two time periods. In some of the literature, equations refer to the current and immedi-
ate (next) period; while others model events as last event and current event. What is to be learned from 
this activity is that the Markov property only relies on two time steps. The referencing is arbitrary. Ac-
cording to Haslett & Hayes (1998), this sequence becomes:

 X s X s X s X s X s X s X s
t t t t t t t t t t+ − − − − += = = = =( ) = = =δ δ| , , , ... |

1 1 2 2 0 0 (( )  

Notice that the entire history on the conditional side (left-side) of the equation has been reduced to 
only a single step event (right-side). Moreover, in order to satisfy the conditions that Markov chains can 
be designed at any arbitrary time slot and across an entire suite of state parameters, the following con-
straints hold true: ∀ = ∀ =t states s s s s s

t
1 2 3

0 1
, , , ... & , , , . Further illustrating the distribution of the 

next state, the equation can be reduced to its simplest form:

 X s X
t

X

t t

X
t t

+ = =

+

1

1

distribution
of 

depends on
� ���� ���� � ��� �

| s
���

, s , s ,... sX X X
t t t t− − − −= = =













1 1 2 2 0 0
 

This reduction shows that the probability distribution is simply the distribution of X
t+1 conditioned 

onX
t
. In other words, the random variable takes on the characteristics of the next step (X

t+1 ) given the 
prior step (X

t
). Recall from a previous visual that the probabilities were conditioned based on several 

steps. The Markov property has simplified that condition. Figure 4 is a modification of that process with 
only the next state (T

2
) conditioned on the present state (T

1
). As referenced earlier, the current state 

(shown by a dashed-line) is arbitrarily chosen. Analysis of a Markov chain can begin at any point which 
the research deems of value.

Finite Markov Chains

To further the understanding for how the aforementioned mathematics and the Markov properties are 
integrated, an illustration is provided using a state-transition diagram (Figure 5). States are denoted us-
ing a series of random variables, A, B, and C. Each circle represents a single state. I have provided 
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several arbitrary values to illustrate. For example, the circles contain the letters A, B, and C which rep-
resent the random variables. The corresponding states can be assumed to be s s sa b c, , . The values on (or 
near) each arrow are the transition probabilities for each combination of possible movements between 
each state in a single step. The direction of each arrow is related to the trajectory flow.

Using the illustration of Figure 5, state-A is associated with five arrows. The top arrow represent the 
probability of migrating from state-A to state-B. That probability is 0.4. Subsequently, the probability 
from state-A to state-C is 0.3; state-C to state-B is 0.1, and so on. Of particular interest are the arrows 
that return back to the same states. These are the recurrent states discussed earlier. For example, there 
is a probability of 0.3 that state-A will remain in state-A. Similarly, state-C will remain in state-C 10% 
of the time. Notice that the sum of all activity of a state must equal 1. For state-B, 80% of the activity 
leaves the node (0.5 + 0.3) to other states while the remaining 20% is recurring within the same state. 
This again follows the rule of total probability where activities summing to 100% are mandated.

Figure 4. State-to-state transition (memoryless)

Figure 5. State transition diagram
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In mathematical terms, this visual activity is alternatively modeled using matrix algebra. The use of 
matrix algebra allows us to segregate the state conditions into various categories in order to determine 
probabilistic expectation and other parameters of interest (Caswell, 2013). This analysis cannot be easily 
obtained using a diagram. For example, using the information from Figure 5, a single-step probability 
transition matrix can be formed (Figure 6).

The present state and future state configurations are arbitrarily chosen. In many instances, the left-
hand side of the matrix is the present state while the top end of the matrix is the future state. Using this 
convention, it is shown that the probability to move from state-A to state-B is 0.4. Correspondingly, the 
probability of state-C remaining in its current state is 0.1. Also, take note that the sum of all rows in the 
matrix must abide by the law of total probability and sum to a value of 1. In other words, s

i j
i j

,
,
∑ , and 

is calculated below:

s

s

s

a

b

c

∑
∑
∑

= + + =
= + + =
= + + =

0 3 0 4 0 3 1

0 3 0 2 0 5 1

0 8 0 1 0 1 1

. . .

. . .

. . .

 

The process of modeling a Markov chains can begin using a transition diagram, probability matrix, or 
whatever means are convenient to the researcher. The information is consistent and holistic in all forms.

There is another conditional state in the study of Markov chains which is important to this study. A 
discrete-time absorbing Markov state is one in which it is impossible to leave the state once it is entered. 
In other words, the probability that a state, conditioned on itself, cannot be zero (P s s|( )> 0 ) and the 

probability of returning to another state or becoming a recurrent state is zero:P j s j s|( ) = ≠0 or  
(Puterman, 2014; Kleinrock, 1975; Norris, 1997).

To visualize the concept of an absorbing state, I’ve revised several probabilities in the illustration 
(Figure 7). The figure depicts a Markov absorbing state scenario. The only means to enter state-C is 
through state-B. The probability of entering state-C through state-B is 0.5. Once state-C is entered, the 
probability of traversing to another state is zero since no directional arrow leaves the state. Moreover, 

Figure 6. Single step probability matrix
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the seemingly recurring activity becomes an absorbing state since the probability of remaining in-state 
is 100%; therefore, there is no exit capability once the state is entered. As noted earlier, the state has zero 
probability of progression:P j s|( ) = 0 . This particular Markov property is useful in the analysis of 
customer, employee, and student retention problems (Igboanugo & Edokpia, 2014; Nyandwaki, Akelo, 
Samson & Fredrick, 2015; Al-Awadhi & Konsowa, 2007; Bessent & Bessent, 1980; Nicholls, 2008; 
Rahim, Ibrahim & Adnan, 2013; Rahim, 2015; Chen & Barnett, 2000; Kovačić, 2012). This will be the 
focus for the remainder of the paper.

Al-Awadhi & Konsowa (2007) meticulously designed a model that demonstrates the use of student 
flows within an academic setting. These results and associated analyses can be applied to many ap-
plications in industry and management science including those related to the “up and out” policies of 
consulting firms, performance in multinational organizations, organizational skill stagnation, or process 
policies that may be less applicable in a technology driven organization.

The process model for the analysis includes data acquisition, framing state transitions, and perform-
ing the mathematical analyses with the intent an objective of offering meaningful results (Al-Awadhi 
& Konsowa, 2007; Ekhosuehi & Osagiede, 2012; Ekhosuehi & Osagiede, 2013). Data can be acquired 
using a number of methods. Some options include acquisition from public records, administering a 
survey, or from archived records. Data can also be simulated in order to provide a suite of options for 
adaptive application. Moreover, data can be assembled and formulated from raw data counts, where the 
relative frequencies in each category can be calculated into probabilities.

In the Awadhi & Konsowa (2007) study, a random sample of 250 students were selected over a multi-
year period to be used in the research project. Eight Markov states were selected as part of the design. 
States included freshman (F ), sophomore (S

o
), junior (J

R
), and senior (S

R
) status. Also, non-registered 

Figure 7. Absorbing state transition diagram
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(NR ), graduated (G ), drop-out (O ), and transfer (T ) student counts were provisioned. Using the data 
from 250 students, 1,237 state changes were recorded. The time period changes were by semester. The 
frequency matrix (Figure 8.) shows the recorded transition counts (per student).

As discussed and analyzed earlier, this matrix shows that 380 freshman remained as freshman during 
the next semester; 59 juniors were promoted to seniors; and 40 seniors graduated. Notice that the model 
has three absorbing states: graduated, dropped-out, or transferred. Once a student graduates, they do not 
return to the system under the same academic program or plan. The same condition holds for transfer 
and drop-out students. Interestingly, global dropout rates can be significant (Mustafa, Chowdhury & 
Kamal, 2012).

The next phase of the process is to convert the student counts to relative frequencies. The conversion 
process is necessary in order to structure the transition count matrix analysis into a probability transition 
matrix. This matrix is what is used for additional analysis using Markov chains. Converting student 
counts to relative frequencies are simplistic. For example, the individual values in each row is divided 
by the total row count. For the freshman to freshman probability, 380 is divided into 605 which yields: 
380 605 0 628= . . This value represents the probability that a freshman repeats the freshman year. 
Subsequently, 23.8% of freshman are promoted to the sophomore year.

To clarify the potential for using Markov chains, numerous insights, analyses, and metrics can be 
acquired from Figure 9. Notice again that the sum of each row-state equates to 100% so that the law 
of total probability remains validated and intact. Also notice in figure-9, that incoming freshman had 
62.8% probability of remaining a freshman; there is a 5% probability of not registering for classes, 
there is 5.6% probability of dropping out of school, and there is a 23.8% probability to advance to the 
next state (sophomore). Also notice that senior students had a significantly high failure rate (72.7%). 
Further analysis shows that 57.8% of students (31.1 + 13.3 + 8.9 + 4.4) come back into the system after 
a period of non-registration, 20% of students remain non-registered, and 20% of the students drop out 
before completing the program.

Figure 8. Frequency matrix
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RETENTION MODELS

This section describes and defines a Markov retention model that encompasses six Markov states; four 
transient and two absorbing states. Probabilities are associated with each states which are defined using 
an arbitrary set of relative frequencies. These frequencies are determined using standard provisions from 
customer/student counts. The categorization of each state are based on standard ranking provisions in a 
typical higher education setting. For example, freshman, sophomores, juniors, and seniors in college are 
typically assigned a ranking based on the number of credits they have completed. A typical categoriza-
tion may be defined as having a range of credit hours according to:

0 24

24 54

54 84

84 120

120

< <
≤ <
≤ <
≤ <
≤

F

So

J

Sr

G

;

 

This section provides details as to how students migrate through the system. Some metrics of inter-
est determine the length of stay in each state, the probabilities of being retained in each state, and the 
likelihood that a student will reach an absorbing state (graduation or drop out) within a certain period 
of time. The period of interest is outlined in years. The model considers six years in the system with a 
four year retention rate as the normative time to complete.

Preliminary Review

A Markov chain of this paper can be modeled as a visualization of inter-related states having probabilities 
associated with each relationship. The visualization of the states are defined using arrows and circles to 
show how the system emerges. This visual component of the Markov chain is known as a state transi-
tion diagram. Figure 10 shows the state transition diagram that will be used throughout this analysis.

Figure 9. Probability transition matrix
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Students are categorized into typical classification rankings (s
3
= freshman ; s

4
= sophomore ; 

s
5
= junior ; and s

6
= senior ) while the absorbing states are defined as graduation and drop-out (

s
1
= graduated ; s dropout

2
= ). The probabilities are arranged according to a canonical form of par-

titioned matrix:

P
S

R Q
=
















0
… … P

ergodic transient

S ergodic

R Q transient

=





















0  

The Q-matrix is concerned with processes for the state duration in the transient state. The R-matrix 
deals with transitions from transient states to ergodic states. An S-matrix is developed to ascertain the 
process after it has reached an ergodic state. For a Markov absorbing state, the S-matrix is known as the 
identity matrix (I) are is arranged as:

P
I

R Q
=
















0
. 

A typical outline for the partitioned is defined below:

P

s s s s s s

x x

x x

x x

x
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1 0 0 0 0 0

0 1 0 0 0 0







 

Figure 10. Markov state transition diagram
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This paper defines two cases of interest. Case 1 models a six year retention system. The first year 
(year-1) is the baseline scenario which assigns an arbitrary freshman recidivism rate of 10%. This means 
that 10% of students who are classified as a freshman in the first year will repeat as a freshman while 
their colleagues migrate during the subsequent year. That is, the remainder will be promoted to the next 
classification ranking (sophomore). During subsequent years (ex: year-2, year-3, etc.), the recidivism 
rate is reduced by 0.5%. In other words, the second year freshman repeat rate is reduced to 9.5%, the 
third year rate is 9.0, and so on. This process continues until year 6 when the freshman recidivism rate 
is reduced to 7.5%.

In addition, the analysis sequences each year using a multi-step process which ultimately corresponds 
to a long term projection. The n-step analysis is a typical methodology used in Markov analysis to show a 
change in probabilities within the system over a defined set of periods. The process ultimately reaches a 
steady-state series of probabilities which are used to model adaptive behaviors or allow decision makers 
the ability to provide adjustments to the input variables of the design. Long term metrics are developed 
and obtained with matrix algebra using an N-matrix and M-vector. The N-matrix determines the years 
within each classification while the M-vector determines the years in the system before reaching an ab-
sorbing state (gradation or drop out). The B-matrix is also developed which provides long-term statistics 
on probabilistic transition in graduation and drop-out absorbing states.

The case 2 scenario uses a baseline recidivism rate with increase enrollment. The arbitrary enroll-
ments are increased by 10%. Under this scenario, the raw counts of freshman entering the sophomore 
year was increase by 100 (n = 1100). For each state, a subsequent analysis was performed similarly to 
the process described earlier.

Lastly, several forecasting models will be used to consider several characteristics of the dataset. The 
outcomes of the Markov analysis will be described using a 3-period moving average to determine pos-
sible errors in the data alignment or regressed characteristic. A seasonality model using multiplicative 
decomposition will be considered to determine whether there is a pattern associated with the periodicity 
of the data. Also, the seasonality forecast model will consider the linearity of the ranked relationships.

Case 1: Freshman Remediation

As noted earlier, the student counts were chosen arbitrarily. In a real-world scenario, the data may be 
obtained from a university registrar or a generally available dataset from the research literature. Table 1 
shows the dataset of 1,000 students within three typical classification is college. Freshman, sophomore, 
juniors, and seniors total 1,000. To further illustrate, the source and destination of the state transitions 
occur from left to right with the left axis being the “from” state (origin) and the top axis being the “to” 
state (destination). For example, 100 freshman in the first year must repeat as a freshman while 800 
migrate to the sophomore state. Moreover, 100 freshman will drop out during the first year.

This data can be assembled in a transition probability matrix in canonical form as shown below.
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The N-matrix (Figure 11.) values represent the number of years (expected value) spent at each clas-
sification level prior to entering the subsequent state or an absorbing state.

On average, a freshman will spend 1.1111 years classified as a freshman prior to entering an absorbing 
state. Why? Perhaps they may have to repeat a class. A freshman may dropout before reaching junior year; 
therefore, indicating that the average time a junior is classified as 0.8837. Someone already classified 
as a junior will never go back as a sophomore, therefore, the probability is 0. A freshman will spend ap-
proximately 1.1111, 0.9877, 0.8837, and 0.8372 years classified as a freshman, sophomore, junior, and 
senior, respectively. Sophomores will spend 1.1111, 0.9942, and 0.9418 years classified as a sophomore, 
junior, and senior, respectively. A junior will spend approximately 1.0526 and 0.9972 years classified 
as a junior and senior, respectively. Seniors spend 1.0526 years prior to entering an absorbing state.

Table 1. Registration data (10.0% freshman return rate)

F So J Sr G D Total

F 100 800 0 0 0 100 1000

So 0 100 850 0 0 50 1000

J 0 0 500 900 0 50 1000

Sr 0 0 0 50 900 50 1000

G 0 0 0 0 0 0 0

D 0 0 0 0 0 0 0

Frequency Transitions (n = 1000)

Figure 11. N-matrix (year 1)
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The M-vector (Figure 12.) is the summation of the corresponding row values on the N-matrix. Each 
value corresponds to the absorption time for a state when reaching either the drop-out or graduation 
absorbing state. On average, freshman take 3.8196 years, sophomores take 3.0471 years, juniors take 
2.0499 years, and seniors take 1.0526 years to reach absorption.

The values in matrix-B represent the long-term probabilities of transitioning from a non-absorbing 
state into absorbing states. There is a 75.35% chance that a freshman will eventually reach graduation. 
Also, the probability of dropping out as a freshman is 0.2465. There is a higher probability that upper-
classmen will improve their chances of graduating (Figure 13).

For year 2, there is a decrease in freshman return rate. The baseline recidivism rate was initially 10% 
and now set to 9.5%. A 0.5% reduction is implemented year-over-year to correspond to a proactive pro-
cess of assisting incoming freshman toward successfully completing all requirements for the transition to 
sophomore year. The transition probability matrix shows the recidivism metric. Recall that the baseline 
recidivism rate was set at 10% and reduced by 0.5% year over year. In this instance, the recidivism rate 
is 9.5% (Figure 14).

Figure 12. M-matrix (year 1)

Figure 13. Long-term probabilities
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The N-matrix values represent the number of years (expected value) spent at each classification level 
prior to entering the subsequent state or an absorbing state. A freshman will spend approximately 1.1050, 
0.9883, 0.98843, and 0.8378 years classified as a freshman, sophomore, junior, and senior, respectively. 
Sophomores will spend 1.1111, 0.9942, and 0.9418 years classified as a sophomore, junior, and senior, 
respectively. A junior will spend approximately 1.0526 and 0.9972 years classified as a junior and senior, 
respectively. Seniors spend 1.0526 years prior to entering an absorbing state.

The M-vector represents the summation of the corresponding row values on the N-matrix. Each value 
corresponds to the absorption time for a state when reaching either the drop-out or graduation absorbing 
state. On average, freshman take 3.8154 years, sophomores take 3.0471 years, juniors take 2.0499 years, 
and seniors take 1.0526 years to reach absorption.

The values in matrix-B represent the long-term probabilities of transitioning from a non-absorbing 
state into absorbing states. There is a 75.35% chance that a freshman will eventually reach graduation. 
Also, the probability of dropping out as a freshman is 0.2465. There is a higher probability that upper-
classmen will improve their chances of graduating (Figure 15).

For year 3, the recidivism rate is now set to 9.0%. Recall that a 0.5% reduction is implemented 
year-over-year to correspond to a proactive process of assisting incoming freshman toward successfully 

Figure 14. Transition probability matrix (P-canonical)

Figure 15. Long-term probabilities
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completing all requirements for the transition to sophomore year. The transition probability matrix (in 
canonical form) is shown in Figure 16. The highlighted data (in red) shows the recidivism metric for 
this year. Recall that the baseline recidivism rate was set at 10% and reduced by 0.5% year over year. In 
this instance, the recidivism rate is 9.0%:

The N-matrix values represent the number of years (expected value) spent at each classification level 
prior to entering the subsequent state or an absorbing state. A freshman will spend approximately 1.0989, 
0.9890, 0.8849, and 0.8383 years classified as a freshman, sophomore, junior, and senior, respectively. 
Sophomores will spend 1.1111, 0.9942, and 0.9418 years classified as a sophomore, junior, and senior, 
respectively. A junior will spend approximately 1.0526 and 0.9972 years classified as a junior and senior, 
respectively. Seniors spend 1.0526 years prior to entering an absorbing state.

The M-vector is the summation of the corresponding row values on the N-matrix. Each value cor-
responds to the absorption time for a state when reaching either the drop-out or graduation absorbing 
state. On average, freshman take 3.8111 years, sophomores take 3.0471 years, juniors take 2.0499 years, 
and seniors take 1.0526 years to reach absorption.

The values in matrix-B represent the long-term probabilities of transitioning from a non-absorbing 
state into absorbing states. There is a 75.35% chance that a freshman will eventually reach graduation. 
Also, the probability of dropping out as a freshman is 0.2465. There is a higher probability that upper-
classmen will improve their chances of graduating (Figure 17).

The year 4 recidivism rate is now set to 8.5%. Recall that a 0.5% reduction is implemented year-
over-year to correspond to a proactive process of assisting incoming freshman toward successfully 
completing all requirements for the transition to sophomore year. The transition probability matrix (in 
canonical form) is shown in Figure 18. The highlighted data (in red) shows the recidivism metric for 
this year. Recall that the baseline recidivism rate was set at 10% and reduced by 0.5% year over year. In 
this instance, the recidivism rate is 8.5%:

The N-matrix values represent the number of years (expected value) spent at each classification level 
prior to entering the subsequent state or an absorbing state. A freshman will spend approximately 1.0929, 

Figure 16. Transition probability matrix (P-canonical) 
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0.9897, 0.8855, and 0.8389 years classified as a freshman, sophomore, junior, and senior, respectively. 
Sophomores will spend 1.1111, 0.9942, and 0.9418 years classified as a sophomore, junior, and senior, 
respectively. A junior will spend approximately 1.0526 and 0.9972 years classified as a junior and senior, 
respectively. Seniors spend 1.0526 years prior to entering an absorbing state.

The M-vector is the summation of the corresponding row values on the N-matrix. Each value cor-
responds to the absorption time for a state when reaching either the drop-out or graduation absorbing 
state. On average, freshman take 3.8070 years, sophomores take 3.0471 years, juniors take 2.0499 years, 
and seniors take 1.0526 years to reach absorption.

The values in matrix-B represent the long-term probabilities of transitioning from a non-absorbing 
state into absorbing states. There is a 75.35% chance that a freshman will eventually reach graduation. 
Also, the probability of dropping out as a freshman is 0.2465. There is a higher probability that upper-
classmen will improve their chances of graduating (Figure 19).

For year 5, the recidivism rate is now set to 8.0%. Recall that a 0.5% reduction is implemented 
year-over-year to correspond to a proactive process of assisting incoming freshman toward successfully 
completing all requirements for the transition to sophomore year. The transition probability matrix (in 
canonical form) is shown in Figure 20. The highlighted data (in red) shows the recidivism metric for 

Figure 17. Long-term probabilities

Figure 18. Transition probability matrix (P-canonical) 
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this year. Recall that the baseline recidivism rate was set at 10% and reduced by 0.5% year over year. In 
this instance, the recidivism rate is 8.0%:

The N-matrix values represent the number of years (expected value) spent at each classification level 
prior to entering the subsequent state or an absorbing state. A freshman will spend approximately 1.0870, 
0.9903, 0.8861, and 0.8395 years classified as a freshman, sophomore, junior, and senior, respectively. 
Sophomores will spend 1.1111, 0.9942, and 0.9418 years classified as a sophomore, junior, and senior, 
respectively. A junior will spend approximately 1.0526 and 0.9972 years classified as a junior and senior, 
respectively. Seniors spend 1.0526 years prior to entering an absorbing state.

The M-vector is the summation of the corresponding row values on the N-matrix. Each value cor-
responds to the absorption time for a state when reaching either the drop-out or graduation absorbing 
state. On average, freshman take 3.8028 years, sophomores take 3.0471 years, juniors take 2.0499 years, 
and seniors take 1.0526 years to reach absorption.

The values in matrix-B represent the long-term probabilities of transitioning from a non-absorbing 
state into absorbing states. There is a 75.35% chance that a freshman will eventually reach graduation. 
Also, the probability of dropping out as a freshman is 0.2465. There is a higher probability that upper-
classmen will improve their chances of graduating (Figure 21).

Figure 19. Long-term probabilities

Figure 20. Transition probability matrix
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For year 6, the recidivism rate is now set to 7.5%. Recall that a 0.5% reduction is implemented 
year-over-year to correspond to a proactive process of assisting incoming freshman toward successfully 
completing all requirements for the transition to sophomore year. The transition probability matrix (in 
canonical form) is shown in Figure 22. The highlighted data (in red) shows the recidivism metric for 
this year. Recall that the baseline recidivism rate was set at 10% and reduced by 0.5% year over year. In 
this instance, the recidivism rate is 7.5%:

The N-matrix values represent the number of years (expected value) spent at each classification level 
prior to entering the subsequent state or an absorbing state. A freshman will spend approximately 1.0811, 
0.9910, 0.8867, and 0.84 years classified as a freshman, sophomore, junior, and senior, respectively. 
Sophomores will spend 1.1111, 0.9942, and 0.9418 years classified as a sophomore, junior, and senior, 
respectively. A junior will spend approximately 1.0526 and 0.9972 years classified as a junior and senior, 
respectively. Seniors spend 1.0526 years prior to entering an absorbing state.

The M-vector is the summation of the corresponding row values on the N-matrix. Each value cor-
responds to the absorption time for a state when reaching either the drop-out or graduation absorbing 
state. On average, freshman take 3.7988 years, sophomores take 3.0471 years, juniors take 2.0499 years, 
and seniors take 1.0526 years to reach absorption:

Figure 21. Long-term probabilities

Figure 22. Transition probability matrix (canonical form) 
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The values in matrix-B represent the long-term probabilities of transitioning from a non-absorbing 
state into absorbing states. There is a 75.35% chance that a freshman will eventually reach graduation. 
Also, the probability of dropping out as a freshman is 0.2465. There is a higher probability that upper-
classmen will improve their chances of graduating (Figure 23).

Case 2: Enrollment Increase

Table 2. corresponds to an increase in freshman enrollment. A 10% increase from the baseline of 1,000 
students corresponds to a new analysis for 1,100 students. The additional 100 students successfully 
transitioned from freshman classification to sophomore status. The baseline recidivism rate of 10% is 
applied for the analysis.

The transition probability matrix (in canonical form) is shown in Figure 24. The highlighted data 
(in red) shows the recidivism metric for this year. Recall that the baseline enrollment rate was raised 
an additional 10%. Subsequent analysis for this case follow a similar pattern of the prior protocols for 
Markov chains.

The N-matrix values represent the number of years (expected value) spent at each classification level 
prior to entering the subsequent state or an absorbing state. A freshman will spend approximately 1.1, 
0.99, 0.8957, and 0.8531 years classified as a freshman, sophomore, junior, and senior, respectively. 
Sophomores will spend 1.1, 0.9952, and 0.9478 years classified as a sophomore, junior, and senior, re-

Figure 23. Long-term probabilities

Table 2. Registration data (increased enrollment)

F So J Sr G D Total

F 100 900 0 0 0 100 1100

So 0 100 950 0 0 50 1100

J 0 0 50 1000 0 50 1100

Sr 0 0 0 50 1000 50 1000

G 0 0 0 0 0 0 0

D 0 0 0 0 0 0 0

Frequency Transitions (n = 1100)
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spectively. A junior will spend approximately 1.0476 and 0.9977 years classified as a junior and senior, 
respectively. Seniors spend 1.0476 years prior to entering an absorbing state.

The M-vector is the summation of the corresponding row values on the N-matrix. Each value cor-
responds to the absorption time for a state when reaching either the drop-out or graduation absorbing 
state. On average, freshman take 3.8388 years, sophomores take 3.0431 years, juniors take 2.0454 years, 
and seniors take 1.0476 years to reach absorption.

The values in matrix-B represent the long-term probabilities of transitioning from a non-absorbing 
state into absorbing states. There is a 76.11% chance that a freshman will eventually reach graduation. 
Also, the probability of dropping out as a freshman is 0.2241. There is a higher probability that upper-
classmen will improve their chances of graduating (Figure 25).

FORECASTS

Using the data from the prior analysis, I used several forecasting techniques to ascertain the potential 
validity of the Markov chain. Forecasting techniques are common provisions to validate models includ-
ing the naïve approach, moving average, weighted moving average, exponential smoothing, linear trend 
analysis, and seasonality. Each have advantages and disadvantages. Some requires use of other metrics 

Figure 24. Transition probability matrix (canonical form)

Figure 25. Long-term probabilities
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such as alpha, specific weights, and optimization considerations. Each of these models utilize mean 
absolute deviation (MAD), mean squared error (MSE), and mean absolute percent error (MAPE). In 
many optimization models the MAPE metric is chosen to compare as the parameter has common error 
mitigation potential across all forecasting models.

For cyclic or periodic data, a seasonality model is used to determine whether the data has a seasonal 
component. This is an important matter as the error in seasonality models will indicate a lower MAPE 
value compared with others. The most common categories of seasonality models employ a multiplica-
tive or additive decomposition technique. The trend, seasonal impact, and fluctuations components are 
either multiplied are added using the multiplicative or additive decomposition, respectively.

3-Period Moving Average

A three-period moving average forecasting model was implemented using the M-data. Recall that M-data 
determine the number of years a students is expected to transition from a transient state to an absorbing 
state. Of importance in this analysis is the substantial errors as calculate with the mean absolute per-
centage error (MAPE) and the other analytic metrics. A MAPE value of 75.62% indicates that the data 
residual values between the data points are substantially uncorrelated.

When a scatter plot and trend line is provided there is minimal relationship between the actual data 
points and the regression line. Using the M-data results, the regression trend line decreases due to the 
reduction of recidivism as time progresses through the system. The data trend is cyclical across time. 
The slight negative trend in the regression line ( ˆ . .y X= −2 795 0 0244 ) is most likely due to the increased 
effectiveness student obtain during the life cycle of their tenure in the system. As student remains in the 
system over time, the time spent prior to absorption decreases slightly. Although the MAPE value has 
little value to the validity of the model, the trend line has relevance in the long-term relationship between 
time in system and the time for reaching an absorbing state.

Similar analysis is performed on the B-data for the graduation absorbing state. As an outcome of this 
analysis, the mean absolute percentage error (MAPE) and the other analytic metrics appear to offer some 
reasonable accommodation for minimal error. A MAPE value of 75.62% indicates that the data residu-
al values between the data points have some correlation between actual values and forecast projections. 
A scatter plot and trend line indicates a slight positive increase in chain progression. The slight increase 
in slope ( ˆ . .y X= +0 8409 0 0016 ) is relatively insignificant. The MAPE value (9.8%) is encouraging 
as a measure of validity as it suggest minimal error between actual and forecast values. Subsequent 
analysis is performed on the B-data for the drop-out absorbing state.

The model, as it is applied to the drop out data, had no significance or validity. Although the regres-
sion equation ( ˆ . .y X= −0 1591 0 0016 ) demonstrated a slight decrease over the life cycle, the MAPE 
value was substantially (90.17%) erroneous and insignificant.

Seasonality

A seasonality review of the M-data was performed. The low value of MAPE (0.06%) validates that the 
information derived using the Markov chain is cyclical and repetitive in nature. A scatter plot shows that 
the data has a cyclic characteristic. This validates that the Markov chain model over the long-period is 
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predictive. The minimal slope of the regression ( ˆ . .y X= −2 4918 0 0002 ) is most likely due to the slight 
change in recidivism over the six year period.

Using the B-data graduation information, the forecast seasonality model was developed which dem-
onstrated the periodicity of the data. Moreover, the outcomes of the model show that there is indeed a 
seasonal (or periodic) trend, as well as a relationship across the life cycle of the model. The scatter plot 
of this data has a linear trend with a cyclical pattern representing the linearity and repetitive nature of 
each rank in the classification system.

Finally, the calculations for MAPE, regression equation, and overall trend and fluctuations of the 
B-data (drop out state) were derived. The regression equation is ˆ .y X= +0 1385 0  while the MAPE is 
0%. The MAPE indicates the pure cyclical nature of the information as it validated consistency over the 
life cycle.

CONCLUSION

Two cases were provided in this paper to show how retention metrics adapt over a six year period with 
subsequent years having diminished recidivism for freshman. A broader and deeper analysis may consider 
employing adaptation across all ranks (freshmen, sophomores, juniors, and seniors). In the second case, 
a model was developed to account for an increased enrollment option to determine how the increase 
impacted the long term projection within the system. To summarize, the two models had a baseline 
enrollment count while the second model included increased enrollment based on that baseline.

Comparing long-term probabilities for case 1 (Figure 26.), the probabilities for graduation increased 
as ranked students’ progress through the system. A freshman has a 0.7535 probability of graduating but 
increased to a 0.9747 probability in the senior year. Similarly, there was a decrease in the probability of 
student’s dropping out as they migrate from state to state.

Regarding the M-data over six years, there was a reduction of time to absorption as the various models 
were employed. Recall that the recidivism rate over the six year period (indicated as M1-M6 in Table 
3.) diminished over time. The reduction of freshman repeats were selected to draw distinction between 
performance hypotheses. Such a demonstration provides a possibility for changes in policies which may 
have an impact in the life cycle of the system.

Furthermore, the N-data over the six year period in shown in Figure 27. Notice that there was a re-
duction of years in state for freshman over the six years analysis. Also, since the strategy was focused 

Figure 26. Long-term probabilities (B-matrix) 
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on freshman only for adaptation, the other ranked states (sophomore, junior, and senior) have no change 
over the six year period as hypothesized.

In case 2, the model considered a 10% increase in freshman to sophomore enrollment. Similar to the 
analysis and development provided in case 1, the graduation and drop out absorption diminished over 
time. This is most likely due to many factors (behavioral acclimation, high school transition conditions, 
etc.) which is beyond the scope of this paper. Of significance is the change in absorption between states 
over time (Figure 28).

The M-vector (Figure 29.) is the summation of the corresponding row values on the N-matrix. Each 
value corresponds to the absorption time for a state when reaching either the drop-out or graduation 

Table 3. M-Data Comparison (Time to Absorption)

          M1           M2           M3           M4           M5           M6

          Fr           3.8196           3.8155           3.8111           3.8070           3.8028           3.7988

          So           3.0471           3.0471           3.0471           3.0471           3.0471           3.0471

          Jr           2.0499           2.0499           2.0499           2.0499           2.0499           2.0499

          Sr           1.0526           1.0526           1.0526           1.0526           1.0526           1.0526

Figure 27. Years within classification (N-matrix) 

Figure 28. Long-term probabilities
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absorbing state. On average, freshman take 3.8388 years, sophomores take 3.0431 years, juniors take 
2.0454 years, and seniors take 1.0476 years to reach absorption.

The analysis demonstrated in this paper is unique as it analyzed the manipulation of one variable (ex: 
freshman increased enrollment) and its impact to overall probabilistic results of students in the system, 
time to absorption, and probabilities for reaching an absorbing state. Future research may consider 
changes across all states using actual data or formulating a simulation model using differing distribution 
patterns (uniform, normal, etc.). Further research may also account for statistical results for a model using 
transfer students, changes in enrollment across all rankings, and the possibility of a causal component.
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ABSTRACT

With the extension of information technology, human resource management has experienced fundamen-
tal changes. One of the most important issues in human resource management is performance evalua-
tion. Unlike number of studies in employee performance evaluation, there is a lack for systematic and 
quantitative approaches. Issues such as incomplete information, subjective and qualitative metrics, and 
also the difficulty of evaluating the performance are the main problems of this field. Hence, the current 
study exploits the capabilities of information systems and presents an approach for quantitative and 
automatic evaluation of employee performance in office automation systems. The results reveal the 
automatic employee performance evaluation system is a discrete dimension for employee performance 
evaluation systems.

INTRODUCTION

Human resources are the key assets in assisting organizations to maintain their competitive advantage 
(Ahmed, Sultana, Paul, & Azeem, 2013). Generally, in the studies that have been done in the field of 
human resource management, employee performance evaluation is seen as one of the most critical tools 
in this area (Fukui, 2015; Manoharan, Muralidharan, & Deshmukh, 2011). Hence, using efficient tools 
with high accuracy in the process of employee performance evaluation is welcomed by the managers.
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There are abundant studies in the field of evaluation employee performance. The main issue highlighted 
by these studies, is the accuracy of evaluation systems (Ahmed, et al., 2013; Manoharan, Muralidharan, 
& Deshmukh, 2012). Considering the fact that evaluation process is faced with problems such as subjec-
tive, incomplete Information, qualitative metrics, it leads to these systems are not readily accepted by 
users (Avazpour, Ebrahimi, & Fathi, 2013).

In recent years, with the advent of information technology, E-HRM (Yusliza & Ramayah, 2012) has 
become one of interesting subjects among researchers. In this regard, the computer systems that admin-
ister the evaluation are recently developed. However little attention has been paid to the relation between 
information systems and performance measurement systems (Dulebohn & Johnson, 2013; Garengo, 
Nudurupati, & Bititci, 2007; Nudurupati, Bititci, Kumar, & Chan, 2011). Generally evaluation systems 
are focused on recording the data, and there is no deep and meaningful outlook on data (Aqel & Vadera, 
2010). While in web based office automatic systems, useful information is recorded automatically about 
individual’s working procedure and they can be used for evaluating working performance.

Therefore, this chapter exploits the capabilities of information systems and proposes an appropri-
ate approach for quantitative and automatic evaluation of employee performance in web base office 
automation systems. The chapter is organized as follows. In the next section, the review of the related 
literature is presented about assessment and ranking of employee performance. Then, in the next sec-
tion the proposed approach is presented. In the last, we’ll review the results of the system tests and will 
have the conclusion.

BACKGROUND

In general, recent researches attempt to remove the drawbacks of traditional evaluation methods (Dem-
ing, 1986; Manoharan, Muralidharan, & Deshmukh, 2009; Nudurupati, et al., 2011; Waldman, 1994) 
by implementing TOPSIS (Yue, 2014a), VIKOR (Park, Cho, & Kwun, 2013), non-parametric methods 
(Manoharan, et al., 2009), fuzzy neural network (Macwan & Sajja, 2013) and other ranking methods. 
Given that, evaluating and ranking performance evaluation systems are concerned with individual and 
personal factors, behavioral factors or the results; One of the difficulties of performance evaluation pro-
cess is related to subjective judgment of the evaluators (Avazpour, et al., 2013) that is based on the past 
presuppositions. In this way some part of the data is always ignored either inadvertently or sometimes 
deliberately.

In this regard, present literatures can be classified into two groups: systematic and non-systematic 
methods. Non-systematic methods evaluate relying on evaluators’ opinions and calculating individuals’ 
absolute performance score (Espinilla, Andrés, Mart´ınez, & Mart´ınez, 2013) based on the mean of 
all opinions of evaluators or based on a proportion of input and output parameters (Manoharan, et al., 
2009).Considering the role of evaluators in evaluation process in non-systematic methods, choosing who 
is going to do the evaluation process by itself has become a major challenge in evaluating individual’s 
performance. Moon, Lee, and Lim (2010) believe in order for the evaluation to be fair, there should be no 
assumed segregation among evaluators. However, generally in ranking methods, the effect and importance 
of different evaluators’ roles are considered differently ( Andrés, Espinila, & Martínez, 2010; Espinilla, 
et al., 2013; Espinilla, Mart´ınez, & Mart´ınez, 2010; Park, et al., 2013) and (Xu, 2004). In such a way 
that in some studies like ( Andrés, García-Lapresta, & González-Pachón, 2010; Espinilla, et al., 2010) 
and (Yue, 2014a) the opinion and effect of each evaluator on each criterion are not assumed equal. It 
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should be noted that the segregation among evaluators can sometimes reinforce biased opinions. On the 
other hand, this hypothesis cannot be completely discarded, as each group of evaluators is different as 
to their knowledge and perspective.

Given the fact that a variety of qualitative and quantitative criteria can be considered for evaluation, 
it is very important to determine the scales that distinguish the view of the evaluators with appropriate 
level of accuracy. Espinilla et al. (2013) emphasizes this issue by proposing a framework in 3 inputs 
formats (numerical, linguistic and interval-valued information). In addition Ahmed, et al. (2013) propose 
an approach that it determines the performance indices of employees considering their respective per-
formance in various qualitative and quantitative evaluation criteria. The appropriate input type defined 
based on the very nature of the criteria, would be more understandable and facilitated for evaluators, in 
addition to being more accurate. Consequently, the ranking methods are considerable as to whether the 
input data is homogeneous or heterogeneous.

On the other hand, since the linguistic expressions are close to the natural language, they are identified 
as useful and simple tools to show the evaluators’ perspectives in comparison to subjective and imprecise 
criteria (Espinilla, et al., 2013); but it is not easy to determine the appropriate linguistic scale either. 
Some research apply a single set of linguistic labels for all evaluators (Beheshti & Lollar, 2008; Gürbüz, 
2010); while Espinilla, et al. (2013) and Andrés, García-Lapresta, & Martínez, 2010) have introduced 
different Multi-granular linguistic expressions. They believe that as to the lack of equal understanding 
of the evaluator from those individuals being evaluated, fair evaluation would not be possible with a 
single scale.

In this case, the conventional method used for ranking is based on the total sum weight of evaluation 
elements and the weight of criteria which will lead to a different decision making considering evaluators 
sets, evaluators’ weights and sort of the inputs. This process is known as the aggregation phase. Aggre-
gation phase is one of the conventional steps in the group decision making process. But in aggregation 
process, some part of the data is usually inevitably lost (Yue, 2013) ; therefore the extended TOPSIS 
method has been provided by (Yue, 2014a). Unlike traditional TOPSIS method and other decision mak-
ing techniques, the new method does not require aggregation phase.

But some other non-systematic methods are based on proportion of input and output parameters (Os-
man, Berbary, Sidani, Al-Ayoubi, & Emrouznejad, 2011). These types of studies, unlike the absolute 
methods, apply nonparametric technique - DEA, AHP and fuzzy neural network- and perform the evalu-
ation procedure uni-dimensionally. These studies that have proposed a model for relative performance 
evaluation and measurement of employees have a numerical structure and framework. The DEA, which 
was able to classify employees into the efficient and inefficient ones, and also to identify benchmarks for 
inefficient units, is one of the methods used in evaluating employee performance. Since DEA sometimes 
erroneously identifies a DMU unit (an employee) efficient, Manoharan, et al. (2009) applies the method 
suggested by Doyle and Green (1994) (as cited in Manoharan, et al. (2009)) which is an effective way 
of measuring the false index of DMUs to overcome this problem. The significant feature of this method 
is the sensitivity to the number of input and output parameters. This problem limits the applicability of 
this method in different situations. On the other hand, the DMUs must have absolutely identical prop-
erties. In other words evaluated employees must be from the same department, i.e. it is not possible to 
compare the various departments.

Macwan and Sajja (2013) use soft computing in the process of evaluating employee performance. 
The advantage of this method is the ability to learn from input evaluation parameters, available data and 
experience to provide unbiased decision.
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Additional, the problem of assigning weights to performance evaluation factors as an unstructured 
and multi-attributed issue (Golec & Kahya, 2007) is important. So some studies have applied scientific 
approaches like AHP (Lan and Li, 2010), FAHP (Manoharan et al, 2011, Sepehrirad, Azar, & Sadeghi, 
2012) and FQFD (Manoharan et al., 2011). The striking point in applying FAHP and FQFD is the restric-
tion of the main factors to seven ones as to the limitation in the size of the pairwise comparison matrix 
(Manoharan, et al., 2011) and the restriction of sub-factors to 30 criteria. Among all current studies, 
only three methods have considered dependence and interaction among the criteria in their framework.

Generally these authors believe their methods have adequately covered huge number of employees 
and indicators (Yue, 2014a). Due to the expansion and complexity of tasks, evaluators would not be able 
to have enough knowledge about all subjects assessed. Thus, it is essential to implement the methods and 
techniques which are capable of correctly analyzing individuals’ working procedure and professional 
relationships among staff in daily activities.

On the contrary, systematic methods with considering the fact that conventional evaluation processes 
are costly and time-consuming for both evaluators and individual being evaluated, and lack of accurate, 
real and objective data about the working situation of individuals, have proposed methods relying on 
automatic data collection from working processes and professional relationships established by em-
ployees and recording routine activities. They attempted to provide evaluation results with a higher 
degree of accuracy by applying data warehouse techniques, data collection algorithms, and appropriate 
data analysis. In this type of research, human evaluators are almost deleted or used in a limited number 
of criteria and the work basis is the developed algorithms. Hence, Lan and Li (2010) have designed a 
web-based performance evaluation system for R&D staff in a medicine production factory using B/S 
pattern. By using analytical hierarchy process and combining assistant indicators, the researcher has 
overcome the default of the KPI analysis which sometimes neglects other fundamental criteria among 
key ones, also determined the weight value of system indicators, thus, providing a more comprehensive 
evaluation. Also, Rezaei, Çelik, and Baalousha (2011) have developed a web-based organizational au-
tomation system using data warehouse techniques to measure the performance factor of each employee 
as well as an activity performance factor in Civil projects. The key feature of this research is exploring 
the distinction between those individuals who have no subordinates, and those individuals who receive 
working reports from their subordinates. But it only relies on functional types of OBS operations and 
three indices of time, cost and quality.

In Table 1, an overview of the methods investigated in this chapter is provided.

Table 1. Recent studies in the field of employees’ evaluation and measurement

Literature Method Research Focus Decision Making Data Collection Heterogeneous

Ahmad 
(2013) 

Fuzzy Approach A fuzzy model for performance 
evaluation by using historical data 
of a company

by evaluator Questionaries’ ✓

Andres 
(2010) 

Distance function 
mathematical model

Developing 360-degree appraisal 
model

by 360-degree Questionaries’ -

Avazpour 
(2013) 

Fuzzy AHP and TOPSIS Developing a framework based 
on fuzzy hybrid multiple criteria 
decision making approach to 
identify the best person

by 360-degree Questionaries’ -

Beheshti 
(2008) 

Fuzzy logic Developing a fuzzy logic framework 
to employee performance evaluation

by evaluator Questionaries’ -

continued on next page
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THE PROPOSED APPROACH

As mentioned above, in most part of the literature, there is scant attention to the role of information sys-
tems (Garengo, et al., 2007). Besides, the employees of operational sectors are assessed, and no specific 
attention is paid to employees who are at a higher level in organization and indirectly play a role in some 
issues. Some authors like Aqel and Vadera (2010), Rezaei, et al. (2011), Wu and Hou (2010) show that 
considering the communication type in individuals’ working activities in order to achieve better results 

Literature Method Research Focus Decision Making Data Collection Heterogeneous

Espinila 
(2010) 

Weighted average operator Developing a Web based evaluation 
system

by 360-degree Questionaries’ on 
Web

-

Espinila 
(2013) 

OWA/Weighted average 
operator/ Choquet integral

An integrated model for 360-degree 
performance evaluation

by 360-degree Questionaries’ ✓

Gürbüz 
(2010) 

Choquet Integral/ 
MACBETH

To find the best employee by DM Questionaries’ -

Islama 
(2006) 

AHP Employee Performance Evaluation by supervisors Questionaries’ -

Javadein 
(2014) 

Fuzzy TOPSIS Developing an algorithm to assess 
and rank employees based on their 
protean and boundary less careers 
orientation

by evaluator Questionaries’ -

Lan 
(2010) 

Mathematics model Performance assessment of R&D 
staff of the biological institute

- Self-assessment -

Macwan 
(2013) 

Neural fuzzy Modeling performance evaluation 
using soft computing techniques

by evaluator Questionaries’/ 
Semi-Automatic

-

Manoharan 
(2009) 

DEA Evaluating of the performance of 
nurses in intensive care unit

by supervisors Questionaries’/ 
Semi-Automatic

✓

Manoharan 
(2011) 

FMADM A model for employees’ 
performance evaluation

by supervisors Questionaries’/ 
Semi-Automatic

-

Moon 
(2010) 

Fuzzy logic & Electronic 
nominal group technique

Developing a performance 
evaluation and promotion ranking 
system

by GDM Questionaries’ on 
Web

-

Osman 
(2011) 

DEA Aappraisal and relative performance 
evaluation of nurses

by evaluators Questionaries’ -

Park 
(2013) 

An extended VIKOR To extend the VIKOR method 
to dynamic intuitionistic fuzzy 
environment

by evaluators - -

Rezaei 
(2011) 

Data warehouse Creating a decision tool for 
company managers to track 
employee performances

- Automatic -

Sepehrirad 
(2012) 

Distance function 
mathematical model & 
SAW

Developing a hybrid mathematical 
model for 360-degree performance 
evaluation

by 360-degree Questionaries’ -

Xu 
(2004) 

ULHA/ ULOWA Develop an uncertain linguistic 
approach to MAGDM

by GDM Questionaries’ -

Yue 
(2014a) 

IVIFN aggregating interval data into 
interval-valued intuitionistic fuzzy 
information

by GDM Questionaries’ -

Yue 
(2014b) 

An extended TOPSIS 
method

Developing a new methodology for 
GDM problems in an intuitionistic 
fuzzy environment

by GDM Questionaries’ -

Table 1. Continued
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is important in the evaluation process. Considering the actual operational data and business financial 
data, Wu and Hou (2010) presented a model for evaluating three levels of employees in a distribution 
center based on working hours and volume.

Accordingly, in this study, a new method is proposed for automatic quantitative assessment of em-
ployee performance in office automation system. This model is inspired by Wu model which is presented 
for industrial distribution center which is changed according to office automation system and Rezaei, et 
al. (2011) framework which is a model of evaluation in office automation systems in which individual 
performance is measured in two direct and indirect levels.

Furthermore, in order to follow up employee performance, some ideas are adopted from Xuan, Ji-
ang, Ren and Zou (2012) method to solve developer prioritization in bug repositories. In this method, a 
graph is created out of the communications among the developers and the comments which are put in 
the system in order to remove bugs. A link is drawn among each two developers who write a comment 
on others’ opinions, and the number of the comments is considered as the weight of the link. To make 
this method applicable for performance evaluation system, some changes are done. The proposed model 
is explained in the following.

Research Variable

According to the structure of office automation and the investigations done, performance variables can 
be divided into three general groups as Operational, Time-based, and Communication based which can 
be seen in Figure 1.

• Operational Variables: includes all activities done in automation system. Among the indices 
considered here are: the number of the letters received, the number of the letters sent/returned, the 

Figure 1. Research variables
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number of annotation, the number of accomplished works. It is worth mentioning about “the mes-
sages sent” is that we had to omit this evaluation factor as to the non-existence of this factor in the 
collected data set. The reason to choose this index as an evaluation index is that in this way, it is 
possible to follow up to which extent the individuals have spent their time to other works in their 
working hours. As mentioned above, this index is not considered in this study.

• Time Variables: by the three defined time points, and considering the time period that is allocated 
for each work, the time it takes to get the job done is calculated and in case of delay, the amount 
of delay is also calculated.

• Communication based Variables: as mentioned above, the research background was mainly fo-
cused on directed employees, and few studies have paid attention to evaluation factors and weight 
factors of indirect employee performance (Lan and Li, 2010). As the performance of indirect indi-
viduals can be influenced by employees at lower levels, this can be considered as one of the most 
important indices. Though, it must be considered that the low number of links does not indicate 
lower importance. The working volume can be of importance according to the level of position.

The Evaluation Method

In this study, we intend to present a new approach for quantitative evaluation of employee performance 
in office automation systems. Our proposed model is inspired by Wu model which is adjusted in pro-
portion with office automation systems. Individual performance is measured in two direct and indirect 
levels. In this model, the levels of employees and organizational units are entered to the system as input. 
See the hierarchy of the proposed model in Figure 2, as you can see, METKA evaluation framework 
comprises three modules.

Module 1: Specifying the direct performance: actual performance, effective performance and the growth 
of each employee performance are utilized to measure the performance of those employees who 
don’t have any lower level employee.

Module 2: Specifying indirect performance: in order to measure the performance of directors and those 
individuals who have subordinates, indirect performance should be measured.

Module 3: Final analysis of performance score: employee performance ranking based on the results of 
Module 1 and 2 and analysis, conclusion and preparing the reports.

Specifying Direct Performance

In order to measure the direct performance, the actual performance and effective performance should 
firstly be identified. To do so, the amount of the individual’s activity in the system and the possible 
delays existing at work are extracted from the system.

• Actual Performance: For each employee who is in the primary level, the amount of actual per-
formance of the individual is firstly calculated through Equation 1.
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In which WRi,j,k shows that employee k is in level i and department j. i=1 means that employee k 
doesn’t have any lower level employee.

N(Wi,j,k)= is the number of the individual activities in the system in time period T
TN= is the total activity done in system in time period T

• Effective Performance: As sometimes there is delay in executing the job, it can be considered as 
a negative coefficient in individual’s performance. Also there might be some jobs that are left to 
others in that given time period that are delayed or are not done. Therefore, Negative Performance 
(NP) is calculated through Equation 4. Then accordingly, the effective performance is calculated.

• Calculating the Number of Delays 
D1(Wi,j,k): is the total number of jobs done with delay
D1(Wi,j,k): is the total number of jobs that are not done and facing delay
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Figure 2. Employee performance evaluation procedure in METKA system
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• Calculating the Amount of Delay 

It should be considered that the length of individuals’ working line can be different; therefore, in 
order to calculate the rate of delay, the proportion of working volume should be considered to measure 
individual ranking more precisely.

NP numbe
i j k i j k i j k i j k

(W ,T) D (W ,T) / N(W ) TN D (W ,T)
, , , , , , , ,

= × +1 2 / rrof recieved letters� � �  (4)

• Determining Effective Performance 

Based on Wu’s model (2010), effective performance is calculated through Equation 5.

EP RP T
i j k i j k

= × −(w ) ( NP(w , ))
, , , ,

1  (5)

• Final Performance (Direct Performance): In order to calculate the direct performance, deter-
mining the time index and the amount of promotion index are two main elements. Time index is 
attained by the proportion of delay time to the time in which the job is done.

• Determining the Confidence Interval in Performance: In order to determine the promotion 
index, the existing historical data are used in system. By historical data, we mean the amount of ef-
fective performance attained in previous periods. To do so, the number of previous period should 
be determined. In Equation 6-8, n shows the number of previous periods.

In this way, the average and variance of effective performance of previous stages of evaluation are 
measured and confidence interval is determined for effective performance (Wu & Hou, 2010).
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If the effective performance attained from Equation 5 is in this range, it shows that the individual 
hasn’t had any significant change in his/her performance. But if it is more than the upper limits of con-
fidence interval, it means that the individual has improvements (Trl = 1). On the contrary, lower than 
lower limits of confidence interval reflects weakening the working performance of individuals (TrL = 
-1) (Wu & Hou, 2010).

• The Total Delay Time: To calculate the total delay time, both categories of jobs that are done 
and those that are not done and are delayed should be considered. Equation 9 calculates the total 
delay time.

TDWT w DTUr w DTDe w
i j k

t
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t i j k
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NDe

t i j

tj tj

� � � �
, , , , ,( )= ( )+

= =
∑ ∑

1 1
,,k( )  (9)

• Working Time Index: Working time index can reflect the required time to get things done by 
the individuals (Wu & Hou, 2010). In other words, by working time index, the amount of work-
ing time value of each individual is meant. According to this, based on the total of working hours 
recorded in the system from the individual’s working hour, the amount of the times in which the 
work is done with delay is subtracted, and the proportion of this number is assumed as time index. 
Equation 10 and 11 specify working time index.

TDI
TDWT w

Total hoursworkdby individual
i j k= −

( )
� �

�

� � � �
, ,1  (10)

WTI TDI w
i j k

= −1 �( )
, ,

 (11)

• Calculating Performance: As explained in part A, in order to specify the amount of working im-
provement of each individual, the average of individual effective performance in previous periods 
is calculated. In order to determine the weight of direct employee improvement index in a specific 
job, (Wu & Hou, 2010) utilize Equation 12. According to this, direct performance is calculated 
with regard to the effective performance and the working time index (Wu & Hou, 2010).
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Specifying Indirect Performance

Determining the amount of manager/director performance cannot be specified merely based on their own 
performance as they should be responsive about the job of their subordinates too. The performance of 
their subordinates should be influential in their performance score. To do so, the α coefficient of each 
position should be specified.

To discover the effective nodes in a social network, (Kempe, Kleinberg, & Tardos, 2003) have pro-
posed Equation 14.
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1 1
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With regard to the fact that the amount and quality of relations are influential in returned works and 
consequently in the quality and the type of performance, they are assumed as a dimension in evaluation. 
On the one hand, the kind of individual relations can be assumed as a graph, and the individual who has 
more important and sensitive job can be considered a more important and more valuable node in the 
graph. As to this, in the current study, Equation 15 is used to calculate the effectiveness coefficient of 
each position which is the degree (u) of the total number of the letters that are sent and returned, also 
weight (v,u) is calculated from Equation 15.

weight v u
numberof work v tou
TotalWork v

,( )=   (15)

Now the performance of those individuals who have subordinates, the total of FP and an average of 
subordinates’ FP is attained through Equation 16 (Rezaei, et al., 2011).
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In which n is the number of subordinates.
In addition, the average of the delays that are caused by the subordinates should be subtracted from 

the performance as a negative coefficient. Accordingly, the final score is attained from Equation 17.

FIP IFP w T n D w T
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i j k
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, , , ,
= ( )× − × ( )=

=
=∑2

1
1

1 1 α  (17)

The Implementation of the System

In order to administer and implement the proposed model for automatic and quantitative evaluation 
of employee performance, a basic automation system is required. But as to the fact that the assumed 
companies don’t let us have access to theirs, we had to design and administer a basic organizational 
automation per force.

To design METKA basic automation system, PHP object-oriented language is chosen for implemen-
tation. Furthermore, in order to design the required database MySQL5.5.24 is utilized. Then by adding 
some modules which are explained in Section 3, the mention system is implemented for a period of 
about two months in a small company of installing telecommunication pylons.

In this system, the users can perform all organizational tasks by sending their written exchanges. All 
activities and users’ entrance and exits are recorded in in the system.

Data Collection

In order to collect the required data and also to analyze the performance, the time that is allocated to 
performance in this study, Xuan structure is utilized (Xuan, et al., 2012). With defining n users in 
METKA system for evaluation, each employee di is assumed as a vertex in the graph. All vertexes are 
divided into k attributes based on the departments. The three elements ( , )

,
S R E
ij ij ij

 show the number of 
letters sent, returned from employee i to employee j and the number of finished works of individual j 
that is depicted by a navigated link that is drawn from i to j. If there is no letter exchange between indi-
vidual i and j, this value will be equal to zero. Each vertex saves values such as the allocated time for 
that given action, the time in which the work is done and the time and the number of delays. It is worth 
mentioning that there is no limitation on the type of the letters sent and the relations. In order to find a 
connective graph, an assumed employee d0 is considered, and all individuals are connected to that. Then 
a bidirectional link is drawn between that employee and d0.

This type of saving the individuals’ activities in the system is advantageous because besides the data 
required for evaluation, other data like the volume of activities in each department and also the individu-
als who are more active as to the type of their position are firstly specified. In fact these vertexes can 
be considered as the separation points of the graph that by removing them, the graph would be discon-
nected. In this way, they key figures of the organizations are identified. Naturally, if this employee doesn’t 
manifest pleasant performance, it brings about faults and weaknesses in other parts.
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Evaluation in System

To evaluate, the director or the individual in charge of evaluation firstly chooses the allocated time 
range. After determining the range under evaluation and administering the evaluation algorithm, all 
information required for evaluation are extracted from the crude primary data which are saved in this 
period in the system.

For direct evaluation, Model 1 is implemented on the resulted data. In the next stage, Model 2 is 
applied for measuring the authorities’ performance (indirect performance). See the data resulted from 
implementing the proposed approach in Table 2.

It is worth mentioning that comparison can be logical if the cases are similar and from the same 
classification. That’s why here it is assumed that the working balance exists among the jobs. Moreover, 
as mentioned previously, for evaluation in each period, the results of the previous periods are required. 
Here, as there is only one period of background/history data to measure the performance in the second 
month of evaluation, instead of Equation 6, the EP of this period is contrasted with the last period, and 
the proportion of their difference is measured.

Result and Discussion

Factor analysis is a multivariate statistical method whose primarily purpose is to define the underlying 
structure in a data matrix. Therefore, in order to study the relationship between the variables, a correla-
tion analysis has been conducted. Table 3 shows the corresponding results.

Table 2. Comparing evaluation outcomes

User November Rank December Rank Expert Rank

1 - - - - - -

2 0.006328 11 0.00055 13 0.361667 10

3 0.003592 15 0.000666 12 0.331469 11

4 0.079078 1 0.110127 4 0.822819 5

5 0.048869 5 0.044615 7 0.913253 3

6 0.058655 2 0.13519 3 0.96631 2

7 0.051591 3 0.085604 5 0.672291 8

8 0.027931 7 0.159297 2 0.721249 6

9 0.009346 10 1.51E-07 15 0 14

10 0.050193 4 0.017688 9 0.060575 15

11 0.027513 8 0.045613 6 1 1

12 0.016557 9 0.178404 1 0.688717 7

13 0.006297 12 0 16 0.585348 9

14 0.02909 6 0.035264 8 0.898894 4

15 0.003105 16 1.26E-06 14 0.327371 12

16 0.006293 13 0.011143 10 0.229792 13

3 0.004505 14 0.009867 11 0.183506 16
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As mentioned before, the communication type in individuals’ working activities is important in the 
evaluation process. As seen in Table 3, 0.686 in level 0.01 reflects high positive correlation among the 
variable “link” (communication) and “the number of subordinates”. Also, given that the variable “ac-
tivity” is defined based on number of sent and receive letters, obviously there is significant correlation 
between “link” and “activity”.

On the other hand, Correlation between the number of works that has been delayed (Num_DN) and 
“subordinates” and “link” is 0.849 and 0.651 respectively. When the number of links increases it can be 
attributed to the importance of the individual (occupation), and his performance affects other performance.

In Equation 4, the number of delays is considered as a negative factor on performance. Correlation, 
0.577 shows that getting more works (received letters) can leads to more delay. But insignificant cor-
relation between “activity” and “delayed works” partially reflect the relative nature of this relationship.

Accordingly, there are strong evidences that validate the results of this experiment; High correlation 
coefficients between many variables, justifiability and logicality of the high correlations show the validity 
of the results and the variables cover different aspects and results of employees’ work.

In addition, in order to check the accuracy of the results achieved from the proposed evaluation 
model, a questionnaire is provided to assess individuals’ efficiency and performance during these two 
months. To do so, a model named 360 degree model is applied. According to this model, each individual 
is assessed from four dimensions of supervisor, peer, subordinate employees and the customers/clients. 
Table 2 shows the results of professionals’ assessment after the normalizing the data. As it can be seen 
in the table, user 3 is repeated two times in the table as that given individual occupies two positions for 
each of which the performance is assessed discretely.

SPSS is utilized to analyze the outcome of the proposed evaluation model. As seen in Table 4, 0.592 
in level 0.01 reflects high positive correlation among the results by the system and professionals’ assess-
ment. On the other hand, the numbers are in such a way that it’s not possible to put traditional evaluation 
absolutely aside. Table 5 also shows the mean and standard deviation of the results.

To have a better perspective of the results achieved, Figure 3-6 are presented. Figure 3 shows the 
comparison of the results in two month evaluation. Individual performance changes can be seen in 
this graph. Employees 8 and 12 have had significant improvement, while employee 5 and 14 haven’t 

Table 3. Results of variables analysis 

Sent Received Activity Num_DD Time_DD Num_ND Time_DN Link Subordinate

Sent 0.566* 0.783 -0.068 -0.192 0.616** 0.111 0.894** 0.655**

Received 0.818** 0.577** 0.004 0.519* 0.225 0.875** 0.540*

Activity 0.398 -.245 0.365 0.120 0.903** 0.422

Num_DD -0.151 -0.050 0.122 0.271 0.126

Time_DD 0.96 -0.101 -0.112 -0.121

NumDN 0.329 0.651** 0.849**

Time_DN 0.183 0.064

Link 0.686**

*. Correlation is significant at the 0.05 level
**. Correlation is significant at the 0.01 level
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manifested any change. Figure 4 shows change in performance from another perspective. Based on the 
determined indices, user 1, as to being the admin, has approximately zero activity, which is reasonable.

In Figure 5, there is a comparison of individuals’ ranking during the two month evaluation of the 
proposed method with the professional’s opinions. As it can be seen, those individuals who are given 
higher scores by professionals, also have a higher rank in the system, that shows the correlation of the 
results. User 9 has a mean of approximately 0, as in the first and second month has acquired rank 10 
and 15, and is given rank 14 based on the professionals’ opinion.

For better comparison of the results of the system in Figure 6, the mean of individuals’ rank during 
the two month is presented beside the professionals’ opinion. As it is clarified in the graph, the values 
are so close to each other. This indicates the correlation of the results as previously mentioned. This 
Graph clearly shows that the results achieved by the system are acceptable and can be used as an evalu-
ation system.

Table 4. Analyzing the correlation of the results 

December Expert

November 0.519* 0.537**

December 0.592**

*. Correlation is significant at the 0.05 level (1-tailed)
**. Correlation is significant at the 0.01 level (1-tailed)

Table 5. Mean and standard deviation of performance score 

Mean Std. Deviation N

November 0.0268 0.024 16

December 0.0521 0.0628 16

Expert 0.5477 0.3347 16

Figure 3. The comparison of November and December in METKA system
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Figure 6. The mean of the evaluation of the professionals and METKA system

Figure 4. Individuals’ performance changes during the two months

Figure 5. The comparison of the results of METKA system and the professionals
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FUTURE RESEARCH DIRECTIONS

Based on this chapter, developing dynamic systems and produce tools based on computer techniques in 
order to apply human resources effectively in organizations and provide better decision making oppor-
tunities for managers and release a more accurate evaluation output to improve decision support systems 
are required. In order to continue the body of research in the scope of quantitative employee performance 
evaluation, investigating other types of existing data such as unstructured data can reflect more accurate 
results. By unstructured data, the reports that are provided in the stream of work are meant that need 
the web mining techniques. In this way, other indices such as working quality can also be measured. In 
addition, as to the possibility of sending useless letters in the system so that the individual pretends to be 
highly active, some information can be achieved by investigating the content of the letters as to whether 
they include formal words or not. Moreover, administering data mining methods on the data can be used 
to analyze and extract knowledge. Moreover, determining the working balance among different jobs can 
lead to a better assessment results.

CONCLUSION

Despite of various tools and methodologies proposed for evaluating employees’ performance, still 
several studies still attest the fact that there is no complete and accurate data on the employee perfor-
mance because performance indicators are usually not measurable. On the other hand according to these 
literatures, evaluation methods are often based on the opinions of the evaluators and their mindsets. 
Therefore, some problems such biases and lack of accuracy will follow. In addition while speaking of the 
employee performance evaluation, all attention is directed to performance evaluation in business sector 
and marketing, and the concentration is on the performance level of employees working in operational 
and physical departments of the organizations. In this regard, this study intends to eliminate the above 
problems by exploiting the capabilities of information systems. To do so, METKA system intended to 
evaluate individuals in two direct and indirect stages by using the relation. The results of evaluation 
showed that the achieved values based on the proposed approach are compatible with professionals’ 
opinion and can be used as a discrete dimension for the evaluation of employee performance. Though, 
other evaluation methods cannot be set aside, as all indices cannot be measured quantitatively in the 
system, but can present a complete method together.

REFERENCES

Ahmed, I., Sultana, I., Paul, S. K., & Azeem, A. (2013). Employee performance evaluation: A fuzzy 
approach. International Journal of Productivity and Performance Management, 62(7), 718–734. 
doi:10.1108/IJPPM-01-2013-0013

Andrés, R., Espinila, M., & Martínez, L. (2010). An Extended Hierarchical Linguistic Model for Man-
aging Integral Evaluation. International Journal of Computational Intelligence Systems, 3(4), 486–500. 
doi:10.1080/18756891.2010.9727716

http://dx.doi.org/10.1108/IJPPM-01-2013-0013
http://dx.doi.org/10.1080/18756891.2010.9727716


341

An Analytical Employee Performance Evaluation Approach
 

Andrés, R., García-Lapresta, J., & Martínez, L. (2010). A multi-granular linguistic model for management 
decision-making in performance appraisal. Soft Computing, 14(1), 21–34. doi:10.1007/s00500-008-0387-8

Andrés, R., García-Lapresta, J. L., & González-Pachón, J. (2010). Performance appraisal based on dis-
tance function methods. European Journal of Operational Research, 207(3), 1599–1607. doi:10.1016/j.
ejor.2010.06.012

Aqel, D., & Vadera, S. (2010). A framework for employee appraisals based on sentiment analysis. Paper 
presented at the 1st International Conference on Intelligent Semantic Web-Services and Applications, 
Amman, Jordan. doi:10.1145/1874590.1874598

Avazpour, R., Ebrahimi, E., & Fathi, M. R. (2013). A 360 Degree Feedback Model for Performance 
Appraisal Based on Fuzzy AHP and TOPSIS. International Journal of Economy, Management and 
Social Sciences, 2(11), 969–976.

Beheshti, H. M., & Lollar, J. G. (2008). Fuzzy logic and performance evaluation: Discussion and 
application. International Journal of Productivity and Performance Management, 57(3), 237–246. 
doi:10.1108/17410400810857248

Deming, W. E. (1986). Out of the Crisis. Cambridge, MA: Massachusetts Institute of Technology.

Dulebohn, J. H., & Johnson, R. D. (2013). Human resource metrics and decision support: A classifica-
tion framework. Human Resource Management Review, 23(1), 71–83. doi:10.1016/j.hrmr.2012.06.005

Espinilla, M., Andrés, R., Mart’ınez, F. J., & Mart’ınez, L. (2013). A 360-degree performance appraisal 
model dealing with heterogeneous information and dependent criteria. Information Sciences, 222(0), 
459–471. doi:10.1016/j.ins.2012.08.015

Espinilla, M., Mart’ınez, F. J. U., & Mart’ınez, L. (2010). A Web based evaluation support system by 
integral performance appraisal. Paper presented at the International Conference on Intelligent Systems 
and Knowledge Engineering (ISKE), Hangzhou. doi:10.1109/ISKE.2010.5680769

Fukui, N. (2015). Changes in Performance Appraisal in Japanese Companies. In N. Kambayashi (Ed.), 
Japanese Management in Change (pp. 141–157). Springer Japan. doi:10.1007/978-4-431-55096-9_10

Garengo, P., Nudurupati, S., & Bititci, U. (2007). Understanding the relationship between PMS and MIS 
in SMEs: An organizational life cycle perspective. Computers in Industry, 58(7), 677–686. doi:10.1016/j.
compind.2007.05.006

Golec, A., & Kahya, E. (2007). A Fuzzy Model for Competency-Based Employee Evaluation and sSelec-
tion. Computers & Industrial Engineering, 52(1), 143–161. doi:10.1016/j.cie.2006.11.004

Gürbüz, T. (2010). Multiple Criteria Human Performance Evaluation Using Choquet Integral. International 
Journal of Computational Intelligence Systems, 3(3), 290–300. doi:10.1080/18756891.2010.9727700

Javadein, S. R. S., Ebrahimi, E., & Fathi, M. R. (2014). Ranking Employees based on their Career 
Orientation: Considering Protean and Boundaryless Career Attitudes. Global Journal of Management 
Studies and Researches, 1(3), 136–142.

http://dx.doi.org/10.1007/s00500-008-0387-8
http://dx.doi.org/10.1016/j.ejor.2010.06.012
http://dx.doi.org/10.1016/j.ejor.2010.06.012
http://dx.doi.org/10.1145/1874590.1874598
http://dx.doi.org/10.1108/17410400810857248
http://dx.doi.org/10.1016/j.hrmr.2012.06.005
http://dx.doi.org/10.1016/j.ins.2012.08.015
http://dx.doi.org/10.1109/ISKE.2010.5680769
http://dx.doi.org/10.1007/978-4-431-55096-9_10
http://dx.doi.org/10.1016/j.compind.2007.05.006
http://dx.doi.org/10.1016/j.compind.2007.05.006
http://dx.doi.org/10.1016/j.cie.2006.11.004
http://dx.doi.org/10.1080/18756891.2010.9727700


342

An Analytical Employee Performance Evaluation Approach
 

Kempe, D., Kleinberg, J., & Tardos, E. (2003). Maximizing the spread of influence through a social 
network. Paper presented at the ninth ACM SIGKDD international conference on Knowledge discovery 
and data mining, Washington, DC. doi:10.1145/956750.956769

Lan, Y., & Li, S. (2010). Design and realization of the research and development staff performance 
assessment system. Paper presented at the Seventh International Conference on Fuzzy Systems and 
Knowledge Discovery (FSKD), Yantai, Shandong. doi:10.1109/FSKD.2010.5569414

Macwan, N., & Sajja, P. S. (2013). Modeling performance appraisal using soft computing techniques: 
Designing neuro-fuzzy application. Paper presented at the 2013 International Conference on Intelligent 
Systems and Signal Processing (ISSP), Gujarat doi:10.1109/ISSP.2013.6526943

Manoharan, T. R., Muralidharan, C., & Deshmukh, S. G. (2009). Employee Performance Appraisal Us-
ing Data Envelopment Analysis: A Case Study. Research & Practice In Human Resource Management, 
17, 17–34.

Manoharan, T. R., Muralidharan, C., & Deshmukh, S. G. (2011). An integrated fuzzy multi-attribute 
decision-making model for employees’ performance appraisal. International Journal of Human Resource 
Management, 22(3), 722–745. doi:10.1080/09585192.2011.543763

Manoharan, T. R., Muralidharan, C., & Deshmukh, S. G. (2012). A composite model for employees’ per-
formance appraisal and improvement. European Journal of Training and Development, 36(4), 448–480. 
doi:10.1108/03090591211220366

Moon, C., Lee, J., & Lim, S. (2010). A performance appraisal and promotion ranking system based on 
fuzzy logic: An implementation case in military organizations. Applied Soft Computing, 10(2), 512–519. 
doi:10.1016/j.asoc.2009.08.035

Nudurupati, S. S., Bititci, U. S., Kumar, V., & Chan, F. T. S. (2011). State of the art literature review 
on performance measurement. Computers & Industrial Engineering, 60(2), 279–290. doi:10.1016/j.
cie.2010.11.010

Osman, I., Berbary, L., Sidani, Y., Al-Ayoubi, B., & Emrouznejad, A. (2011). Data Envelopment Analy-
sis Model for the Appraisal and Relative Performance Evaluation of Nurses at an Intensive Care Unit. 
Journal of Medical Systems, 35(5), 1039–1062. doi:10.1007/s10916-010-9570-4 PMID:20734223

Park, J. H., Cho, H. J., & Kwun, Y. C. (2013). Extension of the VIKOR method to dynamic intuition-
istic fuzzy multiple attribute decision making. Computers & Mathematics with Applications (Oxford, 
England), 65(4), 731–744. doi:10.1016/j.camwa.2012.12.008

Rezaei, A. R., Çelik, T., & Baalousha, Y. (2011). Performance measurement in a quality management 
system. Scientia Iranica, 18(3), 742–752. doi:10.1016/j.scient.2011.05.021

Sepehrirad, R., Azar, A., & Sadeghi, A. (2012). Developing a Hybrid Mathematical Model for 360-Degree 
Performance Appraisal: A Case Study. Paper presented at the World Conference on Business, Economics 
and Management (BEM-2012), Antalya, Turkey. doi:10.1016/j.sbspro.2012.09.142

Waldman, D. A. (1994). The Contribution of Total Quality Management to a Theory of Work Perfor-
mance. Academy of Management Review, 19, 510–536.

http://dx.doi.org/10.1145/956750.956769
http://dx.doi.org/10.1109/FSKD.2010.5569414
http://dx.doi.org/10.1109/ISSP.2013.6526943
http://dx.doi.org/10.1080/09585192.2011.543763
http://dx.doi.org/10.1108/03090591211220366
http://dx.doi.org/10.1016/j.asoc.2009.08.035
http://dx.doi.org/10.1016/j.cie.2010.11.010
http://dx.doi.org/10.1016/j.cie.2010.11.010
http://dx.doi.org/10.1007/s10916-010-9570-4
http://www.ncbi.nlm.nih.gov/pubmed/20734223
http://dx.doi.org/10.1016/j.camwa.2012.12.008
http://dx.doi.org/10.1016/j.scient.2011.05.021
http://dx.doi.org/10.1016/j.sbspro.2012.09.142


343

An Analytical Employee Performance Evaluation Approach
 

Wu, Y.-J., & Hou, J.-L. (2010). An employee performance estimation model for the logistics industry. 
Decision Support Systems, 48(4), 568–581. doi:10.1016/j.dss.2009.11.007

Xu, Z. (2004). Uncertain linguistic aggregation operators based approach to multiple attribute group 
decision making under uncertain linguistic environment. Information Sciences, 168(1-4), 171–184. 
doi:10.1016/j.ins.2004.02.003

Xuan, J., Jiang, H., Ren, Z., & Zou, W. (2012). Developer prioritization in bug repositories. Paper pre-
sented at the Software Engineering (ICSE), 2012 34th International Conference on.

Yue, Z. (2013). An avoiding information loss approach to group decision making. Applied Mathematical 
Modelling, 37(1–2), 112–126. doi:10.1016/j.apm.2012.02.008

Yue, Z. (2014a). TOPSIS-based group decision-making methodology in intuitionistic fuzzy setting. 
Information Sciences, 277, 141–153. doi:10.1016/j.ins.2014.02.013

Yue, Z. (2014b). TOPSIS-based group decision-making methodology in intuitionistic fuzzy setting. 
Information Sciences.

Yusliza, M., & Ramayah, T. (2012). Determinants of Attitude Towards E-HRM: an Empirical Study 
Among HR Professionals. Paper presented at the International Conference on Asia Pacific Business 
Innovation and Technology Management. doi:10.1016/j.sbspro.2012.09.1191

KEY TERMS AND DEFINITIONS

Direct Performance: Determining the amount of performance individuals based on actual perfor-
mance and effective performance.

Effective Performance: The performance that is calculated by the removal of the error and the delay 
of the actual performance.

Employees Ranking: A quantitative system to estimate contribution of each employee to achieve 
organizational goals and results during a period of time.

Indirect Performance: Determining the amount of manager performance based on their own per-
formance and their subordinates as they are responsive about.

Information Systems: A complete system that is designed to produce, collection, organization, 
storage, retrieval and communication of information in an enterprise, organization or any other defined 
areas of society.

Non-Systematic Methods: Methods that evaluate relying on evaluators’ opinions and calculating 
individuals’ absolute performance score based on the mean of all opinions of evaluators or based on a 
proportion of input and output parameters.

Performance Measurement: A process that is used in organizations in order to evaluate employees’ 
efficiency and productivity for planning Human Resource policies.

Systematic Methods: Web-based methods which, by using data warehouse and data collection 
algorithms, automatically collect detailed information on task completion, the portion of job content 
done, and professional inter-employee relationships in daily routine workplace activities through the 
designed systems.

http://dx.doi.org/10.1016/j.dss.2009.11.007
http://dx.doi.org/10.1016/j.ins.2004.02.003
http://dx.doi.org/10.1016/j.apm.2012.02.008
http://dx.doi.org/10.1016/j.ins.2014.02.013
http://dx.doi.org/10.1016/j.sbspro.2012.09.1191




Compilation of References



Abdullah,L.,&Jamal,N.J.(2011).DeterminationofWeightsforHealthRelatedQualityofLifeIndicatorsamong
KidneyPatients:AFuzzyDecisionMakingMethod.Applied Research in Quality of Life,6(4),349–361.doi:10.1007/
s11482-010-9133-3

Acar,A.Z.,&Uzunlar,M.B.(2014).TheEffectsofProcessDevelopmentandInformationTechnologyonTime-based
SupplyChainPerformance.Procedia: Social and Behavioral Sciences,150,744–753.doi:10.1016/j.sbspro.2014.09.044

Aczel,A.D.,&Sounderpandian,J.(2009).Complete business statistics.Boston,MA:McGraw-Hill/Irwin.

Aeron,H.,Kumar,A.,&Janakiraman,M.(2010).Applicationofdataminingtechniquesforcustomerlifetimevaluepa-
rameters:Areview.International Journal of Business Information Systems,6(4),530–546.doi:10.1504/IJBIS.2010.035744

Afshari,A.R.,&Yusuff,R.M.(2012).Developingastructuralmethodforelicitingcriteriainprojectmanagerselection.
Proceedings of the 2012 International Conference on Industrial Engineering and Operations Management.

Aghion,P.,&Howitt,P.(1998).Endogenous Economic Growth.Cambridge,MA:TheMITPress.

Agilysys.(2015).Stratton Warren System at Agilysys.RetrievedFebruary12,2016fromhttp://www.agilysys.com/solu-
tions/by-products/inventory-procurement

Ahmed,F.,Deb,K.,&Jindal,A.(2013).Multi-objectiveoptimizationanddecisionmakingapproachestocricketteam
selection.Journal of Applied Soft Computing, 13(201),402-414.

Ahmed,I.,Sultana,I.,Paul,S.K.,&Azeem,A.(2013).Employeeperformanceevaluation:Afuzzyapproach.Inter-
national Journal of Productivity and Performance Management,62(7),718–734.doi:10.1108/IJPPM-01-2013-0013

Al-Awadhi,S.A.,&Konsowa,M.(2007).AnapplicationofabsorbingMarkovanalysistothestudentflowinanaca-
demicinstitution.Kuwait Journal of Science and Engineering, 34(2A),77-89.

Alchian,A.A.,&Demsetz,H.(1972).Production,informationcostsandeconomicorganization.The American Eco-
nomic Review,62(5),777–795.

Aldaihani,M.M.,&Darwish,M.A.(2013).Optimalproductionandinventorydecisionsforsupplychainswithone
producerandmultiplenewsvendors.International Journal of Services and Operations Management.,15(4),430–448.
doi:10.1504/IJSOM.2013.054884

Alfalla-Luque,R.,Marin-Garcia,J.A.,&Medina-Lopez,C.(2015).Ananalysisofthedirectandmediatedeffectsof
employeecommitmentandsupplychainintegrationonorganisationalperformance.International Journal of Production 
Economics,162(0),242–257.doi:10.1016/j.ijpe.2014.07.004

Altés,J.(2013).Papeldelastecnologíasdelainformaciónylacomunicaciónenlamedicinaactual.Seminarios de la 
Fundación Española de Reumatología,14(2),31–35.doi:10.1016/j.semreu.2013.01.005

344

http://dx.doi.org/10.1007/s11482-010-9133-3
http://dx.doi.org/10.1007/s11482-010-9133-3
http://dx.doi.org/10.1016/j.sbspro.2014.09.044
http://dx.doi.org/10.1504/IJBIS.2010.035744
http://www.agilysys.com/solutions/by-products/inventory-procurement
http://www.agilysys.com/solutions/by-products/inventory-procurement
http://dx.doi.org/10.1108/IJPPM-01-2013-0013
http://dx.doi.org/10.1504/IJSOM.2013.054884
http://dx.doi.org/10.1016/j.ijpe.2014.07.004
http://dx.doi.org/10.1016/j.semreu.2013.01.005


Compilation of References

Amaratunga,D.,Baldry,D.,Sarshar,M.,&Newton,R.(2002).QuantitativeandQualitativeResearchintheBuiltEn-
vironment:Applicationof“Mixed”ResearchApproach.Work Study,51(1),17–31.doi:10.1108/00438020210415488

Anderson,J.,&Gerbing,D.(1984).TheEffectofSamplingErroronConvergence,ImproperSolutions,andGoodness-
of-FitIndicesforMaximumLikelihoodConfirmatoryFactorAnalysis.Psychometrika,49(2),155–173.doi:10.1007/
BF02294170

Anderson,J.,&Gerbing,D.(1988).StructuralEquationModelinginPractice:AReviewandRecommendedTwo-Step
Approach.Psychological Bulletin,103(3),411–423.doi:10.1037/0033-2909.103.3.411

Andranovoch,G. (1995).Developing community participation and consensus: The Delphi technique.LosAngeles:
WesternRegionalExtension.

Andrés,R.,Espinila,M.,&Martínez,L.(2010).AnExtendedHierarchicalLinguisticModelforManagingIntegralEvalu-
ation.International Journal of Computational Intelligence Systems,3(4),486–500.doi:10.1080/18756891.2010.9727716

Andrés,R.,García-Lapresta,J.L.,&González-Pachón,J.(2010).Performanceappraisalbasedondistancefunction
methods.European Journal of Operational Research,207(3),1599–1607.doi:10.1016/j.ejor.2010.06.012

Andrés,R.,García-Lapresta,J.,&Martínez,L.(2010).Amulti-granularlinguisticmodelformanagementdecision-
makinginperformanceappraisal.Soft Computing,14(1),21–34.doi:10.1007/s00500-008-0387-8

Andrienko,N.,Andrienko,G.,&Rinzivillo,S.(2015).Exploitingspatialabstractioninpredictiveanalyticsofvehicle
traffic.ISPRS International Journal of Geo-Information,4(2),591–606.doi:10.3390/ijgi4020591

Antonucci,Y.L.,&Goeke,R.J.(2011).Identificationofappropriateresponsibilitiesandpositionsforbusinessprocess
managementsuccess:Seekingavalidandreliableframework.Business Process Management Journal,17(1),127–146.
doi:10.1108/14637151111105616

Aqel, D., & Vadera, S. (2010). A framework for employee appraisals based on sentiment analysis. Paper pre-
sentedat the1stInternationalConferenceonIntelligentSemanticWeb-ServicesandApplications,Amman,Jordan.
doi:10.1145/1874590.1874598

Armstrong,J.S.,&Collopy,F.(1996).Competitororientation:Effectsofobjectivesandinformationonmanagerial
decisionsandprofitability.JMR, Journal of Marketing Research,33(2),188–199.doi:10.2307/3152146

Armstrong,M.(2006).A handbook of human resource management practice.London,UK:KoganPage.

Arnott,D.(2004).Decisionsupportsystemsevolution:Framework,casestudyandresearchagenda.European Journal 
of Information Systems,13(4),247–259.doi:10.1057/palgrave.ejis.3000509

Arrow,K.(1969).Classificatorynotesontheproductionandtransmissionoftechnicalknowledge.The American Eco-
nomic Review,59,29–35.

Astrachan,C.B.,Patel,V.K.,&Wanzenried,G.(2014).AComparativeStudyofCb-SemandPls-SemforTheoryDe-
velopmentinFamilyFirmResearch.Journal of Family Business Strategy,5(1),116–128.doi:10.1016/j.jfbs.2013.12.002

Atlanta Regional Commission. (2010). Retrieved from: http://documents.atlantaregional.com/plan2040/docs/tp_
PLAN2040RTP_072711.pdf

Atun,R.(2004).What are the advantages and disadvantages of restructuring a health care system to be more focused 
on primary care services? Health Evidence Network (HEN).Copenhagen:WhoRegionalOfficeforEurope.

Austin,J.,&Currie,B.(2003).Changingorganisationsforaknowledgeeconomy:Thetheoryandpracticeofchange
management.Journal of Facilities Management,3(2),229–243.doi:10.1108/14725960410808221

345

http://dx.doi.org/10.1108/00438020210415488
http://dx.doi.org/10.1007/BF02294170
http://dx.doi.org/10.1007/BF02294170
http://dx.doi.org/10.1037/0033-2909.103.3.411
http://dx.doi.org/10.1080/18756891.2010.9727716
http://dx.doi.org/10.1016/j.ejor.2010.06.012
http://dx.doi.org/10.1007/s00500-008-0387-8
http://dx.doi.org/10.3390/ijgi4020591
http://dx.doi.org/10.1108/14637151111105616
http://dx.doi.org/10.1145/1874590.1874598
http://dx.doi.org/10.2307/3152146
http://dx.doi.org/10.1057/palgrave.ejis.3000509
http://dx.doi.org/10.1016/j.jfbs.2013.12.002
http://documents.atlantaregional.com/plan2040/docs/tp_PLAN2040RTP_072711.pdf
http://documents.atlantaregional.com/plan2040/docs/tp_PLAN2040RTP_072711.pdf
http://dx.doi.org/10.1108/14725960410808221


Compilation of References

Avazpour,R.,Ebrahimi,E.,&Fathi,M.R.(2013).A360DegreeFeedbackModelforPerformanceAppraisalBased
onFuzzyAHPandTOPSIS.International Journal of Economy,Management and Social Sciences,2(11),969–976.

Axelrod,R.(1984).The Evolution of Cooperation. BasicBooks.

Ayton,P.,Ferrel,W.R.,&Stewart,T.R.(1999).Commentarieson‘TheDelphitechniqueasaforecastingtool:Issuesand
analysis’byRoweandWright.International Journal of Forecasting,15(4),377–381.doi:10.1016/S0169-2070(99)00013-8

Azadeh, A., Gholizadeh, H., & Jeihoonian, M. (2013). A multi-objective optimisation model for university course
timetablingproblemusingamixedintegerdynamicnon-linearprogramming.International Journal of Services and 
Operations Management.,15(4),467–481.doi:10.1504/IJSOM.2013.054886

Azvine,B.,Cui,Z.,Majeed,B.,&Spott,M.(2007).Operationalriskmanagementwithreal-timebusinessintelligence.
BT Technology Journal,25(1),154–167.doi:10.1007/s10550-007-0017-5

Azvine,B.,Cui,Z.,&Nauck,D.D.(2005).Towardsreal-timebusinessintelligence.BT Technology Journal,23(3),
214–225.doi:10.1007/s10550-005-0043-0

Baars,H.,Felden,C.,Gluchowski,P.,Hilbert,A.,Kemper,H.G.,&Olbrich,S.(2014).Shapingthenextincarnation
ofbusinessintelligence.Business & Information Systems Engineering,6(1),11–16.doi:10.1007/s12599-013-0307-z

Baars,H.,&Kemper,H.(2008).Managementsupportwithstructuredandunstructureddata:Anintegratedbusiness
intelligenceframework.Information Systems Management,25(2),132–148.doi:10.1080/10580530801941058

Bagozzi,R.P.,&Heatherton,T.F.(1994).AGeneralApproachtoRepresentingmultifacetedPersonalityConstructs:
ApplicationtoStateSelf-Esteem.Structural Equation Modeling,1(1),35–67.doi:10.1080/10705519409539961

Bair,L.J.,&Analytics,L.J.B.(2012).TheMissingLinkinModelingandSimulationValidation.InProceedings of 
the 2012 Autumn AIAA Modeling and Simulation Technologies Conference.doi:10.2514/mmst12

Ballou,R.H.(2004).LogisticaAdministraciondelaCadenadeSuministro(E.Q.DuarteEd.5ed.).PearsonEducation

Bally Technologies. (2015). Retrieved February 9, 2016 from https://www.ballytech.com/Systems/Player-Tracking/
CMS/CMP

Balogun,J.,&HopeHailey,V.(2003).Exploring Strategic Change.London:PrenticeHall.

BaltimoreMetropolitanCouncil. (2011).Plan It 2035.Retrieved5October2013 from:http://www.baltometro.org/
plans/plan-it-2035>

Balzarova,M.A.,Bamber,C.J.,McCambridge,S.,&Sharp,J.M.(2004).Keysuccessfactorsinimplementationof
process-based management: A UK housing association experience. Business Process Management Journal, 10(4),
387–399.doi:10.1108/14637150410548065

Bansal,A.(2011).Trapezoidalfuzzynumbers(a,b,c,d):Arith-meticBehavior.International Journal of Physical and 
Mathemat-ical Sciences,2(1),39–44.

Baran,R.,Zerres,C.,&Zerres,M.(2008).CustomerRelationshipManagement.OSR Journal of Business and Manage-
ment, 16(1),51-57.RetrievedFebruary9,2016fromhttp://iosrjournals.org/iosr-jbm/papers/Vol16-issue1/Version-6/
F016165157.pdf

Barker,B.(2014).The News Leader.RetrievedFebruary9,2016fromhttp://the-news-leader.com/news%20local/2014/12/31/
hard-rock-rocksino-northfield-park-celebrates-first-anniversary

346

http://dx.doi.org/10.1016/S0169-2070(99)00013-8
http://dx.doi.org/10.1504/IJSOM.2013.054886
http://dx.doi.org/10.1007/s10550-007-0017-5
http://dx.doi.org/10.1007/s10550-005-0043-0
http://dx.doi.org/10.1007/s12599-013-0307-z
http://dx.doi.org/10.1080/10580530801941058
http://dx.doi.org/10.1080/10705519409539961
http://dx.doi.org/10.2514/mmst12
https://www.ballytech.com/Systems/Player-Tracking/CMS/CMP
https://www.ballytech.com/Systems/Player-Tracking/CMS/CMP
http://www.baltometro.org/plans/plan-it-2035
http://www.baltometro.org/plans/plan-it-2035
http://dx.doi.org/10.1108/14637150410548065
http://iosrjournals.org/iosr-jbm/papers/Vol16-issue1/Version-6/F016165157.pdf
http://iosrjournals.org/iosr-jbm/papers/Vol16-issue1/Version-6/F016165157.pdf
http://the-news-leader.com/news%20local/2014/12/31/hard-rock-rocksino-northfield-park-celebrates-first-anniversary
http://the-news-leader.com/news%20local/2014/12/31/hard-rock-rocksino-northfield-park-celebrates-first-anniversary


Compilation of References

Barrett,D. J. (2002).Changecommunication:Using strategic employee communication to facilitatemajor change.
Corporate Communications,7(4),219–231.doi:10.1108/13563280210449804

Baumgartner,H.,&Homburg,C.(1996).ApplicationsofStructuralEquationModelinginMarketingandConsumer
Research:AReview.International Journal of Research in Marketing,13(2),139–161.doi:10.1016/0167-8116(95)00038-0

Bautista-Marín,M.-F.,Rojo-Martín,M.-D.,Pérez-Ruiz,M.,Miranda-Casas,C.,Martínez-Muñoz,P.,&Navarro-Marí,
J.-M.(2012).ImplementationandmonitoringofaqualitymanagementsystembasedonthestandardUNE-EN-ISO15189
inaurinecultureunit.Clinical Biochemistry,45(4),374–377.doi:10.1016/j.clinbiochem.2011.12.016PMID:22240066

Baxter, L. F., & Hirschhauser, C. (2004). Reification and representation in the implementation of qual-
ity improvement programmes. International Journal of Operations & Production Management, 24(2), 207–224.
doi:10.1108/01443570410514894

Baxter,P.,&Jack,S.(2008).Qualitativecasestudymethodology:Studydesignandimplementationfornoviceresearch-
ers.Qualitative Report,13(4),544–559.

Becker,J.,Niehaves,B.,Poppelbuß,J.,&Simons,A.(2010).Maturity models in IS research.Paperpresentedatthe
EuropeanConferenceonInformationSystems(ECIS2010),Pretoria,SouthAfrica.

Becker,J.,Knackstedt,R.,&Poppelbuß,J.(2009).DevelopingmaturitymodelsforITmanagement:Aproceduremodel
anditsapplication.Business and Information Systems Engineering,1(3),213–222.doi:10.1007/s12599-009-0044-5

Becker,J.,Kugeler,M.,&Rosemann,M.(2003).Process management: A guide for the design of business processes.
Berlin,Germany:Springer–Verlag.doi:10.1007/978-3-540-24798-2

Beheshti,H.M.,&Lollar,J.G.(2008).Fuzzylogicandperformanceevaluation:Discussionandapplication.International 
Journal of Productivity and Performance Management,57(3),237–246.doi:10.1108/17410400810857248

Beldona,S.,&Tsatsoulis,C.(2010).Identifyingbuyerswithsimilarsellerratingmodelsandusingtheiropinionsto
choosesellersinelectronicmarkets.International Journal of Information and Decision Sciences,29(1),1–16.doi:10.1504/
IJIDS.2010.029901

Bentler,P.M.,&Chou,C.P.(1987).PracticalIssuesinStructuralModeling.Sociological Methods & Research,16(1),
78–117.doi:10.1177/0049124187016001004

Bentler,P.M.,&Wu,E.(1995).Eqs for Windows User’s Guide.Encino,CA:MultivariateSoftware.

Bentler,P.M.,&Yuan,K.-H.(1999).StructuralEquationModelingwithSmallSamples:TestStatistics.Multivariate 
Behavioral Research,34(2),181–197.doi:10.1207/S15327906Mb340203PMID:26753935

Beran,T.N.,&Violato,C.(2010).StructuralEquationModelinginMedicalResearch:APrimer.BMC Research Notes,
3(1),267.doi:10.1186/1756-0500-3-267PMID:20969789

Berenson,M.,Levine,D.,Szabat,K.A.,&Krehbiel,T.C.(2012).Basic business statistics: Concepts and applications
(12thed.).Englewood-Cliffs,NJ:PrenticeHall.

Berkman,T.,Wagner,E.H.,&Grumbach,K.(2002).Improvingprimarycareforpatientswithchronicillness.Journal 
of the American Medical Association.

Bernard,A.,&Jensen,J.(1999).Exceptionalexporterperformance:Cause,effect,orboth?Journal of International 
Economics,47(1),1–25.doi:10.1016/S0022-1996(98)00027-0

Berry,L.L.,&Seiders,K.(2003).Innovationsinaccesstocare:Apatient-centeredapproach.Annals of Internal Medi-
cine,139(7),568.doi:10.7326/0003-4819-139-7-200310070-00009PMID:14530228

347

http://dx.doi.org/10.1108/13563280210449804
http://dx.doi.org/10.1016/0167-8116(95)00038-0
http://dx.doi.org/10.1016/j.clinbiochem.2011.12.016
http://www.ncbi.nlm.nih.gov/pubmed/22240066
http://dx.doi.org/10.1108/01443570410514894
http://dx.doi.org/10.1007/s12599-009-0044-5
http://dx.doi.org/10.1007/978-3-540-24798-2
http://dx.doi.org/10.1108/17410400810857248
http://dx.doi.org/10.1504/IJIDS.2010.029901
http://dx.doi.org/10.1504/IJIDS.2010.029901
http://dx.doi.org/10.1177/0049124187016001004
http://dx.doi.org/10.1207/S15327906Mb340203
http://www.ncbi.nlm.nih.gov/pubmed/26753935
http://dx.doi.org/10.1186/1756-0500-3-267
http://www.ncbi.nlm.nih.gov/pubmed/20969789
http://dx.doi.org/10.1016/S0022-1996(98)00027-0
http://dx.doi.org/10.7326/0003-4819-139-7-200310070-00009
http://www.ncbi.nlm.nih.gov/pubmed/14530228


Compilation of References

Berwick,D.M.,&Nolan,T.W.(1998).PhysiciansasLeadersinImprovingHealthCare:ANewSeriesinAnnalsof
Internal Medicine. Annals of Internal Medicine, 128(4), 289–292. doi:10.7326/0003-4819-128-4-199802150-00008
PMID:9471932

Beshtawi,M.,&Jaaron,A. (2014).ChangeManagement inTelecommunicationSector:AManagerialFramework.
Review of Contemporary Business Research,3(1),127–141.

Bessent,E.W.,&Bessent,A.M.(1980).Studentflowinauniversitydepartment:ResultsofaMarkovanalysis.Inter-
faces,10(2),52–59.doi:10.1287/inte.10.2.52

Bhamu,J.,Khandelwal,A.,&Sangwan,K.S.(2013).Leanmanufacturingimplementationinanautomatedproduc-
tionline:Acasestudy.International Journal of Services and Operations Management.,15(4),411–429.doi:10.1504/
IJSOM.2013.054883

Bhat,S.(2008).Theeffectoforderingpoliciesforamanufacturingcellchangingtoleanproduction.Proceedings - In-
stitution of Mechanical Engineers,222(11),1551–1560.doi:10.1243/09544054JEM1216

Bhatt,G.D.,&Saad,G.H.(2005).Examiningtherelationshipbetweenbusinessprocessimprovementinitiatives,in-
formationsystemsintegrationandcustomerfocus:Anempiricalstudy.Business Process Management Journal,11(5),
532–558.doi:10.1108/14637150510619876

Bhuiyan,N.A.(2011).Frameworkforsuccessfulnewproductdevelopment.Journal of Industrial Engineering and 
Management,4(4),746–770.doi:10.3926/jiem.334

Bi,H.H.,&Zhao,J.L.(2004).Applyingpropositionallogictoworkflowverification.Information Technology Manage-
ment,5(3/4),293–318.doi:10.1023/B:ITEM.0000031583.16306.0f

Bilsel,R.U.,Büyüközkan,G.,&Ruan,D.(2006).Afuzzypreference‐rankingmodelforaqualityevaluationofhospital
websites.International Journal of Intelligent Systems,21(11),1181–1197.doi:10.1002/int.20177

Biswas,P.,&Sarker,B.R.(2008).Optimalbatchquantitymodelsforaleanproductionsystemwithin-cyclereworkand
scrap.International Journal of Production Research,46(23),6585–6610.doi:10.1080/00207540802230330

Bitkowska,A.(2015).Theorientationofbusinessprocessmanagementtowardthecreationofknowledgeinenterprises.
Human Factors and Ergonomics in Manufacturing & Service Industries,25(1),43–57.doi:10.1002/hfm.20533

Blair,J.,&Presser,S.(1992).AnExperimentalComparisonofAlternativePretestTechniques:ANoteonPreliminary
Findings’.Journal of Advertising Research,32,2–5.

Blake,B.F.,Neuendorf,K.A.,&Valdiserri,C.M.(2005).Tailoringnewwebsitestoappealtothosemostlikelytoshop
online.Technovation,25(10),1205–1215.doi:10.1016/j.technovation.2004.03.009

Bleistein,S.J.,Cox,K.,Verner,J.,&Phalp,K.T.(2006).B-SCP:Arequirementsanalysisframeworkforvalidating
strategicalignmentoforganizationalITbasedonstrategy,context,andprocess.Information and Software Technology,
48(9),846–868.doi:10.1016/j.infsof.2005.12.001

Blome,C.,Schoenherr,T.,&Eckstein,D.(2014).Theimpactofknowledgetransferandcomplexityonsupplychain
flexibility: Aknowledge-based view. International Journal of Production Economics, 147, 307-316. doi:10.1016/j.
ijpe.2013.02.028

Blomström,M.,Lipsey,R.,&Zejan,M.(1996).Isfixedinvestmentthekeytoeconomicgrowth?The Quarterly Journal 
of Economics,111(1),269–276.doi:10.2307/2946665

348

http://dx.doi.org/10.7326/0003-4819-128-4-199802150-00008
http://www.ncbi.nlm.nih.gov/pubmed/9471932
http://dx.doi.org/10.1287/inte.10.2.52
http://dx.doi.org/10.1504/IJSOM.2013.054883
http://dx.doi.org/10.1504/IJSOM.2013.054883
http://dx.doi.org/10.1243/09544054JEM1216
http://dx.doi.org/10.1108/14637150510619876
http://dx.doi.org/10.3926/jiem.334
http://dx.doi.org/10.1023/B:ITEM.0000031583.16306.0f
http://dx.doi.org/10.1002/int.20177
http://dx.doi.org/10.1080/00207540802230330
http://dx.doi.org/10.1016/j.technovation.2004.03.009
http://dx.doi.org/10.1016/j.infsof.2005.12.001
http://dx.doi.org/10.2307/2946665


Compilation of References

Böhm,C.A.,Leone,H.,&Henning,G.(2007).Industrialsupplychains:Performancemeasures,metricsandbench-
marks.InP.Valentin&A.PaulŞerban(Eds.),ComputerAidedChemicalEngineering(Vol.24,pp.757-762).Elsevier.

Boje,D.M.,Fedor,D.B.,&Rowland,K.M.(1982).Mythmaking:AqualitativestepinODinterventions.The Journal 
of Applied Behavioral Science,18(1),17–28.doi:10.1177/002188638201800104

Bolch,G.,Greiner,S.,deMeer,H.,&Trivedi,K.S.(1998).Queueing networks and Markov chains.NewYork,NY:
Wiley.doi:10.1002/0471200581

Bollen,K.A.(2014).Structural Equations with Latent Variables.JohnWiley&Sons.

Bonney,W.(2013).Applicabilityofbusinessintelligenceinelectronichealthrecord.Procedia: Social and Behavioral 
Sciences,73,257–262.doi:10.1016/j.sbspro.2013.02.050

Boomsma,A.(1983).On the Robustness of Lisrel (Maximum Likelihood Estimation) against Small Sample Size and 
Non-Normality.RijksuniversiteitGroningen.

BosiljVuksic,V.,&Spremic,M.(2004).Case study of PLIVA Pharmaceuticals Inc. – Aligning ERP system implemen-
tation with business process change.Paperpresentedatthe26thInternationalConferenceonInformationTechnology
Interfaces(ITI2004),Cavtat,Croatia.

Bouhana,A.,Abed,M.,&Chabchoub,H.(2011).An integrated Case_Based Reasoning and AHP method for personal-
ized itinerary search.LOGISTIQUA.

Bourlakis,M.,Papagiannidis,P.,&Fox,H.(2008).E-consumerbehaviour:Past,presentandfuturetrajectoriesofan
evolvingretailrevolution.International Journal of E-Business Research,4(3),64–75.doi:10.4018/jebr.2008070104

BradfordDeLong,J.,&Summers,L.(1991).EquipmentInvestmentandEconomicGrowth.The Quarterly Journal of 
Economics,106(2),445–502.doi:10.2307/2937944

Brailsford,S.C.,Harper,P.R.,Patel,B.,&Pitt,M.(2009).Ananalysisoftheacademicliteratureonsimulationand
modellinginhealthcare.Journal of Simulation,3(3),130–140.doi:10.1057/jos.2009.10

Brannon,N.(2010).BusinessintelligenceandE-discovery.Intellectual Property & Technology Law Journal,22(7),1–5.

Bratton,J.,&Gold,J.(1994).Human Resource Management – Theory and Practice.Houndmills,UK:TheMacmillan
PressLtd.

Brent,A.C.,Rogers,D.E.,Ramabitsa-Siimane,T.S.,&Rohwer,M.B.(2007).Applicationoftheanalyticalhierarchy
processtoestablishhealthcarewastemanagementsystemsthatminimiseinfectionrisksindevelopingcountries.Euro-
pean Journal of Operational Research,181(1),403–424.doi:10.1016/j.ejor.2006.06.015

Briedenhann,J.,&Butts,S.(2006).TheapplicationoftheDelphitechniquetoruraltourismprojectevaluation.Current 
Issues in Tourism,9(2),171–190.doi:10.1080/13683500608668246

Brockhaus,W.L.,&Mickelsen,J.F.(1977).AnanalysisofpriorDelphiapplicationsandsomeobservationsonits
futureapplicability.Technological Forecasting and Social Change,10(1),103–110.doi:10.1016/0040-1625(77)90010-5

Brockhoff,K.(1975).Theperformanceofforecastinggroupsincomputerdialogueandfacetofacediscussions.InH.
Linstone&M.Turoff(Eds.),The Delphi method: Techniques and applications.London:Addison-Wesley.

Broersma,L.,&vanDijk,J.(2005).RegionalDifferencesinLabourProductivityintheNetherlands.Tijdschrift voor 
Economische en Sociale Geografie,96(3),334–343.doi:10.1111/j.1467-9663.2005.00464.x

349

http://dx.doi.org/10.1177/002188638201800104
http://dx.doi.org/10.1002/0471200581
http://dx.doi.org/10.1016/j.sbspro.2013.02.050
http://dx.doi.org/10.4018/jebr.2008070104
http://dx.doi.org/10.2307/2937944
http://dx.doi.org/10.1057/jos.2009.10
http://dx.doi.org/10.1016/j.ejor.2006.06.015
http://dx.doi.org/10.1080/13683500608668246
http://dx.doi.org/10.1016/0040-1625(77)90010-5
http://dx.doi.org/10.1111/j.1467-9663.2005.00464.x


Compilation of References

Browning,T.R.,&Heath,R.D.(2009).Reconceptualizingtheeffectsofleanonproductioncostswithevidencefrom
theF-22program.Journal of Operations Management,27(1),23–35.doi:10.1016/j.jom.2008.03.009

BRTF.(2005).Regulation – Less is More. Reducing Burdens, Improving Outcomes. A BRTF Report to the Prime Minister.
London:BetterRegulationTaskForce.

Buchanan,L.,&O’Connell,A.(2006).Abriefhistoryofdecisionmaking.Harvard Business Review,84(1),32–40.
PMID:16447367

Bucher,T.,&Winter,R.(2006).Classificationofbusinessprocessmanagementapproaches:Anexploratoryanalysis.
BIT – Banking and Information Technology, 7(3),9–20.

Bucher,T.,&Winter,R.(2009).Projecttypesofbusinessprocessmanagement:Towardsascenariostructuretoen-
ablesituationalmethodengineeringforbusinessprocessmanagement.Business Process Management Journal,15(4),
548–568.doi:10.1108/14637150910975534

Buckingham,I.(2008).Communicatinginarecession:Employeemustengagewiththebrandduringtoughtimes.Stra-
tegic Communication Management,12(3),7.

BureauofEconomicAnalysis(BEA).(2006).Gross domestic Product by State Estimation Methodology.U.S.Dept.of
Commerce.Retrieved12December2013from:http://www.bea.gov/regional/pdf/gsp/GDPState.pdf

Burt,D.N.,Dobler,D.W.,&Starling,S.L.(2003).WorldClassSupplyManagement(7thed.).McGraw-Hill.

Büyüközkan,G.,&Çifçi,G.(2012).AcombinedfuzzyAHPandfuzzyTOPSISbasedstrategicanalysisofelectronic
servicequalityinhealthcareindustry.Expert Systems with Applications,39(3),2341–2354.doi:10.1016/j.eswa.2011.08.061

Büyüközkan,G.,Çifçi,G.,&Güleryüz,S.(2011).StrategicanalysisofhealthcareservicequalityusingfuzzyAHP
methodology.Expert Systems with Applications,38(8),9407–9424.doi:10.1016/j.eswa.2011.01.103

Byrne,B.(2006).Structural Equation Modeling with Amos: Basic Concepts, Applications, and Programming(2nded.).
LawrenceErlbaum.

Byrne,B.M.(2013).Structural Equation Modeling with Lisrel, Prelis, and Simplis: Basic Concepts, Applications, and 
Programming.PsychologyPress.

Cabral,I.G.A.,&Cruz-Machado,V.(2012).Adecision-makingmodelforLean,Agile,ResilientandGreensupplychain
management.International Journal of Production Research,50(17),4830–4845.doi:10.1080/00207543.2012.657970

Cabral,L.M.B.(2000).Introduction to Industrial Organization.Cambridge,MA:MITPress.

Calabrese,A.,Costa,R.,&Menichini,T.(2013).UsingFuzzyAHPtomanageIntellectualCapitalassests:Anapplica-
tion.Journal of Expert Systems with Applications,(40),3747–3755.

Campbell,S.M.,Roland,M.O.,&Buetow,S.A.(2000).Definingqualityofcare.Social Science & Medicine,51.
PMID:11072882

Cantrill,J.A.,Sibbald,B.,&Buetow,S.(1996).TheDelphiandnominalgrouptechniquesinhealthsciencesresearch.
International Journal of Pharmacy Practice,4(2),67–74.doi:10.1111/j.2042-7174.1996.tb00844.x

Cao,J.,Kambayashi,Y.,Wang,H.,&Zhang,Y.(2004).Aglobalticket-basedaccessschemeformobileusers.Informa-
tion Systems Frontiers,6(1),35–46.doi:10.1023/B:ISFI.0000015873.35795.5e

Capaldo,A.,&Giannoccaro,I.(2015).Howdoestrustaffectperformanceinthesupplychain?Themoderatingroleof
interdependence.International Journal of Production Economics,166,36–49.doi:10.1016/j.ijpe.2015.04.008

350

http://dx.doi.org/10.1016/j.jom.2008.03.009
http://www.ncbi.nlm.nih.gov/pubmed/16447367
http://dx.doi.org/10.1108/14637150910975534
http://www.bea.gov/regional/pdf/gsp/GDPState.pdf
http://dx.doi.org/10.1016/j.eswa.2011.08.061
http://dx.doi.org/10.1016/j.eswa.2011.01.103
http://dx.doi.org/10.1080/00207543.2012.657970
http://www.ncbi.nlm.nih.gov/pubmed/11072882
http://dx.doi.org/10.1111/j.2042-7174.1996.tb00844.x
http://dx.doi.org/10.1023/B:ISFI.0000015873.35795.5e
http://dx.doi.org/10.1016/j.ijpe.2015.04.008


Compilation of References

Carlberg,C.(2013).Predictive analytics: Microsoft excel.PearsonEducation,Inc.

Carlsson,C.,&Walden,P.(1995).AHPinpoliticalgroupdecisions:Astudyintheartofpossibilities.Interfaces,25(4),
14–29.doi:10.1287/inte.25.4.14

Carreira,C.(2006).Firms’ learning and selection and productivity growth over the economic cycle. Seminário GEMF.
Coimbra,Portugal:GrupodeEstudosMonetárioseFinancieros.FacultadedeEconomia.UniversidadedeCoimbra.

Carroll,C.,&Weil,D.(1994).Carnegie-RochesterConferenceSeriesonPublicPolicy:Vol.40.Savings and growth: 
a reinterpretation(pp.133–192).

Carvalho,H.,Cruz-Machado,V.,&Tavares,J.G.(2012).Amappingframeworkforassessingsupplychainresilience.
International Journal of Logistics Systems and Management,12(3),354–373.doi:10.1504/IJLSM.2012.047606

Castaneda,J.A.,Rodriguez,M.A.,&Luque,T.(2009).Attitudes’hierarchyofeffectsinonlineuserbehavior.Online 
Information Review,33(1),7–21.doi:10.1108/14684520910944364

Caswell,H.(2013).SensitivityanalysisofdiscreteMarkovchainsviamatrixcalculus.Linear Algebra and Its Applica-
tions,438(4),1727–1745.doi:10.1016/j.laa.2011.07.046

Cavaleri, S. A. (2008). Are learning organizations pragmatic? The Learning Organization, 15(6), 474–481.
doi:10.1108/09696470810907383

Cavana,R.,Delahaye,B.,&Sekaran,U.(2001).Applied Business Research.Wiley.

Chaffey,D.,&Wood,S.(2005).Business information management: Improving performance using information systems.
EnglewoodCliffs,NJ:PrenticeHall.

Chan,A.P.C. (2002).Developinganexpert system forprojectprocurement.Advances in Building Technology,2,
1681–1688.doi:10.1016/B978-008044100-9/50207-2

Chan,F.T.S.,&Kumar,V.(2009).Performanceoptimizationofalegalityinspiredsupplychainmodel:ACFGTSAalgo-
rithmbasedapproach.International Journal of Production Research,47(3),777–791.doi:10.1080/00207540600844068

Chang,C.-L.,&Hsu,C.-H.(2009).Multi-criteriaanalysisviatheVIKORmethodforprioritizingland-userestraintstrate-
giesintheTseng-Wenreservoirwatershed.Journal of Environmental Management,90(11),3226–3230.doi:10.1016/j.
jenvman.2009.04.020PMID:19482411

Chan,J.O.(2005).Towardaunifiedviewofcustomerrelationshipmanagement.Journal of American Academy of 
Business,6(1),32–39.

Chaudhuri,S.,Dayal,U.,&Narasayya,V.(2011).Anoverviewofbusinessintelligencetechnology.Communications 
of the ACM,54(8),88–98.doi:10.1145/1978542.1978562

Chen,X.,&Siau,K.(2011).Impact of business intelligence and IT infrastructure flexibility on competitive performance: 
An organizational agility perspective.PaperpresentedattheInternationalConferenceonInformationSystems(ICIS
2011),Shanghai,China.

Chen,C.C.,Wu,J.,Su,Y.S.,&Yang,S.C.(2008).KeydriversforthecontinueduseofRFIDtechnologyintheemer-
gencyroom.Management Research News,31(4),273–288.doi:10.1108/01409170810851348

Chen,H.,Chiang,R.,&Storey,V.(2012).Businessintelligenceandanalytics:Frombigdatatobigimpact.Management 
Information Systems Quarterly,36(4),1165–1188.

351

http://dx.doi.org/10.1287/inte.25.4.14
http://dx.doi.org/10.1504/IJLSM.2012.047606
http://dx.doi.org/10.1108/14684520910944364
http://dx.doi.org/10.1016/j.laa.2011.07.046
http://dx.doi.org/10.1108/09696470810907383
http://dx.doi.org/10.1016/B978-008044100-9/50207-2
http://dx.doi.org/10.1080/00207540600844068
http://dx.doi.org/10.1016/j.jenvman.2009.04.020
http://dx.doi.org/10.1016/j.jenvman.2009.04.020
http://www.ncbi.nlm.nih.gov/pubmed/19482411
http://dx.doi.org/10.1145/1978542.1978562
http://dx.doi.org/10.1108/01409170810851348


Compilation of References

Chen,I.J.,&Paulraj,A.(2004).Towardsatheoryofsupplychainmanagement:Theconstructsandmeasurements.
Journal of Operations Management,22(2),119–150.doi:10.1016/j.jom.2003.12.007

Chen,L.,Gillenson,M.L.,&Sherrell,D.L.(2002).Enticingonlineconsumers:Anextendedtechnologyacceptance
perspective.Information & Management,39(8),705–719.doi:10.1016/S0378-7206(01)00127-6

Chen,S.H.,&Hsieh,C.H.(1999).Gradedmeanintegrationrepresentationofgeneralizedfuzzynumber.Journal of 
Chinese Fuzzy Systems,5(2),1–7.

Chen,S.J.,&Lin,L.(2004).Modelingteammembercharacteristicsfortheformationofmultifunctionalteamincon-
currentengineering.IEEE Transactions on Engineering Management,51(2),111–124.doi:10.1109/TEM.2004.826011

Chen,S.-H.(1985).Operationsonfuzzynumberswithfunctionprinciple.Tamkang Journal of Management Sciences,
6(1),13–26.

Chen,T.M.,&Barnett,G.A.(2000).Researchoninternationalstudentflowsfromamacroperspective:Anetwork
analysisof1985,1989and1995.Higher Education,39(4),435–453.doi:10.1023/A:1003961327009

Cheung,G.W.(2008).TestingEquivalenceintheStructure,Means,andVariancesofHigher-OrderConstructswith
StructuralEquationModeling.Organizational Research Methods,11(3),593–613.doi:10.1177/1094428106298973

Chou,D.C.,Tripuramallu,H.B.,&Chou,A.Y.(2005).BIandERPintegration.Information Management & Computer 
Security,13(5),340–349.doi:10.1108/09685220510627241

Chou,T.H.,&Seng,J.L.(2012).Telecommunicatione-servicesorchestrationenablingbusinessprocessmanagement.
Transactions on Emerging Telecommunications Technologies,23(7),646–659.doi:10.1002/ett.2520

Cho,V.(2006).Astudyoftherolesoftrustsandrisksininformation-orientedonlinelegalservicesusinganintegrated
model.Information & Management,43(4),502–520.doi:10.1016/j.im.2005.12.002

Christen,M.,&Sarvary,M.(2007).Competitivepricingofinformation:Alongitudinalexperiment.JMR, Journal of 
Marketing Research,44(February),42–56.doi:10.1509/jmkr.44.1.42

Christie,C.A.,&Barela,E.(2005).TheDelphitechniqueasamethodforincreasinginclusionintheevaluationprocess.
The Canadian Journal of Program Evaluation,20(1),105–122.

Ciccone, A. (2002). Agglomeration-Effects in Europe. European Economic Review, 46(2), 213–228. doi:10.1016/
S0014-2921(00)00099-4

Ciccone,A.,&Hall,R.(1996).ProductivityandtheDensityofEconomicActivity.The American Economic Review,
86(1),54–70.

Cingano,F.,&Schivardi,F.(2004).IdentifyingtheSourcesofLocalProductivityGrowth.Journal of the European 
Economic Association,2(4),720–742.doi:10.1162/1542476041423322

Ćirić,Z.,&Raković,L.(2010).ChangeManagementinInformationSystemDevelopmentandImplementationProjects.
Management Information Systems,5(2),23–28.

Clark,T.D.,Jones,M.C.,&Armstrong,C.P.(2007).Thedynamicstructureofmanagementsupportsystems:Theory
development,researchfocus,anddirection.Management Information Systems Quarterly,31(3),579–615.

Clayton, M. J. (1997). Delphi: A technique to harness expert opinion for critical decision‐making tasks in educa-
tion. Educational Psychology: An International Journal of Experimental Educational Psychology, 17(4), 373–386.
doi:10.1080/0144341970170401

352

http://dx.doi.org/10.1016/j.jom.2003.12.007
http://dx.doi.org/10.1016/S0378-7206(01)00127-6
http://dx.doi.org/10.1109/TEM.2004.826011
http://dx.doi.org/10.1023/A:1003961327009
http://dx.doi.org/10.1177/1094428106298973
http://dx.doi.org/10.1108/09685220510627241
http://dx.doi.org/10.1002/ett.2520
http://dx.doi.org/10.1016/j.im.2005.12.002
http://dx.doi.org/10.1509/jmkr.44.1.42
http://dx.doi.org/10.1016/S0014-2921(00)00099-4
http://dx.doi.org/10.1016/S0014-2921(00)00099-4
http://dx.doi.org/10.1162/1542476041423322
http://dx.doi.org/10.1080/0144341970170401


Compilation of References

Clemens,B.(2006).Economicincentivesandsmallfirms:Doesitpaytobegreen?Journal of Business Research,59(4),
492–500.doi:10.1016/j.jbusres.2005.08.006

Clibbens,N.,Walters,S.,&Baird,W.(2012).Delphiresearch:Issuesraisedbyapilotstudy.Nurse Researcher,19(2),
37–44.doi:10.7748/nr2012.01.19.2.37.c8907

Cohen,W.,&Levinthal,D.(1990).AbsorptiveCapacity:ANewPerspectiveonLearningandInnovation.Administra-
tiveScienceQuarterly,35(1),128-152.doi:10.2307/2393553

E.Coiera,J.I.Westbrook,J.L.Callen,&J.Aarts(Eds.).(2007)InformationTechnologyinHealthCare2007.Proceedings 
of the 3rd International Conference on Information Technology in Health Care: Socio-technical Approaches.IOSPress.

ContentiM.,MercurioG.,RicciF.L.&SerbanatiL.D.(2010a).Il processo di adozione del sistema LuMiR.Deliverable
progettoPreURT,n.PREURT31b_100.

Contenti,M.,Mercurio,G.,Ricci,F.L.,&Serbanati,L.D.(2008).LuMIR:ARegion-wideVirtualLongitudinalEHR.
Proceedingsof9thInternationalHL7InteroperabilityConference.

Contenti,M.,Mercurio,G.,Ricci,F.L.,&Serbanati,L.D.(2010b).LuMiR:TheRegion-wideEHR-SinBasilicata.
Proceedings of 13th International Congress on Medical Informatics, Medinfo 2010.IOSPress.

Cook,M.(2001).Supply-Chain Survey.Bain&Company.Retrievedfrom:http://www.bain.com/Images/BB_Supply-
chain_survey.pdf

Côrte-Real,N.,Ruivo,P.,&Oliveira,T.(2014).Thediffusionstagesofbusinessintelligence&analytics(BI&A):A
systematicmappingstudy.Procedia Technology,16,172–179.doi:10.1016/j.protcy.2014.10.080

Cramer,C.K.,Klasser,K.D.,Epstein,J.B.,&Sheps,S.B.(2008).TheDelphiprocessindentalresearch.The Journal 
of Evidence-Based Dental Practice,8(4),211–220.doi:10.1016/j.jebdp.2008.09.002

Cronbach,L.(1951).Coefficientalphaandtheinternalstructureoftests.Psychometrika,16(3),297–334.doi:10.1007/
BF02310555

Curran,J.,&Blackburn,R.(2001).Researching the Small Enterprise.SAGEPublicationsLtd.

Curtis, B., Kellner, M. I., & Over, J. (1992). Process modeling. Communications of the ACM, 35(9), 75–90.
doi:10.1145/130994.130998

D’Aprix,R.(2008).Providingaframeofreferencesiskeyduringtimesofchange.InG.Ginsberg(Ed.),Mecum’s Top 
50 Internal Communication Case Studies: An Anthology of Best-selling Research to Tackle Key Communication Issues
(pp.123–127).London:MelcrumPublishingLimited.

Dajani,J.S.,Sincoff,M.Z.,&Talley,W.K.(1979).StabilityandagreementcriteriafortheterminationofDelphistud-
ies.Technological Forecasting and Social Change,13(1),83–90.doi:10.1016/0040-1625(79)90007-6

Dalkey,N.C.,&Helmer,O.(1963).AnexperimentalapplicationoftheDelphimethodtotheuseofexperts.Manage-
ment Science,9(3),458–467.doi:10.1287/mnsc.9.3.458

Dalkey,N.C.,Rourke,D.L.,Lewis,R.,&Synder,D.(1972).Studies in the quality of life: Delphi and decision making.
Lexington:LexingtonBooks.

Danaher,P.J.,Bonfrer,A.,&Dhar,S.(2008).Theeffectofcompetitiveadvertisinginterferenceonsalesforpackaged
goods.JMR, Journal of Marketing Research,45(April),211–225.doi:10.1509/jmkr.45.2.211

Davenport,T.H.(1993).Process innovation.Cambridge,MA:HarvardBusinessSchoolPress.

353

http://dx.doi.org/10.1016/j.jbusres.2005.08.006
http://dx.doi.org/10.7748/nr2012.01.19.2.37.c8907
http://dx.doi.org/10.2307/2393553
http://www.bain.com/Images/BB_Supply-chain_survey.pdf
http://www.bain.com/Images/BB_Supply-chain_survey.pdf
http://dx.doi.org/10.1016/j.protcy.2014.10.080
http://dx.doi.org/10.1016/j.jebdp.2008.09.002
http://dx.doi.org/10.1007/BF02310555
http://dx.doi.org/10.1007/BF02310555
http://dx.doi.org/10.1145/130994.130998
http://dx.doi.org/10.1016/0040-1625(79)90007-6
http://dx.doi.org/10.1287/mnsc.9.3.458
http://dx.doi.org/10.1509/jmkr.45.2.211


Compilation of References

Davenport,T.H.(2006).Competingonanalytics.Harvard Business Review,84(1),99–107.PMID:16447373

Davenport,T.H.,&Short,J. (1990).Thenewindustrialengineering:Informationtechnologyandbusinessprocess
redesign.MIT Sloan Management Review,31(4),11–27.

Davis,D.,&Cosenza,R.(2000).Business Research for Decision Making.DuxburyPress.

deBruin,T.,Rosemann,M.,Freeze,R.,&Kulkarni,U.(2005).Understanding the main phases of developing a maturity 
assessment model.PaperpresentedattheAustralasianConferenceonInformationSystems(ACIS2005),Sydney,Australia.

Debortoli,S.,Muller,O.,&vomBrocke,J.(2014).Comparingbusinessintelligenceandbigdataskills.Business & 
Information Systems Engineering,6(5),289–300.doi:10.1007/s12599-014-0344-2

Decreus,K.,Poels,G.,Kharbili,M.E.,&Pulvermueller,E. (2010).Policy-enabledgoal-oriented requirementsen-
gineering for semanticbusinessprocessmanagement. International Journal of Intelligent Systems,25(8),784–812.
doi:10.1002/int.20431

Dehnad,K.(2012).Quality control, robust design, and the Taguchi method.SpringerScience&BusinessMedia.

Deighan,M.,James,S.W.,&Kinnear,T.C.(2006).StratSim Marketing: The Marketing Strategy Simulation.Charlot-
tesville,VA:InterpretiveSoftware,Inc.

Dekimpe,M.G.,Franses,P.H.,Hanssens,D.M.,&Naik,P.A.(2007).Timeseriesmodelsinmarketing.InHandbook
ofMarketingDecisionModels.NewYork,NY:SpringerScience+BusinessMedia.

Delbecq,A.L.,Gustafson,D.H.,&deVen,V.(1975).Group techniques for program planning: A guide to nominal 
group and Delphi processes.Glenview:Scott,ForesmanandCompany.

Deming,W.E.(1986).OutoftheCrisis.Cambridge,MA:MassachusettsInstituteofTechnology.

denHamer,P.(2005).The organisation of business intelligence.TheHague,TheNetherlands:SDUPublishers.

Derian,J.-C.,&Morize,F.(1973).Delphiintheassessmentofresearchanddevelopmentprojects.Futures,5(5),469–483.
doi:10.1016/0016-3287(73)90038-4

Dietz,T.(1987).MethodsforanalyzingdatafromDelphipanels:Someevidencefromaforecastingstudy.Technological 
Forecasting and Social Change,31(1),79–85.doi:10.1016/0040-1625(87)90024-2

Disney,R.,Haskel,J.,&Heden,I.(2003).RestructuringandProductivityGrowthinUKManufacturing.The Economic 
Journal,113(489),666–694.doi:10.1111/1468-0297.t01-1-00145

Donohoe,H.M.,&Needham,R.D.(2009).Movingbestpracticeforward:Delphicharacteristics,advantages,potential
problems,andsolutions.International Journal of Tourism Research,11(5),415–437.doi:10.1002/jtr.709

Dorfman,R.,&Steiner,P.O.(1954).Optimaladvertisingandoptimalquality.The American Economic Review,44(5),
826–836.

Drejer,A.,&Riis,J.O.(2000).Newdimensionsofcompetencedevelopmentinindustrialenterprises.International 
Journal of Manufacturing Technology and Management, 2(1/7),660-882.

Dulebohn,J.H.,&Johnson,R.D.(2013).Humanresourcemetricsanddecisionsupport:Aclassificationframework.
Human Resource Management Review,23(1),71–83.doi:10.1016/j.hrmr.2012.06.005

Durham,D.R.(2002).Environmentallybenignmanufacturing:Currentpracticeandfuturetrends.Journal of Opera-
tions and Manufacturing,54(5),34–38.

354

http://www.ncbi.nlm.nih.gov/pubmed/16447373
http://dx.doi.org/10.1007/s12599-014-0344-2
http://dx.doi.org/10.1002/int.20431
http://dx.doi.org/10.1016/0016-3287(73)90038-4
http://dx.doi.org/10.1016/0040-1625(87)90024-2
http://dx.doi.org/10.1111/1468-0297.t01-1-00145
http://dx.doi.org/10.1002/jtr.709
http://dx.doi.org/10.1016/j.hrmr.2012.06.005


Compilation of References

Dursun,M.,Karsak,E.E.,&Karadayi,M.A.(2010).FuzzyGroupDecisionMakingfortheAssessmentofHealth-
CareWasteDisposalAlternativesinIstanbul.WorldAcademyofScience.Engineering and Technology,42,850–854.

Dursun,M.,Karsak,E.E.,&Karadayi,M.A.(2011).AFuzzyMCDMApproachforHealth-CareWasteManagement.
WorldAcademyofScience.Engineering and Technology,49,720–726.

Dursun,M.,Karsak,E.E.,&Karadayi,M.A.(2011).Afuzzymulti-criteriagroupdecisionmakingframeworkfor
evaluatinghealth-carewastedisposalalternatives.Expert Systems with Applications,38(9),11453–11462.doi:10.1016/j.
eswa.2011.03.019

Dursun,M.,Karsak,E.E.,&Karadayi,M.A.(2011).Assessmentofhealth-carewastetreatmentalternativesusing
fuzzymulti-criteriadecisionmakingapproaches.Resources, Conservation and Recycling,57,98–107.doi:10.1016/j.
resconrec.2011.09.012

Dutta,A.,Lee,H.L.,&Whang,S.(2007).RFIDandoperationsmanagement:Technology,valueandincentives.Pro-
duction and Operations Management,16(5),646–655.doi:10.1111/j.1937-5956.2007.tb00286.x

Dutton,J.E.,&Jackson,S.E.(1987).Categorizingstrategicissues:Linkstoorganizationalaction.Academy of Man-
agement Review,12(1),76–90.

Dym,C.L.,&Ivey,E.S.(1980).Principals of mathematical modeling.NewYork,NY:AcademicPress.

Earl,M.J.,Sampler,J.L.,&Short,J.E.(1995).Strategiesforbusinessprocessreengineering:Evidencefromfield
studies.Journal of Management Information Systems,12(1),31–56.doi:10.1080/07421222.1995.11518069

Ebrahimnejad,S.,Mousavi,S.,Tavakkoli-Moghaddam,R.,Hashemi,H.,&Vahdani,B.(2012).Anoveltwo-phasegroup
decisionmakingapproachforconstructionprojectselectioninafuzzyenvironment.Applied Mathematical Modelling,
36(9),4197–4217.doi:10.1016/j.apm.2011.11.050

Eckerson,W.W.(2006).Performance dashboards: Measuring, monitoring, and managing your business.Hoboken,
NJ:JohnWiley&Sons.

Economics,G.L.A.(2006).Why distance doesn’t die: Agglomeration and its benefits.London:GreaterLondonAuthority.

Ekhosuehi,V.U.,&Osagiede,A.A.(2012).Onthetransitionmatrixoftheflowmechanisminamulti-echeloneduca-
tionalsystem.International Journal of Operations Research, 9(4),209-219.

Ekhosuehi,V.U.,&Osagiede,A.A.(2013).Benchmarkingtheenrolmentstructureofaneducationalsystemwithout
exceedingthecarryingcapacityrequirement.Pakistan Journal of Statistics and Operation Research,9(3),265–276.
doi:10.18187/pjsor.v9i3.459

ElKadiri,S.,Grabot,B.,Thoben,K.-D.,Hribernik,K.,Emmanouilidis,C.,vonCieminski,G.,&Kiritsis,D.(2015).
Current trendsonICTtechnologiesforenterpriseinformationsystems.Computers in Industry.doi:10.1016/j.comp-
ind.2015.06.008

Elving, W. J. L. (2005). ‘The role of communication in organisational change. Corporate Communications, 10(2),
129–138.doi:10.1108/13563280510596943

Engelbrecht, H. (2003). Human Capital and Economic Growth: Cross-Section Evidence for OECD Countries. The 
Economic Record,79(SpecialIssue),S40–S51.doi:10.1111/1475-4932.00090

Eng,T.R.(2004).Populationhealthtechnologies:Emerginginnovationsforthehealthofthepublic.American Journal 
of Preventive Medicine,26(3),237–242.doi:10.1016/j.amepre.2003.12.004PMID:15026105

355

http://dx.doi.org/10.1016/j.eswa.2011.03.019
http://dx.doi.org/10.1016/j.eswa.2011.03.019
http://dx.doi.org/10.1016/j.resconrec.2011.09.012
http://dx.doi.org/10.1016/j.resconrec.2011.09.012
http://dx.doi.org/10.1111/j.1937-5956.2007.tb00286.x
http://dx.doi.org/10.1080/07421222.1995.11518069
http://dx.doi.org/10.1016/j.apm.2011.11.050
http://dx.doi.org/10.18187/pjsor.v9i3.459
http://dx.doi.org/10.1016/j.compind.2015.06.008
http://dx.doi.org/10.1016/j.compind.2015.06.008
http://dx.doi.org/10.1108/13563280510596943
http://dx.doi.org/10.1111/1475-4932.00090
http://dx.doi.org/10.1016/j.amepre.2003.12.004
http://www.ncbi.nlm.nih.gov/pubmed/15026105


Compilation of References

Espinilla,M.,Mart’ınez,F.J.U.,&Mart’ınez,L.(2010).A Web based evaluation support system by integral performance 
appraisal.PaperpresentedattheInternationalConferenceonIntelligentSystemsandKnowledgeEngineering(ISKE),
Hangzhou.doi:10.1109/ISKE.2010.5680769

Espinilla,M.,Andrés,R.,Mart’ınez,F.J.,&Mart’ınez,L.(2013).A360-degreeperformanceappraisalmodeldealingwith
heterogeneousinformationanddependentcriteria.Information Sciences,222(0),459–471.doi:10.1016/j.ins.2012.08.015

EU.(1995).Green Paper on Innovation. Com (95) 688.Brussels,Belgium:EuropeanCommission.

Felicio,J.A.,Couto,E.,&Caiado,J.(2014).Humancapital,socialcapitalandorganizationalperformance.Management 
Decision,52(2),350–364.doi:10.1108/MD-04-2013-0260

Field,A.(2009).Discovering statistics using SPSS(3rded.).ThousandOaks,CA:SagePublications.

Finch,B.J. (1999).Internetdiscussionsasasourceforconsumerproduct involvementandquality information:An
exploratorystudy.Journal of Operations Management,17(5),535–556.doi:10.1016/S0272-6963(99)00005-4

Fisher,J.A.,&Monahan,T.(2008).TrackingthesocialdimensionsofRFIDsystemsinhospitals.International Journal 
of Medical Informatics,77(3),176–183.doi:10.1016/j.ijmedinf.2007.04.010PMID:17544841

Fornell,C.,&Larcker,D.(1981).Evaluatingstructuralequationmodelswithunobservablevariablesandmeasurement
error.JMR, Journal of Marketing Research,18(1),39–50.doi:10.2307/3151312

Foubister,V.(2000).Benchpress:Thetechnologist/techniciansshortfallisputtingthesqueezeonlaboratoriesnation-
wide.CAP Today,84.

Frahm,J.,&Brown,K.(2007).Firststeps:Linkingchangecommunicationtochangereceptivity.Journal of Organiza-
tional Change Management,20(3),370–387.doi:10.1108/09534810710740191

Frazer,L.,&Lawley,M.(2000).Questionnaire Design and Administration: A Practical Guide.Wiley.

Freedman,D.(1971).Markov chains.SanFrancisco,CA:Holden-Day.

Friedman,T.(2006).Gartner study on data quality shows that IT still bears the burden.Stamford,CT:Gartner.

Fries,B.E.(1976).Bibliographyofoperationsresearchinhealth-caresystems.Opns Res,24(5),801–814.doi:10.1287/
opre.24.5.801

Fries,B.E.(1979).Bibliographyofoperationsresearchinhealth-caresystems:Anupdate.Opns Res,27(2),408–419.
doi:10.1287/opre.27.2.408PMID:10297447

Fuentes-Arderiu,X. (2006).Biological reference intervalsandISO15189.Clinica Chimica Acta,364(1),365–366.
doi:10.1016/j.cca.2005.07.014PMID:16139260

Fukui,N.(2015).ChangesinPerformanceAppraisalinJapaneseCompanies.InN.Kambayashi(Ed.),Japanese Man-
agement in Change(pp.141–157).SpringerJapan.doi:10.1007/978-4-431-55096-9_10

Fumi,A.,Scarabotti,L.,&Schiraldi,M.M.(2013).Theeffectofslot-codeoptimisationontraveltimesincommon
unit-loadwarehouses.International Journal of Services and Operations Management.,15(4),507–527.doi:10.1504/
IJSOM.2013.054925

Garengo,P.,Nudurupati,S.,&Bititci,U.(2007).UnderstandingtherelationshipbetweenPMSandMISinSMEs:An
organizationallifecycleperspective.Computers in Industry,58(7),677–686.doi:10.1016/j.compind.2007.05.006

Gebauer,J.,&Schober,F.(2006).Informationsystemflexibilityandthecostefficiencyofbusinessprocesses.Journal 
of the Association for Information Systems,7(3),122–145.

356

http://dx.doi.org/10.1109/ISKE.2010.5680769
http://dx.doi.org/10.1016/j.ins.2012.08.015
http://dx.doi.org/10.1108/MD-04-2013-0260
http://dx.doi.org/10.1016/S0272-6963(99)00005-4
http://dx.doi.org/10.1016/j.ijmedinf.2007.04.010
http://www.ncbi.nlm.nih.gov/pubmed/17544841
http://dx.doi.org/10.2307/3151312
http://dx.doi.org/10.1108/09534810710740191
http://dx.doi.org/10.1287/opre.24.5.801
http://dx.doi.org/10.1287/opre.24.5.801
http://dx.doi.org/10.1287/opre.27.2.408
http://www.ncbi.nlm.nih.gov/pubmed/10297447
http://dx.doi.org/10.1016/j.cca.2005.07.014
http://www.ncbi.nlm.nih.gov/pubmed/16139260
http://dx.doi.org/10.1007/978-4-431-55096-9_10
http://dx.doi.org/10.1504/IJSOM.2013.054925
http://dx.doi.org/10.1504/IJSOM.2013.054925
http://dx.doi.org/10.1016/j.compind.2007.05.006


Compilation of References

Gefen,D.,Straub,D.,&Boudreau,M.-C.(2000).StructuralEquationModelingandRegression:GuidelinesforResearch
Practice.Communications of the Association for Information Systems,4,7.

Geissbauer,R.,Roussel,J.,Schrauf,S.,&Strom,M.A.(2013).Next Generation Supply Chains- Global Supply Chain 
Survey 2013.AcademicPress.

George,D.,&Mallery,P.(2014).IBM SPSS statistics 21 step by step: A simple guide and reference(13thed.).Boston,
MA:AllynandBacon.

Geroski, P. A. (2000). Models of technology diffusion. Research Policy, 29(4-5), 603–625. doi:10.1016/S0048-
7333(99)00092-X

Gessner,G.H.,&Volonino,L.(2005).Quickresponseimprovesreturnsonbusinessintelligenceinvestments.Informa-
tion Systems Management,22(3),66–74.doi:10.1201/1078/45317.22.3.20050601/88746.8

Gholizadeh,A.A.,&Shekarian,E.(2012).Anewapproachonhousingchoiceusingfuzzylogic.Tahghighat- E- Eghtesadi 
(University of Tehran), 47(3),65-84

Giannarou,L.,&Zervas,E.(2014).UsingDelphitechniquetobuildconsensusinpractice.International Journal of 
Business Science and Applied Management,9(2),1–18.

Giaquinta,M.(2009).Mathematical analysis: An introduction to functions of several variables.NewYork,NY:Springer.
doi:10.1007/978-0-8176-4612-7

Gigerenzer,G.(2008).Whyheuristicswork.Perspectives on Psychological Science,3(:1),20–29.doi:10.1111/j.1745-
6916.2008.00058.xPMID:26158666

Gilsdorf,J.W.(1998).Organizationalrulesoncommunicating:Howemployeesareandarenot learningtheropes.
Journal of Business Communication,35(2),173–201.doi:10.1177/002194369803500201

Girma,S.(2005).AbsorptiveCapacityandProductivitySpilloversfromFDI:AThresholdRegressionAnalysis.Oxford 
Bulletin of Economics and Statistics,67(3),281–306.doi:10.1111/j.1468-0084.2005.00120.x

Girma,S.,Greenaway,D.,&Kneller,R.(2004).DoesExportingIncreaseProductivity?AMicroeconometricAnalysis
ofMatchedFirms.Review of International Economics,12(5),855–866.doi:10.1111/j.1467-9396.2004.00486.x

Glaeser,E.L.,Kallal,H.D.,Scheinkman,J.A.,&Shleifer,A.(1992).GrowthinCities.Journal of Political Economy,
66,1125–1152.

Gobakhloo,M.(2009).It Adobtion in Manufacturing Smes.UniversityPutraMalaysia,MechanicalandManufacturing
Engineering.

Goldstein,D.G.,&Gigerenzer,G.(2002).Modelsofecologicalrationality:Therecognitionheuristic.Psychological 
Review,109(1),75–90.doi:10.1037/0033-295X.109.1.75PMID:11863042

Golec,A.,&Kahya,E.(2007).AFuzzyModelforCompetency-BasedEmployeeEvaluationandsSelection.Computers 
& Industrial Engineering,52(1),143–161.doi:10.1016/j.cie.2006.11.004

González,J.,DeBoeck,P.,&Tuerlinckx,F.(2008).ADouble-StructureStructuralEquationModelforThree-Mode
Data.Psychological Methods,13(4),337–353.doi:10.1037/a0013269PMID:19071998

Goodman, C. M. (1987). The Delphi technique: A critique. Journal of Advanced Nursing, 12(6), 729–734.
doi:10.1111/j.1365-2648.1987.tb01376.x

357

http://dx.doi.org/10.1016/S0048-7333(99)00092-X
http://dx.doi.org/10.1016/S0048-7333(99)00092-X
http://dx.doi.org/10.1201/1078/45317.22.3.20050601/88746.8
http://dx.doi.org/10.1007/978-0-8176-4612-7
http://dx.doi.org/10.1111/j.1745-6916.2008.00058.x
http://dx.doi.org/10.1111/j.1745-6916.2008.00058.x
http://www.ncbi.nlm.nih.gov/pubmed/26158666
http://dx.doi.org/10.1177/002194369803500201
http://dx.doi.org/10.1111/j.1468-0084.2005.00120.x
http://dx.doi.org/10.1111/j.1467-9396.2004.00486.x
http://dx.doi.org/10.1037/0033-295X.109.1.75
http://www.ncbi.nlm.nih.gov/pubmed/11863042
http://dx.doi.org/10.1016/j.cie.2006.11.004
http://dx.doi.org/10.1037/a0013269
http://www.ncbi.nlm.nih.gov/pubmed/19071998
http://dx.doi.org/10.1111/j.1365-2648.1987.tb01376.x


Compilation of References

Goodman,J.,&Truss,C.(2004).Themediumandthemessage:Communicatingeffectivelyduringamajorchange
initiative.Journal of Change Management,4(3),217–228.doi:10.1080/1469701042000255392

Gordon,T.J.(1994).The Delphi method: Future research methodology.Washington:AC/UNUMillenniumProject.

Gottschalk,P.(2009).Maturitylevelsforinteroperabilityindigitalgovernment.Government Information Quarterly,
26(1),75–81.doi:10.1016/j.giq.2008.03.003

Gray,P.S.,&Williamson.(2007).The Research Imagination: An Introduction to Qualitative and Quantitative Methods.
CambridgeUniversityPress.

GreenJr,K.W.,Inman,R.A.,Birou,L.M.,&Whitten,D.(2014).TotalJIT(T-JIT)anditsimpactonsupplychaincom-
petencyandorganizationalperformance.International Journal of Production Economics, 147,125-135.doi:10.1016/j.
ijpe.2013.08.026

Greenaway,D.,&Kneller,R.(2004).ExportingandProductivityintheUnitedKingdom.Oxford Review of Economic 
Policy,20(3),358–371.doi:10.1093/oxrep/grh021

Grefen,P.,Mehandjiev,N.,Kouvas,G.,Weichhart,G.,&Eshuis,R.(2009).Dynamicbusinessnetworkprocessmanage-
mentininstantvirtualenterprises.Computers in Industry,60(2),86–103.doi:10.1016/j.compind.2008.06.006

Grewal,C.(2008).Aninitiativetoimplementleanmanufacturingusingvaluestreammappinginasmallcompany.Inter-
national Journal of Manufacturing Technology and Management,15(3/4),404–421.doi:10.1504/IJMTM.2008.020176

Griffith,R.,Redding,S.,&VanReenen,J.(2003).R&Dandabsorptivecapacity:Fromtheorytodata.The Scandinavian 
Journal of Economics,105(1),99–118.doi:10.1111/1467-9442.00007

Griliches,Z.,&Regev,H.(1995).FirmProductivityinIsraeliIndustry:1979-1988.Journal of Econometrics,65(1),
175–203.doi:10.1016/0304-4076(94)01601-U

Grover,V.,Jeong,S.R.,Kettinger,W.J.,&Teng,J.T.C.(1995).Theimplementationofbusinessprocessreengineering.
Journal of Management Information Systems,12(1),109–144.doi:10.1080/07421222.1995.11518072

Guibal,F.,Iversen,L.,Puig,L.,Strohal,R.,&Williams,P.(2009).Identifyingthebiologicclosesttotheidealtotreat
chronicplaquepsoriasisindifferentclinicalscenarios:Usingapilotmulti-attributedecisionmodelasadecision-support
aid.Current Medical Research and Opinion,25(12),2835–2843.doi:10.1185/03007990903320576PMID:19916728

Gunasekaran,A.,&Ngai,E.W.T.(2004).Informationsystemsinsupplychainintegrationandmanagement.European 
Journal of Operational Research,159(2),269–295.doi:10.1016/j.ejor.2003.08.016

Gunasekaran,A.,Patel,C.,&McGaughey,R.E.(2004).Aframeworkforsupplychainperformancemeasurement.
International Journal of Production Economics,87(3),333–347.doi:10.1016/j.ijpe.2003.08.003

Gunhan,S.,&Arditi,D.(2005).Factorsaffectinginternationalconstruction.Journal of Construction Engineering and 
Management,131(3),273–282.doi:10.1061/(ASCE)0733-9364(2005)131:3(273)

Guo,P.(2010).One-shotdecisionapproachanditsapplicationtoduopolymarket.International Journal of Information 
and Decision Sciences,2(3),213–232.doi:10.1504/IJIDS.2010.033449

Gupta,U.G.,&Clarke,R.E.(1996).TheoryandapplicationsoftheDelphiTechnique:Abibliography(1975-1994).
Technological Forecasting and Social Change,53(2),185–211.doi:10.1016/S0040-1625(96)00094-7

Gürbüz,T.(2010).MultipleCriteriaHumanPerformanceEvaluationUsingChoquetIntegral.International Journal of 
Computational Intelligence Systems,3(3),290–300.doi:10.1080/18756891.2010.9727700

358

http://dx.doi.org/10.1080/1469701042000255392
http://dx.doi.org/10.1016/j.giq.2008.03.003
http://dx.doi.org/10.1093/oxrep/grh021
http://dx.doi.org/10.1016/j.compind.2008.06.006
http://dx.doi.org/10.1504/IJMTM.2008.020176
http://dx.doi.org/10.1111/1467-9442.00007
http://dx.doi.org/10.1016/0304-4076(94)01601-U
http://dx.doi.org/10.1080/07421222.1995.11518072
http://dx.doi.org/10.1185/03007990903320576
http://www.ncbi.nlm.nih.gov/pubmed/19916728
http://dx.doi.org/10.1016/j.ejor.2003.08.016
http://dx.doi.org/10.1016/j.ijpe.2003.08.003
http://dx.doi.org/10.1061/(ASCE)0733-9364(2005)131:3(273)
http://dx.doi.org/10.1504/IJIDS.2010.033449
http://dx.doi.org/10.1016/S0040-1625(96)00094-7
http://dx.doi.org/10.1080/18756891.2010.9727700


Compilation of References

Guzel,O.,&Guner,E.I.(2009).ISO15189Accreditation:Requirementsforqualityandcompetenceofmedicallabo-
ratories,experienceofalaboratoryI.Clinical Biochemistry,42(4),274–278.doi:10.1016/j.clinbiochem.2008.09.011
PMID:19863920

Habul,A.,&Pilav-Velic,A.(2010).Business intelligence and customer relationship management.Paperpresentedat
the32ndInternationalConferenceonInformationTechnologyInterfaces(ITI2010),Cavtat,Croatia.

Hair,B.,Babin,Anderson,&Tabtam.(2006).MultivariateDataAnalysis(6thed.).PearsonInternationalEdition.

Hair,J.,Jr.,Anderson,R.,Tatham,R.,&William,C.(1995).MultivariateDataAnalysis.EnglewoodCliffs,NJ:Prentice
Hall.

Hair,J.F.Jr.(2007).Knowledgecreationinmarketing:Theroleofpredictiveanalytics.European Business Review,
19(4),303–315.doi:10.1108/09555340710760134

Hair,J.F.,Ringle,C.M.,&Sarstedt,M.(2012).Editorial-PartialLeastSquares:TheBetterApproachtoStructural
EquationModeling?Long Range Planning,45(5-6),312–319.doi:10.1016/j.lrp.2012.09.011

Hair,J.,Anderson,R.,&Tatham,R.(1987).Multivariate data analysis.NewYork,NY:Macmillan.

Hall,J.(2004).Businessintelligence:ThemissinglinkinyourCRMstrategy.DM REVIEW,14,36–40.

Hallowell,M.(2009).TechniquestominimizebiaswhenusingtheDelphimethodtoquantifyconstructionsafetyandhealth
risks.Proceedings of the Construction Research Congress 2009: Building a Sustainable Future.doi:10.1061/41020(339)151

Hallowell,M.,&Gambatese,J.(2010).Qualitativeresearch:ApplicationoftheDelphimethodtoCEMresearch.Journal 
of Construction Engineering and Management,136,99–107.

Hammer,M.(2007).Theprocessaudit.Harvard Business Review,85(4),111–123.PMID:17432158

Hammer,M.,&Champy,J.(2003).Reengineering the corporation: A manifesto for business revolution.NewYork,
NY:HarperBusiness.

Hanafin,S.,Brooks,A.-M.,Carroll,E.,Fitzgerald,E.,Gabhainn,S.N.,&Sixsmith,J.(2007).Achievingconsensus
indevelopinganationalsetofchildwell-being indicators.Social Indicators Research,80(1),79–104.doi:10.1007/
s11205-006-9022-1

Hanssens,D.M.,Parsons,L.J.,&Schultz,R.L.(2001).Market Response Models and Econometric Time Series Analysis.
Boston,MA:KluwerAcademicPublishers.

Harding,W.(2003).BIcrucialtomakingtherightdecision.Financial Executive,19(2),49–50.

Harmon,P.(2007).Business process change: A guide for business managers and BMP and Six Sigma professionals.
Amsterdam,TheNetherlands:Elsevier/MorganKaufmannPublishers.

Harris,S.(2007).Supportingleadersthroughchange.Strategic Communication Management,11(4),12.

Hart,S.(1987).TheUseoftheSurveyinIndustrialMarketResearch.Journal of Marketing Management,3(1),25–38.
doi:10.1080/0267257X.1987.9964025

Haslett,J.,&Hayes,K.(1998).Residualsforthelinearmodelwithgeneralcovariancestructure.Journal of the Royal 
Statistical Society. Series B, Statistical Methodology,60(1),201–215.doi:10.1111/1467-9868.00119

Hassini,E.,Surti,C.,&Searcy,C.(2012).Aliteraturereviewandacasestudyofsustainablesupplychainswithafocus
onmetrics.International Journal of Production Economics,140(1),69–82.doi:10.1016/j.ijpe.2012.01.042

359

http://dx.doi.org/10.1016/j.clinbiochem.2008.09.011
http://www.ncbi.nlm.nih.gov/pubmed/19863920
http://dx.doi.org/10.1108/09555340710760134
http://dx.doi.org/10.1016/j.lrp.2012.09.011
http://dx.doi.org/10.1061/41020(339)151
http://www.ncbi.nlm.nih.gov/pubmed/17432158
http://dx.doi.org/10.1007/s11205-006-9022-1
http://dx.doi.org/10.1007/s11205-006-9022-1
http://dx.doi.org/10.1080/0267257X.1987.9964025
http://dx.doi.org/10.1111/1467-9868.00119
http://dx.doi.org/10.1016/j.ijpe.2012.01.042


Compilation of References

Hasson,F.,Keeney,S.,&McKenna,H.(2000).ResearchguidelinesfortheDelphisurveytechnique.Journal of Ad-
vanced Nursing,33(4),1008–1015.

Hattie,J.,&Timperley,H.(2007).ThePowerofFeedback.The Journal of Educational Research,77(1),81–112.

Helo,P.,Anussornnitisarn,P.,&Phusavat,K.(2008).ExpectationandrealityinERPimplementation:Consultantandsolu-
tionproviderperspective.Industrial Management & Data Systems,108(8),1045–1158.doi:10.1108/02635570810904604

Hermida,J.M.,Melia,S.,Montoyo,A.,&Gomez,J.(2013).Applyingmodel-drivenengineeringtothedevelopment
of rich Internet applications for business intelligence. Information Systems Frontiers, 15(3), 411–431. doi:10.1007/
s10796-012-9402-9

Herrmann,T.,&Walter,T.(1998).The relevance of showcases for the participative improvement of business processes 
and workflow management.PaperpresentedattheParticipatoryDesignConference(PDC1998),Seattle,WA.

Hervani,A.A.,Helms,M.M.,&Sarkis,J.(2005).Performancemeasurementforgreensupplychainmanagement.
Benchmarking: An International Journal,12(4),330–353.doi:10.1108/14635770510609015

Hess,P.W.,&Siciliano,J.(1996).Management: Responsibility for performance.NewYork:McGraw-Hill.

Hilmola,O.-P.(2010).Analysingglobalrailwaypassengertransportthroughtwo-stagedefficiencymodel.International 
Journal of Information and Decision Sciences,2(3),273–284.doi:10.1504/IJIDS.2010.033451

Hilton,R.J.,&Sohal,A.(2012).AconceptualmodelforthesuccessfuldeploymentofLeanSixSigma.International 
Journal of Quality & Reliability Management,29(1),54–70.doi:10.1108/02656711211190873

Hirschheim,R.,Schwarz,A.,&Todd,P.(2006).AmarketingmaturitymodelforIT:Buildingacustomer-centricIT
organization.IBM Systems Journal,45(1),181–199.doi:10.1147/sj.451.0181

Hirshleifer,D.,Low,A.,&Teoh,S.H.(2012).AreoverconfidentCEOsbetterinnovators?The Journal of Finance,
67(4),1457–1498.doi:10.1111/j.1540-6261.2012.01753.x

Hocevar,B.,&Jaklic,J.(2010).Assessingbenefitsofbusinessintelligencesystems:Acasestudy.Management: Journal 
of Contemporary Management Issues,15(1),87–119.

Hoejmose,S.,Brammer,S.,&Millington,A.(2012).“Green”supplychainmanagement:Theroleoftrustandtopmanage-
mentinB2BandB2Cmarkets.Industrial Marketing Management,41(4),609–620.doi:10.1016/j.indmarman.2012.04.008

Holey,A.H.,Feeley,J.L.,Dixon,J.,&Whittaker,V.J.(2007).Anexplorationoftheuseofsimplestatisticstomeasure
consensusandstabilityinDelphistudies.BMC Medical Research Methodology,7(1),52.doi:10.1186/1471-2288-7-52

Hollander,M.C.,Sage,J.M.,Greenler,A.J.,Pendl,J.,Avcin,T.,Espada,G.,&Brunner,H.I.et al.(2013).International
consensusforprovisionsofquality-drivencareinchildhood-onsetsystemiclupuserythematosus.Arthritis Care and 
Research,65(9),1416–1423.doi:10.1002/acr.21998

Holtz,S.(2004).Corporate Conversations: A Guide to Crafting Effective and Appropriate Internal Communications.
NewYork:AMACOM.

Holtz,S.(2005).Theimpactofnewtechnologiesoninternalcommunications.Strategic Communication Management,
10(1),22–25.

Hopken,W.,Fuchs,M.,Keil,D.,&Lexhagen,M.(2015).Businessintelligenceforcross-processknowledgeextraction
attourismdestinations.Information Technology & Tourism,15(2),101–130.doi:10.1007/s40558-015-0023-2

360

http://dx.doi.org/10.1108/02635570810904604
http://dx.doi.org/10.1007/s10796-012-9402-9
http://dx.doi.org/10.1007/s10796-012-9402-9
http://dx.doi.org/10.1108/14635770510609015
http://dx.doi.org/10.1504/IJIDS.2010.033451
http://dx.doi.org/10.1108/02656711211190873
http://dx.doi.org/10.1147/sj.451.0181
http://dx.doi.org/10.1111/j.1540-6261.2012.01753.x
http://dx.doi.org/10.1016/j.indmarman.2012.04.008
http://dx.doi.org/10.1186/1471-2288-7-52
http://dx.doi.org/10.1002/acr.21998
http://dx.doi.org/10.1007/s40558-015-0023-2


Compilation of References

Houghton,R.,ElSawy,O.A.,Gray,P.,Donegan,C.,&Joshi,A.(2004).Vigilantinformationsystemsformanaging
enterprisesindynamicsupplychains:Real-timedashboardsatwesterndigital.MIS Quarterly Executive,3(1),19–35.

Houy,C.,Fettke,P.,&Loos,P.(2010).Empiricalresearchinbusinessprocessmanagement:Analysisofanemerging
fieldofresearch.Business Process Management Journal,16(4),619–661.doi:10.1108/14637151011065946

Hsu,C.-C.,&Sandford,A.B.(2007).Minimizingnon-responseintheDelphiprocess:Howtorespondtonon-response.
Practical Assessment, Research & Evaluation,12(17),62–78.

Hu,L.t.,&Bentler,P.M.(1999).CutoffCriteriaforFitIndexesinCovarianceStructureAnalysis:ConventionalCriteria
VersusNewAlternatives.Structural Equation Modeling: A Multidisciplinary Journal,6,1-55.

Hu,G.,Wang,L.,Fetch,S.,&Bidanda,B.(2008).Amulti-objectivemodelforprojectportfolioselectiontoimplementleanand
SixSigmaconcepts.International Journal of Production Research,46(23),6611–6648.doi:10.1080/00207540802230363

Hughes,M.,Price,R.,&Marrs,D.(1986).LinkingTheoryConstructionandTheoryTesting:ModelswithMultiple
IndicatorsofLatentVariables.Academy of Management Review,11,128–144.

Hu,L.-,&Bentler,P.M.(1998).FitIndicesinCovarianceStructureModeling:SensitivitytoUnderparameterizedModel
Misspecification.Psychological Methods,3(4),424–453.doi:10.1037/1082-989X.3.4.424

Hung,H.-L.,Altschuld,J.W.,&Lee,Y.-F.(2008).Methodologicalandconceptualissuesconfrontingacross-country
Delphistudyofeducationprogramevaluation.Evaluation and Program Planning,31(2),191–198.doi:10.1016/j.eval-
progplan.2008.02.005

Hung,R.Y.(2006).Businessprocessmanagementascompetitiveadvantage:Areviewandempiricalstudy.Total Quality 
Management,17(1),21–40.doi:10.1080/14783360500249836

Hurley,R.(1999).QualitativeResearchandtheProfoundGraspoftheObvious.Health Services Research,34,1119.
PMID:10591276

Ifinedo,P.,&Nahar,N.(2009).Interactionsbetweencontingency,organizationalITfactors,andERPsuccess.Industrial 
Management & Data Systems,109(1),118–126.doi:10.1108/02635570910926627

Igboanugo,A.C.,&Edokpia,O.R.(2014).AMarkovianstudyofmanpowerplanninginthesoft-drinkindustryin
Nigeria.Nigerian Journal of Technology,33(4),547–552.doi:10.4314/njt.v33i4.15

Il Progetto,L. U. M. I. R.(n.d.).Retrievedon01/07/2015at:http://www.sanitaelettronica.cnr.it/lumir/

Imran,R.,Majeed,M.,&Ayub,A.(2015).Impactoforganizationaljustice,jobsecurityandjobsatisfactiononorganiza-
tionalproductivity.Journal of Economics.Business and Management,3(9),840–845.doi:10.7763/JOEBM.2015.V3.295

Inmon,W.H.,Imhoff,C.,&Sousa,R.(2001).Corporate information factory.NewYork,NY:JohnWiley&Sons.

Isik,Z.(2009).A Conceptual Performance Measurment Framework for Construction Industry.MiddleEastTechnical
University.

Isik,O.,Jones,M.C.,&Sidorova,A.(2011).Businessintelligence(BI)successandtheroleofBIcapabilities.Intel-
ligent Systems in Accounting, Finance & Management,18(4),161–176.doi:10.1002/isaf.329

Isik,O.,Jones,M.C.,&Sidorova,A.(2013).Businessintelligencesuccess:TherolesofBIcapabilitiesanddecision
environments.Information & Management,50(1),13–23.doi:10.1016/j.im.2012.12.001

Iversen,J.,Nielsen,P.A.,&Norbjerg,J.(1999).Situatedassessmentofproblemsinsoftwaredevelopment.The Data 
Base for Advances in Information Systems,30(2),66–81.doi:10.1145/383371.383376

361

http://dx.doi.org/10.1108/14637151011065946
http://dx.doi.org/10.1080/00207540802230363
http://dx.doi.org/10.1037/1082-989X.3.4.424
http://dx.doi.org/10.1016/j.evalprogplan.2008.02.005
http://dx.doi.org/10.1016/j.evalprogplan.2008.02.005
http://dx.doi.org/10.1080/14783360500249836
http://www.ncbi.nlm.nih.gov/pubmed/10591276
http://dx.doi.org/10.1108/02635570910926627
http://dx.doi.org/10.4314/njt.v33i4.15
http://www.sanitaelettronica.cnr.it/lumir/
http://dx.doi.org/10.7763/JOEBM.2015.V3.295
http://dx.doi.org/10.1002/isaf.329
http://dx.doi.org/10.1016/j.im.2012.12.001
http://dx.doi.org/10.1145/383371.383376


Compilation of References

Jacobs,J.(1969).The economy of cities.NewYork:RandomHouse.

Jannoo,Z.,Yap,B.,Auchoybur,N.,&Lazim,M.(2014).TheEffectofNonnormalityonCb-SemandPls-SemPath
Estimates.International Journal of Mathematical, Computational, Natural and Physical Engineering,8,6.

Janz,B.D.,Pitts,M.G.,&Otondo,R.F.(2005).InformationsystemsandhealthcareII:BacktothefuturewithRFID:
Lessonslearned–someold,somenew.Communications of the Association for Information Systems,15(1),132–148.

Javadein,S.R.S.,Ebrahimi,E.,&Fathi,M.R.(2014).RankingEmployeesbasedontheirCareerOrientation:Consider-
ingProteanandBoundarylessCareerAttitudes.Global Journal of Management Studies and Researches,1(3),136–142.

Jensen,M.C.(1986).Agencycostsoffreecashflow,corporatefinance,andtakeovers.The American Economic Review,
76(2),323–339.

Jensen,M.C.,&Meckling,W.H.(1976).Theoryofthefirm:Managerialbehavior,agencycostsandownershipstructure.
Journal of Financial Economics,3(4),305–360.doi:10.1016/0304-405X(76)90026-X

Jerrard,R.N.,Barnes,N.,&Reid,A.(2008).Design,riskandnewproductdevelopmentinfivesmallcreativecompanies.
International Journal of Design,2(1),21–30.

JerryHo,W.-R.,Tsai,C.-L.,Tzeng,G.-H.,&Fang,S.-K.(2011).CombinedDEMATELtechniquewithanovelMCDM
modelforexploringportfolioselectionbasedonCAPM.Expert Systems with Applications,38(1),16–25.doi:10.1016/j.
eswa.2010.05.058

Jeston,J.,&Nelis,J.(2008).Business process management: Practical guidelines to successful Implementations.Am-
sterdam,TheNetherlands:Elsevier.

Johansson,B.,&Sudzina,F.(2008).ERPsystemsandopensource:AninitialreviewandsomeimplicationsforSMEs.
Journal of Enterprise Information Management,21(6),649–659.doi:10.1108/17410390810911230

Jöreskog,K.G.(1982).TheLisrelApproachtoCausalModel-BuildingintheSocialSciences.Systems Under Indirect 
Observation, 1,81-100.

Jöreskog,K.G.,&Sörbom,D.(1993).Lisrel 8: Structural Equation Modeling with the Simplis Command Language.
ScientificSoftwareInternational.

Jorgenson,D.(2005).AccountingforGrowthintheInformationAge.InP.Aghion&S.Durlauf(Eds.),Handbook of 
Economic Growth(vol.1,pp.743–815).Amsterdam:North-Holland.doi:10.1016/S1574-0684(05)01010-5

Joseph,K.,&Richardson,V.J.(2002).Freecashflow,agencycosts,andtheaffordabilitymethodofadvertisingbudget-
ing.Journal of Marketing,66(1),94–107.doi:10.1509/jmkg.66.1.94.18453

Joshi,A.,&Hanssens,D.M.(2010).Thedirectandindirecteffectsofadvertisingspendingonfirmvalue.Journal of 
Marketing,74(January),20–33.doi:10.1509/jmkg.74.1.20

Jourdan,Z.,Rainer,R.K.,&Marshall,T.E.(2008).Businessintelligence:Ananalysisoftheliterature.Information 
Systems Management,25(2),121–131.doi:10.1080/10580530801941512

Jung,J.,Choi,I.,&Song,M.(2007).Anintegrationarchitectureforknowledgemanagementsystemsandbusiness
processmanagementsystems.Computers in Industry,58(1),21–34.doi:10.1016/j.compind.2006.03.001

Justinek,G.,&Sedej,T.(2011).Knowledgesharingasapartofinternalcommunicationwithininternationalizedcom-
panies.InKnowledge as Business Opportunity: Proceedings of the Management, Knowledge and Learning International 
Conference 2011.InternationalSchoolforSocialandBusinessStudies.

362

http://dx.doi.org/10.1016/0304-405X(76)90026-X
http://dx.doi.org/10.1016/j.eswa.2010.05.058
http://dx.doi.org/10.1016/j.eswa.2010.05.058
http://dx.doi.org/10.1108/17410390810911230
http://dx.doi.org/10.1016/S1574-0684(05)01010-5
http://dx.doi.org/10.1509/jmkg.66.1.94.18453
http://dx.doi.org/10.1509/jmkg.74.1.20
http://dx.doi.org/10.1080/10580530801941512
http://dx.doi.org/10.1016/j.compind.2006.03.001


Compilation of References

Kagermann,H.,Osterle,H.,&Jordan,J.M.(2010).IT-driven business models.Hoboken,NJ:JohnWiley&Sons.

Kaiser,H.(2010).Mathematical programming for agricultural, environmental, and resource economics.Hoboken,NJ:
Wiley.

Kalaian,S.A.,&Kasim,R.M.(2012).TerminatingsequentialDelphisurveydatacollection.Practical Assessment, 
Research & Evaluation,17(5),1–9.

Kalaian,S.A.,&Kasim,R.M.(2015).Predictiveanalytics.InM.Tavana,S.B.Zhou,&S.K.Puranam(Eds.),Hand-
book of research on organizational transformations through big data analytics(pp.12–29).Hershey,PA:IGIGlobal.

Kalaian,S.A.,&Kasim,R.M.(2016).Analyzingquantitativedata.InJ.E.Jones&M.L.Baran(Eds.),Mixed methods 
research for improved scientific study.Hershey,PA:IGIGlobal.doi:10.4018/978-1-5225-0007-0.ch008

Kalla,H.(2005).Integrated internal communications: a multidisciplinary perspective.Corporate.

Kalra,A.,&Soberman,D.A.(2008).Thecurseofcompetitiveness:Howadvicefromexperiencedcolleaguesandtrain-
ingcanhurtmarketing.Journal of Marketing,72(3),32–47.doi:10.1509/jmkg.72.3.32

Kalra,J.(2004).Medicalerrors:Impactonclinicallaboratoriesandothercriticalareas.Clinical Biochemistry,37(12),
1052–1062.doi:10.1016/j.clinbiochem.2004.08.009PMID:15589810

Kamakura,W.,Mela,C.F.,Ansari,A.,Bodapati,A.,Fader,P.,Iyengar,R.,&Wilcox,R.et al.(2005).Choicemodels
andcustomerrelationshipmanagement.Marketing Letters,16(4),279–291.doi:10.1007/s11002-005-5892-2

Kaplan,R.S.,&Norton,D.P.(1996).The balanced scorecard.Boston,MA:HarvardBusinessSchoolPress.

Karami,A.(2005).Senior Managers and Strategic Management Process.UniversityofBradford,ManagementSchool.

Karami,A.(2007).Strategy Formulation in Entrepreneurial Firms.AshgatePubCo.

Karim,J.,Sommers,T.M.,&Bhattacherjee,A.(2007).TheimpactofERPimplementationonbusinessprocessoutcomes:
Afactor-basedstudy.Journal of Management Information Systems,24(1),101–134.doi:10.2753/MIS0742-1222240103

Kasemsap,K.(2015g).Implementingbusinessintelligenceincontemporaryorganizations.InA.Haider(Ed.),Business
technologiesincontemporaryorganizations:Adoption,assimilation,andinstitutionalization(pp.177–192).Hershey,
PA:IGIGlobal.doi:10.4018/978-1-4666-6623-8.ch008

Kasemsap,K.(2015a).Theroleofbusinessprocessreengineeringinthemodernbusinessworld.InA.Singh(Ed.),Achiev-
ing enterprise agility through innovative software development(pp.87–114).Hershey,PA:IGIGlobal.doi:10.4018/978-
1-4666-8510-9.ch005

Kasemsap,K.(2015b).Implementingenterpriseresourceplanning.InM.Khosrow-Pour(Ed.),Encyclopedia of infor-
mation science and technology(3rded.,pp.798–807).Hershey,PA:IGIGlobal.doi:10.4018/978-1-4666-5888-2.ch076

Kasemsap,K.(2015c).Theroleofinformationsystemwithinenterprisearchitectureandtheirimpactonbusinessper-
formance.InM.Wadhwa&A.Harper(Eds.),Technology, innovation, and enterprise transformation(pp.262–284).
Hershey,PA:IGIGlobal.doi:10.4018/978-1-4666-6473-9.ch012

Kasemsap,K.(2015d).Therolesofinformationtechnologyandknowledgemanagementinprojectmanagementmetrics.
InG.Jamil,S.Lopes,A.MalheirodaSilva,&F.Ribeiro(Eds.),Handbook of research on effective project management 
through the integration of knowledge and innovation(pp.332–361).Hershey,PA:IGIGlobal.doi:10.4018/978-1-4666-
7536-0.ch018

363

http://dx.doi.org/10.4018/978-1-5225-0007-0.ch008
http://dx.doi.org/10.1509/jmkg.72.3.32
http://dx.doi.org/10.1016/j.clinbiochem.2004.08.009
http://www.ncbi.nlm.nih.gov/pubmed/15589810
http://dx.doi.org/10.1007/s11002-005-5892-2
http://dx.doi.org/10.2753/MIS0742-1222240103
http://dx.doi.org/10.4018/978-1-4666-8510-9.ch005
http://dx.doi.org/10.4018/978-1-4666-8510-9.ch005
http://dx.doi.org/10.4018/978-1-4666-5888-2.ch076
http://dx.doi.org/10.4018/978-1-4666-6473-9.ch012
http://dx.doi.org/10.4018/978-1-4666-7536-0.ch018
http://dx.doi.org/10.4018/978-1-4666-7536-0.ch018


Compilation of References

Kasemsap,K.(2015e).Theroleofradiofrequencyidentificationinmodernlibraries.InS.Thanuskodi(Ed.),Handbook 
of research on inventive digital tools for collection management and development in modern libraries(pp.361–385).
Hershey,PA:IGIGlobal.doi:10.4018/978-1-4666-8178-1.ch021

Kasemsap,K.(2015f).Theroleofbusinessanalyticsinperformancemanagement.InM.Tavana&K.Puranam(Eds.),
Handbook of research on organizational transformations through big data analytics(pp.126–145).Hershey,PA:IGI
Global.doi:10.4018/978-1-4666-7272-7.ch010

Kasemsap,K.(2015h).Theroleofdataminingforbusinessintelligenceinknowledgemanagement.InA.Azevedo
&M.Santos(Eds.),Integration of data mining in business intelligence systems(pp.12–33).Hershey,PA:IGIGlobal.
doi:10.4018/978-1-4666-6477-7.ch002

Kasemsap,K.(2016a).Therolesofbusinessprocessmodelingandbusinessprocessreengineeringine-government.In
J.Martins&A.Molnar(Eds.),Handbook of research on innovations in information retrieval, analysis, and management
(pp.401–430).Hershey,PA:IGIGlobal.doi:10.4018/978-1-4666-8833-9.ch015

Kasemsap,K.(2016b).Therolesoflifelonglearningandknowledgemanagementinglobalhighereducation.InP.Or-
dóñezdePablos&R.Tennyson(Eds.),Impact of economic crisis on education and the next-generation workforce(pp.
71–100).Hershey,PA:IGIGlobal.doi:10.4018/978-1-4666-9455-2.ch004

Kasemsap,K.(2016c).Advocatingentrepreneurshipeducationandknowledgemanagementinglobalbusiness.InN.
Baporikar(Ed.),Handbook of research on entrepreneurship in the contemporary knowledge-based global economy(pp.
313–339).Hershey,PA:IGIGlobal.doi:10.4018/978-1-4666-8798-1.ch014

Kaynak,E.,Bloom,J.,&Leibold,M.(1994).UsingtheDelphitechniquetopredictfuturetourismpotential.Marketing 
Intelligence & Planning,12(7),18–29.doi:10.1108/02634509410065537

Keeney,S.,Hasson,F.,&McKenna,H.P.(2001).AcriticalreviewoftheDelphitechniqueasaresearchmethodology
fornursing.International Journal of Nursing Studies,38(2),195–200.doi:10.1016/S0020-7489(00)00044-4

Keil,S.K.,Reibstein,D.,&Wittink,D.R.(2001).Theimpactofbusinessobjectivesandtimehorizonofperformance
evaluationonpricingbehavior.International Journal of Research in Marketing,18(1-2),67–81.doi:10.1016/S0167-
8116(01)00027-1

Kelloway,E.(1998).Using Lisrel for Structural Equation Modeling: A Researcher’s Guide.SagePublications,Inc.

Kempe,D.,Kleinberg,J.,&Tardos,E.(2003).Maximizing the spread of influence through a social network.Paper
presentedattheninthACMSIGKDDinternationalconferenceonKnowledgediscoveryanddatamining,Washington,
DC.doi:10.1145/956750.956769

Kerlinger,F.N.(1973).Foundationsofbehavioralresearch.Holt,Reinhart,andWinston.

Ketkar,M.,&Vaidya,O.S.(2012).StudyofEmergingIssuesinSupplyRiskManagementinIndia.Procedia: Social 
and Behavioral Sciences,37(0),57–66.doi:10.1016/j.sbspro.2012.03.275

Khalil,O.(1997).Implicationsfortheroleofinformationsystemsinabusinessprocessreengineeringenvironment.
Information Resources Management Journal,10(1),36–43.doi:10.4018/irmj.1997010103

Khan,M.K.,Sohail,M.,Aamir,M.,Chowdhry,B.S.,&Hyder,S.I.(2014).Websupportsystemforbusinessintelligence
insmallandmediumenterprises.Wireless Personal Communications,76(3),535–548.doi:10.1007/s11277-014-1723-1

Khan,R.N.(2004).Business process management: A practical guide.Tampa,FL:Meghan–KifferPress.

364

http://dx.doi.org/10.4018/978-1-4666-8178-1.ch021
http://dx.doi.org/10.4018/978-1-4666-7272-7.ch010
http://dx.doi.org/10.4018/978-1-4666-6477-7.ch002
http://dx.doi.org/10.4018/978-1-4666-8833-9.ch015
http://dx.doi.org/10.4018/978-1-4666-9455-2.ch004
http://dx.doi.org/10.4018/978-1-4666-8798-1.ch014
http://dx.doi.org/10.1108/02634509410065537
http://dx.doi.org/10.1016/S0020-7489(00)00044-4
http://dx.doi.org/10.1016/S0167-8116(01)00027-1
http://dx.doi.org/10.1016/S0167-8116(01)00027-1
http://dx.doi.org/10.1145/956750.956769
http://dx.doi.org/10.1016/j.sbspro.2012.03.275
http://dx.doi.org/10.4018/irmj.1997010103
http://dx.doi.org/10.1007/s11277-014-1723-1


Compilation of References

Kim,D.,&Cavusgil,E.(2009).Theimpactofsupplychainintegrationonbrandequity.Journal of Business and Indus-
trial Marketing,24(7),496–505.doi:10.1108/08858620910986730

Kim,S.W.(2009).Aninvestigationonthedirectandindirecteffectofsupplychainintegrationonfirmperformance.
International Journal of Production Economics,119(2),328–346.doi:10.1016/j.ijpe.2009.03.007

Kirzner,I.(1973).Competition and Entrepreneurship.UniversityofChicagoPress.

Kitchen, J. P., & Daly, F. (2002). Internal communication during the change management. Corporate 
Communications:International Journal (Toronto, Ont.),7(1),46–53.

Kleinrock,L.(1975).Queueingsystems:Vol.1.Theory.NewYork,NY:JohnWiley&Sons.

Klein,S.M.(1996).Amanagementstrategiccommunicationforchange.Journal of Organizational Change Manage-
ment,9(2),32–46.doi:10.1108/09534819610113720

Kline,R.(2005).Principles and Practice of Structural Equation Modeling(2nded.).NewYork:TheGuildfordPress.

Kline,R.B.(2006).Structural Equation Modeling.ConcordiaUniversity.

Kline,R.B.(2011).Principles and Practice of Structural Equation Modelling(3rded.).NewYork:TheGuilfordPress.

Kline,R.B.,&Santor,D.A.(1999).PrinciplesandPracticeofStructuralEquationModelling.Canadian Psychology,
40(4),381–383.doi:10.1037/h0092500

Knack,S.,&Keefer,P.(1997).DoesSocialCapitalhaveaneconomicpayoff?Across-countryInvestigation.The Quar-
terly Journal of Economics,112(November),1251–1288.doi:10.1162/003355300555475

Kneller,R.,&Stevens,P.(2006).FrontierTechnologyandAbsorptiveCapacity:EvidencefromOECDManufacturing
Industries.OxfordBulletinofEconomicsandStatistics,68(1).doi:10.1111/j.1468-0084.2006.00150.x

Knight,F.(1921).Risk, Uncertainty and Profit.NewYork:HoughtonMifflin.

Koch,T.,&Rowell,M.(1999).Thedreamofconsensus:Findingcommongroundinabioethicalcontext.Theoretical 
Medicine and Bioethics,20(3),261–273.doi:10.1023/A:1009995919835PMID:10474312

Kock,N.(2013).UsingWarpPLSine-collaborationstudies:WhatifIhaveonlyonegroupandonecondition.Interna-
tional Journal of e-Collaboration,9(3),12.doi:10.4018/jec.2013070101

Kodogiannis,V.S.(2014).Point-of-carediagnosisofbacterialpathogensinvitro,utilisinganelectronicnoseandwavelet
neuralnetworks.Neural Computing & Applications,25(2),353–366.doi:10.1007/s00521-013-1494-8

Kohli,A.S.,&Jensen,B.J.(2010).Assessingeffectivenessofsupplychaincollaboration:anempiricalstudy.Supply 
Chain Forum, 11(2),1-16.

Koivula,J.(2009).Succeeding in Project Communication – Effective Tools for the Purposes of Change Management 
Case Company: VR Ltd. – Passenger Services.Retrieved18October2010from:http://enable06.myenable.com/fusion/
apps/doc/public/130/Productivity%20Study/2008%20Proudfoot%20Global%20Productivity%20Study.pdf

Koonce,R.(1991).Thepeoplesideoforganizationalchange.Credit,17(6),22–25.

Kotter,J.P.(1996).Leading Change.Boston:HarvardBusinessSchoolPress.

Kotter,J.P.,&Cohen,D.S.(2003).Srce sprememb: resnične zgodbe o tem, kako ljudje spreminjajo svoje organizacije.
Ljubljana:GVZaložba.

365

http://dx.doi.org/10.1108/08858620910986730
http://dx.doi.org/10.1016/j.ijpe.2009.03.007
http://dx.doi.org/10.1108/09534819610113720
http://dx.doi.org/10.1037/h0092500
http://dx.doi.org/10.1162/003355300555475
http://dx.doi.org/10.1111/j.1468-0084.2006.00150.x
http://dx.doi.org/10.1023/A:1009995919835
http://www.ncbi.nlm.nih.gov/pubmed/10474312
http://dx.doi.org/10.4018/jec.2013070101
http://dx.doi.org/10.1007/s00521-013-1494-8
http://enable06.myenable.com/fusion/apps/doc/public/130/Productivity%20Study/2008
http://enable06.myenable.com/fusion/apps/doc/public/130/Productivity%20Study/2008


Compilation of References

Kovačić,Z.J.(2012).Predictingstudentsuccessbyminingenrolmentdata.Research in Higher Education Journal, 15.

Krantz,D.H.,&Kunreuther,H.C.(2007).Goalsandplansindecisionmaking.Judgment and Decision Making,2(3),
137–168.

Kreps,G.L.(1990).Organizational Communication: Theory and Practice(2nded.).NewYork:Longman.

Kuhns,M.,&Johnson,K.(2013).Applied predictive modeling.NewYork:Springer.doi:10.1007/978-1-4614-6849-3

Kujansivu,P.,&Lönnqvist,A.(2008).Businessprocessmanagementasatoolforintellectualcapitalmanagement.
Knowledge and Process Management,15(3),159–169.doi:10.1002/kpm.307

Kumar,S.,&Parashar,N.(2009).AnalyticalHierarchyProcessAppliedtoVendorSelectionProblem,SmallScale,
Me-diumScaleandLargeScaleIndustries.Business Intelligence Journal, 2(2),245-257.

Kumar,A.,&Zhao,J.L.(2002).Workflowsupportforelectroniccommerceapplications.Decision Support Systems,
32(3),265–278.doi:10.1016/S0167-9236(01)00114-2

Kuo,M.-S.,&Liang,G.-S.(2011).CombiningVIKORwithGRAtechniquestoevaluateservicequalityofairportsunder
fuzzyenvironment.Expert Systems with Applications,38(3),1304–1312.doi:10.1016/j.eswa.2010.07.003

Kuznets,S.(1965).Economic growth and structure.London,UK:HeinemannEducationalBooks.

Kwan,M.M.,&Balasubramanian,P.R.(1998).Adding workflow analysis techniques to the IS development toolkit.
Paperpresentedatthe31stHawaiiInternationalConferenceonSystemSciences(HICSS-31),Honolulu,HI.doi:10.1109/
HICSS.1998.655287

Kwok,S.,&Wu,K.W.(2009).RFID-basedintra-supplychainintextileindustry.Industrial Management & Data Sys-
tems,109(9),1166–1178.doi:10.1108/02635570911002252

Lago,P.,Bizzarri,G.,Scalzotto,F.,Parpaiola,A.,Amigoni,A.,Putoto,G.,&Perilongo,G.(2012).UseofFMEAanalysis
toreduceriskoferrorsinprescribingandadministeringdrugsinpediatricwards:Aqualityimprovementreport.BMJ 
Open,2(6),1–31.doi:10.1136/bmjopen-2012-001249PMID:23253870

Lambert,D.M.,Cooper,M.C.,&Pagh,J.D.(1998).SupplyChainManagement:ImplementationIssuesandResearch
Opportunities.The International Journal of Logistics Management,9(2),1–20.doi:10.1108/09574099810805807

Lamont,J.(2006).Businessintelligence:Thetextanalysisstrategy.KM World,15(10),8–10.

Lan,Y.,&Li,S.(2010).Design and realization of the research and development staff performance assessment system.
PaperpresentedattheSeventhInternationalConferenceonFuzzySystemsandKnowledgeDiscovery(FSKD),Yantai,
Shandong.doi:10.1109/FSKD.2010.5569414

Landeta, J. (2006).Currentvalidityof theDelphimethod in social sciences.Technological Forecasting and Social 
Change,73(5),467–482.doi:10.1016/j.techfore.2005.09.002

Lang,L.H.P.,&Litzenberger,R.H.(1989).Dividendannouncements:Cashflowsignalingvs.freecashflowhypothesis.
Journal of Financial Economics,24(1),181–191.doi:10.1016/0304-405X(89)90077-9

Larma,C.,&Basil,V.R.(2003).IterativeandIncrementalDevelopment:ABrief.History & Computing,36(6).

Lee,C.W.,&Kwak,N.(2011).Strategicenterpriseresourceplanninginahealth-caresystemusingamulticriteria
decision-makingmodel.Journal of Medical Systems,35(2),265–275.doi:10.1007/s10916-009-9362-xPMID:20703564

Leedy,D.P.,&Ormrod,E.J.(2010).Practical research: Planning and designing(9thed.).PearsonEducation.

366

http://dx.doi.org/10.1007/978-1-4614-6849-3
http://dx.doi.org/10.1002/kpm.307
http://dx.doi.org/10.1016/S0167-9236(01)00114-2
http://dx.doi.org/10.1016/j.eswa.2010.07.003
http://dx.doi.org/10.1109/HICSS.1998.655287
http://dx.doi.org/10.1109/HICSS.1998.655287
http://dx.doi.org/10.1108/02635570911002252
http://dx.doi.org/10.1136/bmjopen-2012-001249
http://www.ncbi.nlm.nih.gov/pubmed/23253870
http://dx.doi.org/10.1108/09574099810805807
http://dx.doi.org/10.1109/FSKD.2010.5569414
http://dx.doi.org/10.1016/j.techfore.2005.09.002
http://dx.doi.org/10.1016/0304-405X(89)90077-9
http://dx.doi.org/10.1007/s10916-009-9362-x
http://www.ncbi.nlm.nih.gov/pubmed/20703564


Compilation of References

Lee,H.,Kim,M.S.,&Kim,K.K.(2014).Interorganizationalinformationsystemsvisibilityandsupplychainperfor-
mance.International Journal of Information Management,34(2),285–295.doi:10.1016/j.ijinfomgt.2013.10.003

Lee,M.D.,&Wagenmakers,E.J.(2014).Bayesian cognitive modeling: A practical course.Boston,MA:Cambridge
UniversityPress.

Lee,R.P.,&Grewal,R.(2004).Strategicresponsestonewtechnologiesandtheirimpactonfirmperformance.Journal 
of Marketing,68(4),157–171.doi:10.1509/jmkg.68.4.157.42730

Lei,P.W.,&Wu,Q.(2007).IntroductiontoStructuralEquationModeling:IssuesandPracticalConsiderations.Edu-
cational Measurement: Issues and Practice,26(3),33–43.doi:10.1111/j.1745-3992.2007.00099.x

Lengel,R.,&Daft,R.L.(1988).Theselectionofcommunicationmediaasanexecutiveskill.The Academy of Manage-
ment Executive,11(3),225–232.doi:10.5465/AME.1988.4277259

Lexteam.(2012).Advertising:Valuationsdon’tadup.Financial Times.Retrieved17September2013from:http://www.
ft.com/intl/cms/s/3/0d9b6450-66fe-11e1-9d4e-00144feabdc0.html#axzz2Vv5NhUM7

Li,Q.,McNeil,S.,Foulke,T.K.,Calhoun, J.,Oswald,M.,Trimbath,S.,Kreh,E.,&Gallis,M. (2011).Capturing 
Transportation Infrastructure Performance: Data Availability, Needs and Challenges.TransportationResearchRecord:
JournaloftheTransportationResearchBoard,No.2256.TransportationResearchBoardoftheNationalAcademies.

Liberatore,M.J.,&Nydick,R.L.(2008).Theanalytichierarchyprocessinmedicalandhealthcaredecisionmaking:
Aliteraturereview.European Journal of Operational Research,189(1),194–207.doi:10.1016/j.ejor.2007.05.001

Li,G.,Lin,Y.,Wang,S.,&Yan,H.(2006).Enhancingagilitybytimelysharingofsupplyinformation.Supply Chain 
Management: An International Journal,11(5),425–435.doi:10.1108/13598540610682444

Lilien,G.L.(1979).Advisor2:Modelingthemarketingmixdecisionforindustrialproducts.Management Science,
25(2),191–204.doi:10.1287/mnsc.25.2.191

Lilien,G.L.(2011).Bridgingtheacademic-practitionerdivideinmarketingdecisionmodels.Journal of Marketing,
75(July),196–210.doi:10.1509/jmkg.75.4.196

Lin,C.,Chow,W.,Madu,C.,Kuei,C.,&Pei,Y.(2005).Astructuralequationmodelofsupplychainqualitymanage-
mentandorganizationalperformance.International Journal of Production Economics,96(3),355–365.doi:10.1016/j.
ijpe.2004.05.009

Linstone,H.A.(1978).TheDelphitechnique.InJ.Fowles(Ed.),Handbook of future research.London:GreenwoodPress.

Linstone,H.A.(2002).Eightbasicpitfalls:Achecklist.InM.Turoff&H.A.Linstone(Eds.),The Delphi approach: 
Techniques and applications.Reading:Addison-Wesley.

Linstone,H.A.,&Turoff,M.(1975).The Delphi method: Techniques and applications.London:Addison-Wesley.

Li,P.,Wu,J.,&Qian,H.(2012).GroundwaterqualityassessmentbasedonroughsetsattributereductionandTOPSIS
methodinasemi-aridarea,China.Environmental Monitoring and Assessment,184(8),4841–4854.doi:10.1007/s10661-
011-2306-1PMID:21894505

Lippert,S.K.,&Govindarajulu,C.(2006).Technological,organizational,andenvironmentalantecedentstowebservices
adoption.Communications of the IIMA,6(1),146–158.

Little,J.D.(1970).Modelsandmanagers:Theconceptofadecisioncalculus.Management Science,16(4),B466–B486.
doi:10.1287/mnsc.16.8.B466

367

http://dx.doi.org/10.1016/j.ijinfomgt.2013.10.003
http://dx.doi.org/10.1509/jmkg.68.4.157.42730
http://dx.doi.org/10.1111/j.1745-3992.2007.00099.x
http://dx.doi.org/10.5465/AME.1988.4277259
http://www.ft.com/intl/cms/s/3/0d9b6450-66fe-11e1-9d4e-00144feabdc0.html#axzz2Vv5NhUM7
http://www.ft.com/intl/cms/s/3/0d9b6450-66fe-11e1-9d4e-00144feabdc0.html#axzz2Vv5NhUM7
http://dx.doi.org/10.1016/j.ejor.2007.05.001
http://dx.doi.org/10.1108/13598540610682444
http://dx.doi.org/10.1287/mnsc.25.2.191
http://dx.doi.org/10.1509/jmkg.75.4.196
http://dx.doi.org/10.1016/j.ijpe.2004.05.009
http://dx.doi.org/10.1016/j.ijpe.2004.05.009
http://dx.doi.org/10.1007/s10661-011-2306-1
http://dx.doi.org/10.1007/s10661-011-2306-1
http://www.ncbi.nlm.nih.gov/pubmed/21894505
http://dx.doi.org/10.1287/mnsc.16.8.B466


Compilation of References

Liu,H.,Ke,W.,Wei,K.K.,&Hua,Z.(2013).TheimpactofITcapabilitiesonfirmperformance:Themediatingrolesof
absorptivecapacityandsupplychainagility.Decision Support Systems,54(3),1452–1462.doi:10.1016/j.dss.2012.12.016

Long,J.(2010).Dowhatyourself:Reevaluationofthevaluecreatedbyonlineandtraditionalintermediary.International 
Journal of Information and Decision Sciences,2(3),304–317.doi:10.1504/IJIDS.2010.033453

Long,T.,&Johnson,M.(2000).Rigour,reliabilityandvalidityresearch.Clinical Effectiveness in Nursing,4(1),30–37.
doi:10.1054/cein.2000.0106

Lucas, R. Jr. (1988). On the mechanics of economic development. Journal of Monetary Economics, 22(1), 3–24.
doi:10.1016/0304-3932(88)90168-7

Ludvigson,S.C.(2004).Consumerconfidenceandconsumerpricing.The Journal of Economic Perspectives,18(2),
29–50.doi:10.1257/0895330041371222

Luecke,R.(2003).Managing Change and Transition.Boston:HarvardBusinessSchoolPress.

Luftman,J.,Kempaiah,R.,&Nash,E.(2006).KeyissuesforITexecutives2005.MIS Quarterly Executive,5(2),81–99.

Lydon,S.(2006).Common Sense in a Changing world: Ipsos MORI Employee Relationship Management.Retrieved20
January2009from:http://www.ipsos-mori.com/_assets/erm/common-sense-in-a-changingworld.pdf

Maceratini,R.,&Ricci,F.L.(2000).Il medico on-line. Manuale di informatica medica.Verduci,Editore.

Macwan,N.,&Sajja,P.S.(2013).Modeling performance appraisal using soft computing techniques: Designing neuro-
fuzzy application.Paperpresentedatthe2013InternationalConferenceonIntelligentSystemsandSignalProcessing
(ISSP),Gujaratdoi:10.1109/ISSP.2013.6526943

Mahmood,M.A.,&Mann,G.J.(2005).Informationtechnologyinvestmentsandorganizationalproductivityandper-
formance:Anempiricalinvestigation.Journal of Organizational Computing and Electronic Commerce,15(3),185–202.
doi:10.1207/s15327744joce1503_1

Mahmoodzadeh,E.,Jalalinia,S.,&Yazdi,F.N.(2009).Abusinessprocessoutsourcingframeworkbasedonbusi-
ness process management and knowledge management. Business Process Management Journal, 15(6), 845–864.
doi:10.1108/14637150911003748

Maisel,L.S.,&Cokins,G.(2014).Predictive business analytics: Forward looking capabilities to improve business 
performance.Hoboken,NJ:JohnWiley&Sons,Inc.

Malhotra,N.(2009).Marketing Research: An Applied Orientation, 5/E.PearsonEducationIndia.doi:10.1108/S1548-
6435(2009)5

Malmendier,U.,&Tate,G.(2005).CEOoverconfidenceandcorporate investment.The Journal of Finance,60(6),
2661–2700.doi:10.1111/j.1540-6261.2005.00813.x

Mamat,N.J.Z.,&Danil,J.K.(2007).Statisticalanalysesontimecomplexityandrankconsictencybetweensingular
valuedecompositionandthedualityapproachinAHP:Acasestudyoffacultymemberselection.Mathematical and 
Computer Modelling,46(7-8),1099–1106.doi:10.1016/j.mcm.2007.03.025

Management,B.(2015).Retrievedfrom:http://boundlessmanagement.com/

Manchanda,P.,Xie,Y.,&Youn,N.(2008).Theroleoftargetedcommunicationandcontagioninproductadoption.
Marketing Science,27(6),961–976.doi:10.1287/mksc.1070.0354

368

http://dx.doi.org/10.1016/j.dss.2012.12.016
http://dx.doi.org/10.1504/IJIDS.2010.033453
http://dx.doi.org/10.1054/cein.2000.0106
http://dx.doi.org/10.1016/0304-3932(88)90168-7
http://dx.doi.org/10.1257/0895330041371222
http://www.ipsos-mori.com/_assets/erm/common-sense-in-a-changingworld.pdf
http://dx.doi.org/10.1109/ISSP.2013.6526943
http://dx.doi.org/10.1207/s15327744joce1503_1
http://dx.doi.org/10.1108/14637150911003748
http://dx.doi.org/10.1108/S1548-6435(2009)5
http://dx.doi.org/10.1108/S1548-6435(2009)5
http://dx.doi.org/10.1111/j.1540-6261.2005.00813.x
http://dx.doi.org/10.1016/j.mcm.2007.03.025
http://boundlessmanagement.com/
http://dx.doi.org/10.1287/mksc.1070.0354


Compilation of References

Manglik,A.,&Mehra,V.(2005).ExtendingenterpriseBIcapabilities:Newpatternsfordata integration.Business 
Intelligence Journal,10(1),10–17.

Mankiw,N.,Romer,P.,&Weil,D.(1992).AContributiontotheEmpiricsofEconomicGrowth.The Quarterly Journal 
of Economics,107(2),407–437.doi:10.2307/2118477

Manoharan,T.R.,Muralidharan,C.,&Deshmukh,S.G.(2009).EmployeePerformanceAppraisalUsingDataEnvelop-
mentAnalysis:ACaseStudy.Research & Practice In Human Resource Management,17,17–34.

Manoharan,T.R.,Muralidharan,C.,&Deshmukh,S.G.(2011).Anintegratedfuzzymulti-attributedecision-making
modelforemployees’performanceappraisal.International Journal of Human Resource Management,22(3),722–745.
doi:10.1080/09585192.2011.543763

Manoharan,T.R.,Muralidharan,C.,&Deshmukh,S.G.(2012).Acompositemodelforemployees’performanceappraisal
andimprovement.European Journal of Training and Development,36(4),448–480.doi:10.1108/03090591211220366

Mansar,S.L.,&Reijers,H.A.(2005).Bestpracticesinbusinessprocessredesign:Validationofaredesignframework.
Computers in Industry,56(5),457–471.doi:10.1016/j.compind.2005.01.001

Mansoornejad,B.,Pistikopoulos,E.N.,&Stuart,P.(2013).Metricsforevaluatingtheforestbiorefinerysupplychain
performance.Computers & Chemical Engineering,54(0),125–139.doi:10.1016/j.compchemeng.2013.03.031

Marinagi,C.,Trivellas,P.,&Reklitis,P.(2015).InformationQualityandSupplyChainPerformance:TheMediatingRole
ofInformationSharing.Procedia: Social and Behavioral Sciences,175,473–479.doi:10.1016/j.sbspro.2015.01.1225

Marinagi,C.,Trivellas,P.,&Sakas,D.P.(2014).TheImpactofInformationTechnologyontheDevelopmentofSupply
ChainCompetitiveAdvantage.Procedia: Social and Behavioral Sciences,147,586–591.doi:10.1016/j.sbspro.2014.07.161

Marshall,A.(1890).Principles of Economics.London:MacmillanandCo.,Ltd.

Martini,B.,&Choo,K.K.R.(2012).Anintegratedconceptualdigitalforensicframeworkforcloudcomputing.Digital 
Investigation,9(2),71–80.doi:10.1016/j.diin.2012.07.001

Maslow,A.(1954).Motivation and personality.NewYork,NY:HarperBusiness.

McDermott,C.M.(1999).Managingradicalproductdevelopmentinlargemanufacturingfirms:Alongitudinalstudy.
Journal of Operations Management,17(6),631–644.doi:10.1016/S0272-6963(99)00018-2

McDonald,M.P.(2007).Theenterprisecapabilityorganization:AfutureforIT.MIS Quarterly Executive,6(3),179–192.

McKendrick,A.G.(1926).Applicationsofmathematicstomedicalproblems.Proceedings of the Edinburgh Mathemati-
cal Society,14,98–130.

McKinseyGlobalInstitute.(2013).Infrastructure Productivity: How to Save $1 Trillion a Year.McKinseyInfrastructure
Practice.

McNeil,S.,Trimbath,S.,Atique,F.,&Burke,R.(n.d.).TPI UPDATE 2013: Data for 2010,2011.FinalReporttothe
USChamberofCommerce(unpublished).

McNeil,S.,Atique,F.,Burke,R.,&Trimbath,S.(2014).UsingtheTransportationPerformanceIndextoUnderstand
theImpactofRegionalPlans.Proceedings of the ASCE TD&I Congress.doi:10.1061/9780784413586.061

Mead,D.,&Moseley,L.(2001).TheuseofDelphiasaresearchapproach.Nurse Researcher,8(4),4–23.doi:10.7748/
nr2001.07.8.4.4.c6162

369

http://dx.doi.org/10.2307/2118477
http://dx.doi.org/10.1080/09585192.2011.543763
http://dx.doi.org/10.1108/03090591211220366
http://dx.doi.org/10.1016/j.compind.2005.01.001
http://dx.doi.org/10.1016/j.compchemeng.2013.03.031
http://dx.doi.org/10.1016/j.sbspro.2015.01.1225
http://dx.doi.org/10.1016/j.sbspro.2014.07.161
http://dx.doi.org/10.1016/j.diin.2012.07.001
http://dx.doi.org/10.1016/S0272-6963(99)00018-2
http://dx.doi.org/10.1061/9780784413586.061
http://dx.doi.org/10.7748/nr2001.07.8.4.4.c6162
http://dx.doi.org/10.7748/nr2001.07.8.4.4.c6162


Compilation of References

MedskerLarry,J.,&Gina,J.(1994).AReviewofCurrentPracticesforEvaluatingCausalModelsinOrganizationalBehavior
andHumanResourcesManagementResearch.Journal of Management,20(2),439–464.doi:10.1177/014920639402000207

Mensah,P.,Merkuryev,Y.,&Longo,F.(2015).UsingICTinDevelopingaResilientSupplyChainStrategy.Procedia 
Computer Science,43,101–108.doi:10.1016/j.procs.2014.12.014

Merrell,P.(2012).Effectivechangemanagement:Thesimpletruth.Management Services,56(2),20–23.

Merriam-Webster.(2005).The Merriam-Webster Thesaurus.Springfield:Merriam-Webster.

Merschmann,U.,&Thonemann,U.W.(2011).Supplychainflexibility,uncertaintyandfirmperformance:Anempirical
analysisofGermanmanufacturingfirms.International Journal of Production Economics,130(1),43–53.doi:10.1016/j.
ijpe.2010.10.013

Mertler,C.A.,&Vannatta,R.A.(2013).Advanced and multivariate statistical methods(5thed.).Glendale,CA:Pyr-
czakPublishing.

Meskell,P.,Murphy,K.,Shaw,D.G.,&Casey,D.(2014).InsightsintotheusedandcomplexitiesofthepolicyDelphi
technique.Nurse Researcher,21(3),32–39.doi:10.7748/nr2014.01.21.3.32.e342

Metts,G.(2004).An Investigation of the Relationship between Strategy Making and Performance.(PhDDissertation).
UniversityofToledo.

Michalisin,M.D.,Kline,D.M.,&Smith,R.F.(2000).Intangiblestrategicassetsandfirmperformance:Amulti-industry
studyoftheresource-basedview.The Journal of Business Strategy,17(2),91–117.

Michalisin,M.D.,Smith,R.F.,&Kline,D.M.(1997).Insearchofstrategicassets.The International Journal of Or-
ganizational Analysis,5(4),360–387.doi:10.1108/eb028874

Miller,L.E.(2006).Determining what could/should be: The Delphi technique and its application.Paperpresentedat
themeetingofthe2006AnnualMeetingoftheMid-WesternEducationalResearchAssociation,Columbus,OH.

Minonne,C.,&Turner,G.(2012).Businessprocessmanagement:Areyoureadyforthefuture?Knowledge and Process 
Management,19(3),111–120.doi:10.1002/kpm.1388

Mintz,O.(2012).What drives metric use? Evidence from 30 Countries.Retrieved25Septebmer2015from:https://
webfiles.uci.edu/omintz/www/MC%20Intl%20Metric%20Use.pdf

Mintz,O.,&Currim,I.(2013).Whatdrivestheuseofmarketingandfinancialmetricsanddoesmetricuseimpact
performanceofmarketingmixactivities?Journal of Marketing,77(March),17–40.doi:10.1509/jm.11.0463

Mishra,A.,&Mishra,D.(2009).Customerrelationshipmanagement:Implementationprocessperspective.Acta Poly-
technica Hungarica,6(4),83–99.

Mitchell,V.W.(1991).TheDelphitechnique:Anexpositionandapplication.Technology Analysis and Strategic Man-
agement,3(4),333–358.doi:10.1080/09537329108524065

Mohammad,M.F.,Shukor,A.S.A.,Mahbub,R.,&Halil,F.M. (2014).Challenges in the IntegrationofSupply
ChainsinIBSProjectEnvironmentinMalaysia.Procedia: Social and Behavioral Sciences,153,44–54.doi:10.1016/j.
sbspro.2014.10.039

Mohammed,M.F.,Lim,C.P.,&Quteishat,A.(2014).Anoveltrustmeasurementmethodbasedoncertifiedbeliefin
strengthforamulti-agentclassifiersystem.Neural Computing & Applications,24(2),421–429.doi:10.1007/s00521-
012-1245-2

370

http://dx.doi.org/10.1177/014920639402000207
http://dx.doi.org/10.1016/j.procs.2014.12.014
http://dx.doi.org/10.1016/j.ijpe.2010.10.013
http://dx.doi.org/10.1016/j.ijpe.2010.10.013
http://dx.doi.org/10.7748/nr2014.01.21.3.32.e342
http://dx.doi.org/10.1108/eb028874
http://dx.doi.org/10.1002/kpm.1388
https://webfiles.uci.edu/omintz/www/MC%20Intl%20Metric%20Use.pdf
https://webfiles.uci.edu/omintz/www/MC%20Intl%20Metric%20Use.pdf
http://dx.doi.org/10.1509/jm.11.0463
http://dx.doi.org/10.1080/09537329108524065
http://dx.doi.org/10.1016/j.sbspro.2014.10.039
http://dx.doi.org/10.1016/j.sbspro.2014.10.039
http://dx.doi.org/10.1007/s00521-012-1245-2
http://dx.doi.org/10.1007/s00521-012-1245-2


Compilation of References

Mohanty,R.,Ravi,V.,&Patra,M.R.(2010).Theapplicationofintelligentandsoft-computingtechniquestosoftware
engineeringproblems:Areview.International Journal of Information and Decision Sciences,2(3),233–272.doi:10.1504/
IJIDS.2010.033450

Monteagudo,J.L.(2006).eHealth ERA. Priority Cluster Topic 2, focus on eHealth for Patient Empowerment.Retrieved
on02/07/2015at:http://www.ehealth-era.org/documents/

Monteagudo,J.L.,&Moreno,O.(2007).Report on Priority Topic Cluster two and recommendations - Patient Empow-
erment.DeliverableD2.5,ProjecteHealthERA-TowardstheEstablishmentofaEuropeanResearchArea.Retrieved
on01/07/2015at:http://www.ehealth-era.org/documents/eH-ERA_D2.5_Patient_Empowerment_Final_31-03-2007_re-
vised.pdf

Montgomery,C.A.,&Wernerfelt,B.(1988).‘Diversification,Ricardianrents,andTobin’sq’.The Rand Journal of 
Economics,19(4),623–632.doi:10.2307/2555461

Moon,C.,Lee,J.,&Lim,S.(2010).Aperformanceappraisalandpromotionrankingsystembasedonfuzzylogic:An
implementationcaseinmilitaryorganizations.Applied Soft Computing,10(2),512–519.doi:10.1016/j.asoc.2009.08.035

Moon,K.K.-L.,Yi,C.Y.,&Ngai,E.W.T.(2012).Aninstrumentformeasuringsupplychainflexibilityforthetextile
andclothingcompanies.European Journal of Operational Research,222(2),191–203.doi:10.1016/j.ejor.2012.04.027

Moran,J.W.,&Brightman,B.K.(2000).Leadingorganizationalchange.Journal of Workplace Learning: Employee 
Counselling Today,12(2),66–74.doi:10.1108/13665620010316226

Morosini,P.(2004).Indicatori in valutazione e miglioramento della qualità professionale.IstitutoSuperiorediSanità.

Morris,B.(2001,Summer).Candifferencesinindustrialstructureexplaindivergencesinregionaleconomicgrowth?.
BankofEnglandQuarterlyBulletin,195-202.

Morton-Clark,S.(2009).PeterFader:Howmarketingworksbestwithbigmessymaths.Financial Times.Retrieved17
September2013from:http://www.ft.com/intl/cms/s/0/87fb6c82-e8de-11dd-a4d00000779fd2ac.html#axzz2Vv5NhUM7

Mouine,M.(2011).Combinaison de deux d’analyse de sensibilité.Mémoireàl’universitéLaval.

Mullen, P. M. (2003). Delphi myths and reality. Journal of Health Organization and Management, 17(1), 37–52.
doi:10.1108/14777260310469319

Mumel,D.(2008).Komuniciranje v poslovnem okolju.Maribor:DeVesta.

Munro,M.C.,&Davis,G.B.(1977).Determiningmanagementinformationneeds:Acomparisonofmethods.Manage-
ment Information Systems Quarterly,1(2),55–67.doi:10.2307/249168

Mustafa,M.N.,Chowdhury,L.,&Kamal,M.S.(2012,May).Studentsdropoutpredictionforintelligentsystemfrom
tertiarylevelindevelopingcountry.InInformatics, Electronics & Vision (ICIEV), 2012 International Conference on
(pp.113-118).IEEE.doi:10.1109/ICIEV.2012.6317441

Naik,P.A.,&Raman,K.(2003).Understandingtheimpactofsynergyinmultimediacommunications.JMR, Journal 
of Marketing Research,40(4),375–388.doi:10.1509/jmkr.40.4.375.19385

Narayanan,A.(2012).AReviewofEightSoftwarePackagesforStructuralEquationModeling.The American Statisti-
cian,66(2),129–138.doi:10.1080/00031305.2012.708641

Nathans,L.L.,Oswald,F.L.,&Nimon,K.(2012).Interpretingmultiplelinearregression:Aguidebookofvariableimpor-
tance.Practical Assessment, Research & Evaluation,17(9).Availableonlinehttp://pareonline.net/getvn.asp?v=17&n=9

371

http://dx.doi.org/10.1504/IJIDS.2010.033450
http://dx.doi.org/10.1504/IJIDS.2010.033450
http://www.ehealth-era.org/documents/
http://www.ehealth-era.org/documents/eH-ERA_D2.5_Patient_Empowerment_Final_31-03-2007_revised.pdf
http://www.ehealth-era.org/documents/eH-ERA_D2.5_Patient_Empowerment_Final_31-03-2007_revised.pdf
http://dx.doi.org/10.2307/2555461
http://dx.doi.org/10.1016/j.asoc.2009.08.035
http://dx.doi.org/10.1016/j.ejor.2012.04.027
http://dx.doi.org/10.1108/13665620010316226
http://www.ft.com/intl/cms/s/0/87fb6c82-e8de-11dd-a4d00000779fd2ac.html#axzz2Vv5NhUM7
http://dx.doi.org/10.1108/14777260310469319
http://dx.doi.org/10.2307/249168
http://dx.doi.org/10.1109/ICIEV.2012.6317441
http://dx.doi.org/10.1509/jmkr.40.4.375.19385
http://dx.doi.org/10.1080/00031305.2012.708641
http://pareonline.net/getvn.asp?v=17&n=9


Compilation of References

Needham,R.D.,&deLoë,R.(1990).ThepolicyDelphi:Purpose,structure,andapplication.The Canadian Geographer,
34(2),133–142.doi:10.1111/j.1541-0064.1990.tb01258.x

Negash,S.(2004).Businessintelligence.Communications of the Association for Information Systems,13(1),177–195.

Nelson,R.,&Phelps,E.(1966).Investmentinhumans,technologicaldiffusion,andeconomicgrowth.The American 
Economic Review,56(1/2),65–75.

Neslin,S.A.,&Shankar,V.(2009).Keyissuesinmultichannelcustomermanagement:Currentknowledgeandfuture
directions.Journal of Interactive Marketing,23(1),70–81.doi:10.1016/j.intmar.2008.10.005

Neubauer,T.(2009).Anempiricalstudyaboutthestatusofbusinessprocessmanagement.Business Process Manage-
ment Journal,15(2),166–183.doi:10.1108/14637150910949434

Neuman,W.(1997).Social Research Methods.AllynandBaconLondon.

Newton,R.(2007).Managing Change Step by Step: All You Need to Build a Plan and Make It Happen.Harlow:Pearson
PrenticeHallBusiness.

Ngai,E.W.T.,Chau,D.C.K.,&Chan,T.L.A.(2011).Informationtechnology,operational,andmanagementcom-
petenciesforsupplychainagility:Findingsfromcasestudies.The Journal of Strategic Information Systems,20(3),
232–249.doi:10.1016/j.jsis.2010.11.002

Nicholls,M.G.(2007).Assessingtheprogressandtheunderlyingnatureoftheflowsofdoctoralandmasterdegree
candidatesusingabsorbingMarkovchains.Higher Education,53(6),769–790.doi:10.1007/s10734-005-5275-x

Nicholls,M.G.(2008).TheUseofMarkovmodelsasanaidtotheevaluation,planningandbenchmarkingofdoctoral
programs.The Journal of the Operational Research Society,60(9),1183–1190.doi:10.1057/palgrave.jors.2602639

Nickell,S.,Nicolitsas,D.,&Dryden,N.(1997).Whatmakesfirmsperformwell?.EuropeanEconomicReview,41.
doi:10.1016/S0014-2921(97)00037-8

Nickell, S. (1996). Competition and Corporate Performance. Journal of Political Economy, 104(4), 724–746.
doi:10.1086/262040

Niu,L.,Lu,J.,Zhang,G.,&Wu,D.(2013).FACETS:Acognitivebusinessintelligencesystem.Information Systems,
38(6),835–862.doi:10.1016/j.is.2013.02.002

Nobre,F.F.,Trotta,L.T.F.,&Gomes,L.F.A.M.(1999).Multi‐criteriadecisionmaking–anapproachtosettingpriorities
inhealthcare.Statistics in Medicine,18(23),3345–3354.doi:10.1002/(SICI)1097-0258(19991215)18:23<3345::AID-
SIM321>3.0.CO;2-7PMID:10602156

Nofal,M.I.,&Yusof,Z.M.(2013).Integrationofbusinessintelligenceandenterpriseresourceplanningwithinorga-
nizations.Procedia Technology,11,658–665.doi:10.1016/j.protcy.2013.12.242

Nolan,R.L.(1979).Managingthecrisisindataprocessing.Harvard Business Review,57(2),115–126.

Nudurupati,S.S.,Bititci,U.S.,Kumar,V.,&Chan,F.T.S.(2011).Stateoftheartliteraturereviewonperformance
measurement.Computers & Industrial Engineering,60(2),279–290.doi:10.1016/j.cie.2010.11.010

Nunnaly,J.(1978).Psychometric theory.NewYork,NY:McGrawHill.

Nworie,J.(2011).UsingtheDelphitechniqueineducationaltechnologyresearch.TechTrends: Linking Research and 
Practice to Improve Learning,55(5),24–30.doi:10.1007/s11528-011-0524-6

372

http://dx.doi.org/10.1111/j.1541-0064.1990.tb01258.x
http://dx.doi.org/10.1016/j.intmar.2008.10.005
http://dx.doi.org/10.1108/14637150910949434
http://dx.doi.org/10.1016/j.jsis.2010.11.002
http://dx.doi.org/10.1007/s10734-005-5275-x
http://dx.doi.org/10.1057/palgrave.jors.2602639
http://dx.doi.org/10.1016/S0014-2921(97)00037-8
http://dx.doi.org/10.1086/262040
http://dx.doi.org/10.1016/j.is.2013.02.002
http://dx.doi.org/10.1002/(SICI)1097-0258(19991215)18:23<3345::AID-SIM321>3.0.CO;2-7
http://dx.doi.org/10.1002/(SICI)1097-0258(19991215)18:23<3345::AID-SIM321>3.0.CO;2-7
http://www.ncbi.nlm.nih.gov/pubmed/10602156
http://dx.doi.org/10.1016/j.protcy.2013.12.242
http://dx.doi.org/10.1016/j.cie.2010.11.010
http://dx.doi.org/10.1007/s11528-011-0524-6


Compilation of References

Nyandwaki,M.J.,Akelo,O.E.,Samson,O.O.,&Fredrick,O.(2014).ApplicationofMarkovchainmodelinStudy-
ingprogressionOfSecondarySchoolStudentsbySexDuringTheFreeSecondaryEducation:ACaseStudyofKisii
CentralDistrict.Mathematical Theory and Modeling, 4(4).Availableat:http://iiste.org/Journals/index.php/MTM/article/
view/11744

Nyu.(2011).Guidelines for Writing a Proposal That Uses Sem and for Writing the Results Section of a Thesis.Academic
Press.

O’cass,A.,&Fenech,T.(2003).Webretailingadoption:ExploringthenatureofInternetusersWebretailingbehaviour.
Journal of Retailing and Consumer Services,10(2),81–94.doi:10.1016/S0969-6989(02)00004-8

Obayashi,K.,Teramoto,K.,Yamamoto,K.,Ikeda,K.,&Ando,Y.(2009)AccreditationofISO15189intheDepart-
mentofLaboratoryMedicine,KumamotoUniversityHospital:successfulcases.RinshoByori:TheJapaneseJournal
ofClinicalPathology,57(2),156-160.

Oetega,B.H.,Martinez,J.J.,&Hoyos,M.J.M.(2006).Analysisofthemoderatingeffectofindustryononlinebehav-
iour.Online Information Review,30(6),681–698.doi:10.1108/14684520610716162

Ofner,M.H.,Otto,B.,&Osterle,H.(2012).Integratingadataqualityperspectiveintobusinessprocessmanagement.
Business Process Management Journal,18(6),1036–1067.doi:10.1108/14637151211283401

Okali,C.,&Pawlowski,S.D.(2004).TheDelphimethodasaresearchtool:Anexample,designconsiderationsand
applications.Information & Management,42(1),15–29.doi:10.1016/j.im.2003.11.002

Okoye,P.V.C.,&Ezejiofor,R.A.(2013).Theeffectofhumanresourcesdevelopmentonorganizationalproductivity.
International Journal of Academic Research in Business and Social Sciences,3(10),250–268.doi:10.6007/IJARBSS/
v3-i10/295

Olley,G.,&Pakes,A.(1996).TheDynamicsofProductivityintheTelecommunicationsEquipmentIndustry.Econo-
metrica,64(4),1263–1297.doi:10.2307/2171831

Önüt,S.,&Soner,S.(2008).TransshipmentsiteselectionusingtheAHPandTOPSISapproachesunderfuzzyenviron-
ment.Waste Management (New York, N.Y.),28(9),1552–1559.doi:10.1016/j.wasman.2007.05.019PMID:17768038

Opricovic,S.(1998).Multi-criteria optimization of civil engineering systems.Belgrade:FacultyofCivilEngineering.

Opricovic,S.,&Tzeng,G.H.(2002).MulticriteriaPlanningofPost‐EarthquakeSustainableReconstruction.Computer-
Aided Civil and Infrastructure Engineering,17(3),211–220.doi:10.1111/1467-8667.00269

Opricovic,S.,&Tzeng,G.-H.(2003).Fuzzymulticriteriamodelforpost-earthquakelanduseplanning.Natural Hazards 
Review,4(2),59–64.doi:10.1061/(ASCE)1527-6988(2003)4:2(59)

Opricovic,S.,&Tzeng,G.-H.(2004).CompromisesolutionbyMCDMmethods:AcomparativeanalysisofVIKOR
andTOPSIS.European Journal of Operational Research,156(2),445–455.doi:10.1016/S0377-2217(03)00020-1

Opricovic,S.,&Tzeng,G.-H.(2007).ExtendedVIKORmethodincomparisonwithoutrankingmethods.European 
Journal of Operational Research,178(2),514–529.doi:10.1016/j.ejor.2006.01.020

Osman,I.,Berbary,L.,Sidani,Y.,Al-Ayoubi,B.,&Emrouznejad,A.(2011).DataEnvelopmentAnalysisModelforthe
AppraisalandRelativePerformanceEvaluationofNursesatanIntensiveCareUnit.Journal of Medical Systems,35(5),
1039–1062.doi:10.1007/s10916-010-9570-4PMID:20734223

Oswald, M., Li, Q., McNeil, S., & Trimbath, S. (2011). Measuring Infrastructure Performance: Development of a
NationalInfrastructureIndex.Public Works Management & Policy,16(4),373–394.doi:10.1177/1087724X11410071

373

http://iiste.org/Journals/index.php/MTM/article/view/11744
http://iiste.org/Journals/index.php/MTM/article/view/11744
http://dx.doi.org/10.1016/S0969-6989(02)00004-8
http://dx.doi.org/10.1108/14684520610716162
http://dx.doi.org/10.1108/14637151211283401
http://dx.doi.org/10.1016/j.im.2003.11.002
http://dx.doi.org/10.6007/IJARBSS/v3-i10/295
http://dx.doi.org/10.6007/IJARBSS/v3-i10/295
http://dx.doi.org/10.2307/2171831
http://dx.doi.org/10.1016/j.wasman.2007.05.019
http://www.ncbi.nlm.nih.gov/pubmed/17768038
http://dx.doi.org/10.1111/1467-8667.00269
http://dx.doi.org/10.1061/(ASCE)1527-6988(2003)4:2(59)
http://dx.doi.org/10.1016/S0377-2217(03)00020-1
http://dx.doi.org/10.1016/j.ejor.2006.01.020
http://dx.doi.org/10.1007/s10916-010-9570-4
http://www.ncbi.nlm.nih.gov/pubmed/20734223
http://dx.doi.org/10.1177/1087724X11410071


Compilation of References

Oswald,M.,&McNeil,S.(2010).RatingSustainability:TransportationInvestmentsinUrbanCorridorsasaCaseStudy.
Journal of Urban Planning and Development,136(3),177–185.doi:10.1061/(ASCE)UP.1943-5444.0000016

OuYang,Y.-P.,Shieh,H.-M.,&Tzeng,G.-H.(2011).AVIKORtechniquebasedonDEMATELandANPforinforma-
tionsecurityriskcontrolassessment.Information Sciences.

Ozok,A.F.(2012).Fuzzymodellingandefficiencyinhealthcaresystems.Work (Reading, Mass.),41,1797–1800.
PMID:22316974

Pagliaro,L.(2007).Probabilisticandfuzzylogicintheclinicaldiagnosis.Internal and Emergency Medicine,2(2),75–75.
doi:10.1007/s11739-007-0039-5PMID:17622493

Pahlavani,A.(2010).Ahybridalgorithmofimprovedcase-basedreasoningandmulti-attributedecisionmakinginfuzzy
environmentforinvestmentloanevaluation.International Journal of Information and Decision Sciences,2(1),17–49.
doi:10.1504/IJIDS.2010.029902

Paim,R.,Caulliraux,H.M.,&Cardoso,R.(2008).Processmanagementtasks:Aconceptualandpracticalview.Busi-
ness Process Management Journal,14(5),694–723.doi:10.1108/14637150810903066

Paliwoda,S.J.(1983).PredictingthefutureusingDelphi.Management Decision,21(1),31–38.doi:10.1108/eb001309

Pan,S.Q.,Vega,M.,Vella,A. J.,Archer,B.H.,&Parlett,G.R. (1995).Mini-Delphiapproach:An improvement
on single round technique. Progress in Tourism and Hospitality Research, 2(1), 27–39. doi:10.1002/(SICI)1099-
1603(199603)2:1<27::AID-PTH29>3.0.CO;2-P

Papoulis,A.(1991).Probability, random variables, and stochastic processes(3rded.).Boston,MA:McGraw-Hill.

Parasuraman,A.(2000).TechnologyReadinessIndex(TRI):AMultipleItemScaletoMeasureReadinesstoEmbrace
NewTechnologies.Journal of Service Research,2(4),307–320.doi:10.1177/109467050024001

Parera,B.A.K.S.,Rameezdeen,R.,Chileshe,N.,&Hosseini,M.R.(2014).Enhancingtheeffectivenessofriskman-
agementpracticesinSriLankanroadconstructionprojects:ADelphiapproach.International Journal of Construction 
Management,14(1),1–14.doi:10.1080/15623599.2013.875271

Park,B.-N.,&Min,H. (2013).Globalsupplychainbarriersof foreignsubsidiaries:ThecaseofKoreanexpatriate
manufacturersinChina.International Journal of Services and Operations Management,15(1),67–78.doi:10.1504/
IJSOM.2013.050562

Parker,J.(2009).UsinginformalnetworkstoencouragechangeatBP.Strategic Communication Management,13(1),24–27.

Park,J.H.,Cho,H.J.,&Kwun,Y.C.(2013).ExtensionoftheVIKORmethodtodynamicintuitionisticfuzzymultiple
attributedecisionmaking.Computers & Mathematics with Applications (Oxford, England),65(4),731–744.doi:10.1016/j.
camwa.2012.12.008

Parsons,L.J.(1975).Theproductlifecycleandtime-varyingadvertisingelasticities.JMR, Journal of Marketing Re-
search,12(4),476–480.doi:10.2307/3151101

Patel,N.V.,&Hackney,R.(2010).Designinginformationsystemsrequirementsincontext:Insightsfromthetheoryof
deferredaction.International Journal of Business Information Systems,6(1),44–57.doi:10.1504/IJBIS.2010.034004

Patterson,M.G.,Michael,A.,West,M.A.,Shackleton,V.J.,Dawson,J.F.,Lathom,R.,&Wallace,A.M.et al.(2005).
Validatingtheorganizationalclimatemeasure:Linkstomanagerialpractices,productivityandinnovation.Journal of 
Organizational Behavior,26(4),379–408.doi:10.1002/job.312

374

http://dx.doi.org/10.1061/(ASCE)UP.1943-5444.0000016
http://www.ncbi.nlm.nih.gov/pubmed/22316974
http://dx.doi.org/10.1007/s11739-007-0039-5
http://www.ncbi.nlm.nih.gov/pubmed/17622493
http://dx.doi.org/10.1504/IJIDS.2010.029902
http://dx.doi.org/10.1108/14637150810903066
http://dx.doi.org/10.1108/eb001309
http://dx.doi.org/10.1002/(SICI)1099-1603(199603)2:1<27::AID-PTH29>3.0.CO;2-P
http://dx.doi.org/10.1002/(SICI)1099-1603(199603)2:1<27::AID-PTH29>3.0.CO;2-P
http://dx.doi.org/10.1177/109467050024001
http://dx.doi.org/10.1080/15623599.2013.875271
http://dx.doi.org/10.1504/IJSOM.2013.050562
http://dx.doi.org/10.1504/IJSOM.2013.050562
http://dx.doi.org/10.1016/j.camwa.2012.12.008
http://dx.doi.org/10.1016/j.camwa.2012.12.008
http://dx.doi.org/10.2307/3151101
http://dx.doi.org/10.1504/IJBIS.2010.034004
http://dx.doi.org/10.1002/job.312


Compilation of References

Pearcy,D.H.,&Giunipero,L.C.(2008).Usinge‐procurementapplications toachieve integration:Whatroledoes
firmsizeplay?Supply Chain Management: An International Journal,13(1),26–34.doi:10.1108/13598540810850292

Petroni,G.(2010).Il trasferimento tecnologico.Egea.

Phan,D.D.,&Vogel,D.R.(2010).Amodelofcustomerrelationshipmanagementandbusinessintelligencesystems
forcatalogueandonlineretailers.Information & Management,47(2),69–77.doi:10.1016/j.im.2009.09.001

PinnaPintorP.(2005).Laqualitàdellecurevistadalpaziente.QA, 16(3).

Plebani,M.(2002).Continuingmedicaleducation:AchallengetotheItalianScientificSocietiesofLaboratoryMedicine.
Clinica Chimica Acta,319(2),161–167.doi:10.1016/S0009-8981(02)00038-4PMID:11955494

Podrecca,E.,&Carmeci,G.(2001).Fixedinvestmentandeconomicgrowth:Newresultsoncausality.Applied Econom-
ics,33(2),177–182.doi:10.1080/00036840122890

Polit,D.F.,&Hungler,B.P.(2013).Essentials of nursing research: Methods, appraisal and utilisation.NewYork:
LippincottWilliams&Wilkins.

Popova,V.,&Sharpanskykh,A.(2010).Modelingorganizationalperformanceindicators.Information Systems,35(4),
505–527.doi:10.1016/j.is.2009.12.001

Powell,C.(2003).TheDelphitechnique:Mythsandrealities.Journal of Advanced Nursing,41(4),376–382.doi:10.1046/
j.1365-2648.2003.02537.x

Prananto,A.,Mckay,J.,&Marshall,P.(2003).A study of the progression of e-business maturity in Australian SMEs: 
Some evidence of the applicability of the stages of growth for e-business model.PaperpresentedatPacificAsiaConfer-
enceonInformationSystems(PACIS2003),Adelaide,Australia.

Pratt,J.W.(1987).Dividingtheindivisible:Usingsimplesymmetrytopartitionvarianceexplained.InT.Pukkila,&
S.Puntanen(Eds.),Proceedings of the second international Tampere conference in statistics(pp.245-260).Tampere,
Finland:UniversityofTampere.

Prayag,G.(2009).Visitors to Mauritius - Place Perceptions & Determinants of Repeat Visitation.UniversityofWaikato,
DepartmentofTourismManagement.

Price,R.,&Shanks,G.G.(2005).Asemioticinformationqualityframework:Developmentandcomparativeanalysis.
Journal of Information Technology,20(2),88–102.doi:10.1057/palgrave.jit.2000038

Proctor,T.,&Doukakis,I.(2003).Changemanagement:Theroleofinternalcommunicationandemployeedevelopment.
Corporate Communications:International Journal (Toronto, Ont.),8(4),268–277.

Pruyn,A.,&Riezebos,R.(2001).Effectsoftheawarenessofsocialdilemmasonadvertisingbudget-setting:Ascenario
setting.Journal of Economic Psychology,22(1),43–60.doi:10.1016/S0167-4870(00)00036-2

Puterman,M.L.(2014).Markov decision processes: discrete stochastic dynamic programming.NewYork,NY:John
Wiley&Sons.

Quinn,B.,&Sulivan,S.J.(2000).Theidentificationbyphysiotherapistsofthephysicalproblemsresultingfromamild
traumaticbraininjury.Brain Injury: [BI],14(12),1063–1076.doi:10.1080/02699050050203568

Rahim,R.,Ibrahim,H.,&Adnan,F.A.(2013,April).Projectionofpostgraduatestudentsflowwithasmoothingma-
trixtransitiondiagramofMarkovchain.InProceedings of the 20th National Symposium On Mathematical Sciences: 
Research in Mathematical Sciences: A Catalyst for Creativity and Innovation(Vol.1522,No.1,pp.1385-1393).AIP
Publishing.doi.doi:10.1063/1.4801291

375

http://dx.doi.org/10.1108/13598540810850292
http://dx.doi.org/10.1016/j.im.2009.09.001
http://dx.doi.org/10.1016/S0009-8981(02)00038-4
http://www.ncbi.nlm.nih.gov/pubmed/11955494
http://dx.doi.org/10.1080/00036840122890
http://dx.doi.org/10.1016/j.is.2009.12.001
http://dx.doi.org/10.1046/j.1365-2648.2003.02537.x
http://dx.doi.org/10.1046/j.1365-2648.2003.02537.x
http://dx.doi.org/10.1057/palgrave.jit.2000038
http://dx.doi.org/10.1016/S0167-4870(00)00036-2
http://dx.doi.org/10.1080/02699050050203568
http://dx.doi.org/10.1063/1.4801291


Compilation of References

Rahim,R.A.(2015).AnalyzingManpowerDataofHigherLearningInstitutions:AMarkovChainApproach.Interna-
tional Journal of Human Resource Studies,5(3),38–47.doi:10.5296/ijhrs.v5i3.7969

Rais,A.,&Viana,A.(2011).OperationsResearchinHealthcare:Asurvey.International Transactions in Operational 
Research,18(1),1–31.doi:10.1111/j.1475-3995.2010.00767.x

Ramakrishnan,T.,Jones,M.C.,&Sidorova,A.(2012).Factorsinfluencingbusinessintelligence(BI)datacollection
strategies:Anempiricalinvestigation.Decision Support Systems,52(2),486–496.doi:10.1016/j.dss.2011.10.009

Ramanathan,U.,&Gunasekaran,A.(2014).Supplychaincollaboration:Impactofsuccessinlong-termpartnerships.
International Journal of Production Economics, 147,252-259.doi:10.1016/j.ijpe.2012.06.002

Ranken,N.(2007).CommunicatinganITsystemchange:Eighttipsforsuccess.Strategic Communication Management,
11(4),16–19.

Rao,H.,Raghay,S.A.F.,&DosSantos,B.(1998).MarketingandtheInternet.Association for Computing Machinery.
Communications of the ACM,41(3),32–34.doi:10.1145/272287.272294

Rapoport,A.,&Chammah,A.M.(1965).Prisoner’s Dilemma: A Study in Conflict and Cooperation.AnnArbor,MI:
Univ.ofMichiganPress.

Ravesteyn,P.(2009).Acontextdependentimplementationmethodforbusinessprocessmanagementsystems.Com-
munications of the IIMA,9(1),31–45.

Raza,M.,Hussain,O.K.,Hussain,F.K.,&Chang,E.(2011).Maturity,distanceanddensity(MD2)metricsforoptimizing
trustpredictionforbusinessintelligence.Journal of Global Optimization,51(2),285–300.doi:10.1007/s10898-010-9598-5

Redman,T.C.(2004).Barrierstosuccessfuldataqualitymanagement.Studies in Communication Sciences,4(2),53–68.

Reich,B.H.,&Nelson,K.M.(2003).Intheirownwords:CIOvisionsaboutthefutureofin-houseITorganizations.
ACM SIGMIS Database,34(4),28–44.doi:10.1145/957758.957763

Reid,A.,&Catterall,M.(2005).InvisibledataqualityissuesinaCRMimplementation.Journal of Database Marketing 
& Customer Strategy Management,12(4),305–314.doi:10.1057/palgrave.dbm.3240267

Reinschmidt,J.,&Françoise,A.(2000).Business intelligence certification guide.SanJose,CA:IBM,International
TechnicalSupportOrganization.

Remenyi,D.,Williams,B.,Money,A.,&Swartz,E.(1998).Doing Research in Business and Management.SageLondon.

Rexhausen,D.,Pibernik,R.,&Kaiser,G.(2012).Customer-facingsupplychainpractices—Theimpactofdemandand
distributionmanagementonsupplychainsuccess.Journal of Operations Management,30(4),269–281.doi:10.1016/j.
jom.2012.02.001

Reynolds,N.,&Diamantopoulos,A.(1998).TheEffectofPretestMethodonErrorDetectionRates:Experimental
Evidence.European Journal of Marketing,32(5/6),480–498.doi:10.1108/03090569810216091

Rezaei,A.R.,Çelik,T.,&Baalousha,Y.(2011).Performancemeasurementinaqualitymanagementsystem.Scientia 
Iranica,18(3),742–752.doi:10.1016/j.scient.2011.05.021

Richard,P.J.,Devinney,T.M.,Yip,G.S.,&Johnson,G.(2009).Measuringorganizationalperformance:Towards
methodologicalbestpractice.Journal of Management,35(3),718–804.doi:10.1177/0149206308330560

Richardson,P.,&Denton,K.(1996).Communicatingchange.Human Resource Management,35(2),203–216.doi:10.1002/
(SICI)1099-050X(199622)35:2<203::AID-HRM4>3.0.CO;2-1

376

http://dx.doi.org/10.5296/ijhrs.v5i3.7969
http://dx.doi.org/10.1111/j.1475-3995.2010.00767.x
http://dx.doi.org/10.1016/j.dss.2011.10.009
http://dx.doi.org/10.1145/272287.272294
http://dx.doi.org/10.1007/s10898-010-9598-5
http://dx.doi.org/10.1145/957758.957763
http://dx.doi.org/10.1057/palgrave.dbm.3240267
http://dx.doi.org/10.1016/j.jom.2012.02.001
http://dx.doi.org/10.1016/j.jom.2012.02.001
http://dx.doi.org/10.1108/03090569810216091
http://dx.doi.org/10.1016/j.scient.2011.05.021
http://dx.doi.org/10.1177/0149206308330560
http://dx.doi.org/10.1002/(SICI)1099-050X(199622)35:2<203::AID-HRM4>3.0.CO;2-1
http://dx.doi.org/10.1002/(SICI)1099-050X(199622)35:2<203::AID-HRM4>3.0.CO;2-1


Compilation of References

Rigby,D.,&Ledingham,D.(2004).CRMdoneright.Harvard Business Review,82(11),119–129.PMID:15559450

Ringle,C.M.,Sarstedt,M.,&Straub,D.(2012).ACriticalLookattheUseofPls-SeminMisQuarterly.Management 
Information Systems Quarterly,36.

Roglinger,M.,Poppelbuß,J.,&Becker,J.(2012).Maturitymodelsinbusinessprocessmanagement.Business Process 
Management Journal,18(2),328–346.doi:10.1108/14637151211225225

Rohloff,M.(2011).Advancesinbusinessprocessmanagementimplementationbasedonamaturityassessmentandbest
practiceexchange.Information Systemsande-Business Management, 9(3),383–403.doi:10.1007/s10257-010-0137-1

Romer, P. (1986). Increasing returns and long-run growth. Journal of Political Economy, 94(5), 1002–1037.
doi:10.1086/261420

Romer,P.(1990).Endogenoustechnologicalchange.Journal of Political Economy,98(2),71–102.doi:10.1086/261725

Roscoe,J.(1975).Fundamental Research Statistics for the Behavioral Sciences.CBLS.

Rosemann,M.,&deBruin,T.(2005).Towards a business process management maturity model.Paperpresentedatthe
EuropeanConferenceonInformationSystems(ECIS2005),Regensburg,Germany.

Rosenthal,R.,&Rosnow,R.(1991).Essentials of behavioral research: Methods and data analysis.Boston,MA:Mc
GrawHill.

RossiMori,A.(2010).Lagestioneelettronicadelladocumentazioneclinica.InF.DiResta&B.FerrarisDiCelle(Eds.),
Il Fascicolo Sanitario Elettronico.Roma:Edisef.

Ross,J.W.,Beath,C.M.,&Goodhue,D.L.(1996).Developlong-termcompetitivenessthroughITassets.MIT Sloan 
Management Review,38(1),31–44.

Rowe,G.,&Wright,G.(1999).TheDelphitechniqueasaforecastingtool:Issuesandanalysis.International Journal 
of Forecasting,15(4),353–375.doi:10.1016/S0169-2070(99)00018-7

Rubin,E.,&Rubin,A.(2013).Theimpactofbusinessintelligencesystemsonstockreturnvolatility.Information & 
Management,50(2-3),67–75.doi:10.1016/j.im.2013.01.002

Rusetski,A.(2012).Brandequity:Cantherebetoomuchofagoodthing?International Business & Economics Research 
Journal,11(3),357–368.

Russ,T.L.(2007).CommunicationStrategiesforImplementingOrganizationalChange.Proceedings of the 2007As-
sociation for Business Communication Annual Convention.

Rust,R.T.,Ambler,T.,Carpanter,G.S.,Kumar,V.,&Srivastava,R.(2004).Measuringmarketingproductivity:Current
knowledgeandfuturedirections.Journal of Marketing,68(4),76–89.doi:10.1509/jmkg.68.4.76.42721

Saaty,T.L.(1982).Decision Making for Leaders.Belmont,CA:LifetimeLearningPublications.

Saaty,T.L.(1982).Decision making for leaders: The analytical hierarchy process for decisions in a complex world.
Belmont,CA:LifetimeLearningPublications.

Saaty,T.L.(1994).The analytic hierarchy process.NewYork:MacGray-Hill.

Sabet,P.G.P.,Ansari,R.,Fard,A.B.,Aadal,H.,&Raad,K.G.(2014).Necessarycompetenciesofconstructionmanagers
inIranasadevelopingcountry.Research Journal of Applied Sciences,Engineering and Technology,7(10),2161–2171.

377

http://www.ncbi.nlm.nih.gov/pubmed/15559450
http://dx.doi.org/10.1108/14637151211225225
http://dx.doi.org/10.1086/261420
http://dx.doi.org/10.1086/261725
http://dx.doi.org/10.1016/S0169-2070(99)00018-7
http://dx.doi.org/10.1016/j.im.2013.01.002
http://dx.doi.org/10.1509/jmkg.68.4.76.42721


Compilation of References

Sabherwal,R.,&Becerra-Fernandez,I.(2010).Business intelligence: Practices, technologies, and management.Hobo-
ken,NJ:JohnWiley&Sons.

Sahay,B.S.,&Ranjan,J.(2008).Realtimebusinessintelligenceinsupplychainanalytics.Information Management 
& Computer Security,16(1),28–48.doi:10.1108/09685220810862733

Sampson,S.E.,&Spring,M.(2012).CustomerRoles inServiceSupplyChainsandOpportunities for Innovation.
Journal of Supply Chain Management,48(4),30–50.doi:10.1111/j.1745-493X.2012.03282.x

Sanayei,A.,FaridMousavi,S.,&Yazdankhah,A.(2010).Groupdecisionmakingprocessforsupplierselectionwith
VIKORunderfuzzyenvironment.Expert Systems with Applications,37(1),24–30.doi:10.1016/j.eswa.2009.04.063

Sande,T.(2009).Takingchargeofchangewithconfidence.Strategic Communication Management,13(1),28–31.

Santos,J.R.A.(1999).Cronbach’salpha:Atoolforassessingthereliabilityofscales.Journal of Extension,37(2),1–5.

Sarkar,B.K.,Sana,S.S.,&Chaudhuri,K.(2010).Accuracy-basedlearningclassificationsystem.International Journal 
of Information and Decision Sciences,2(1),68–86.doi:10.1504/IJIDS.2010.029904

Sarkis,J.(2006).Theadoptionofenvironmentalandriskmanagementpractices:Relationshipstoenvironmentalper-
formance.Annals of Operations Research,145(1),367–381.doi:10.1007/s10479-006-0040-9

Saunders,M.,Lewis,P.,&Thornhill,A.(2014).Research methods for business students(5thed.).NewDelhi:Dorling
Kindersley.

Scheer,A.W. (1992).Architecture of integrated information systems: Foundations of enterprise modelling.Berlin,
Germany:Springer–Verlag.doi:10.1007/978-3-642-97389-5

Scheer,A.W. (1999).ARIS – business process frameworks.Berlin,Germany:Springer–Verlag.doi:10.1007/978-3-
642-58529-6

Schmidt,R.C.(1997).ManagingDelphisurveysusingnonparametricstatisticaltechniques.Decision Sciences,28(3),
763–774.doi:10.1111/j.1540-5915.1997.tb01330.x

Schulte,S.,Janiesch,C.,Venugopa,S.,Weber,I.,&Hoenisch,P.(2015).Elasticbusinessprocessmanagement:State
oftheartandopenchallengesforBPMinthecloud.Future Generation Computer Systems,46,36–50.doi:10.1016/j.
future.2014.09.005

Schumacker,R.,&Lomax,R.(2004).A Beginner’s Guide to Structural Equation Modeling.LawrenceErlbaum.

Schumpeter,J.(1934).TheoryofEconomicDevelopment.HarvardUniversityPress.

Scopus.(2016),Retrievedfrom:www.scopus.com

Scott,J.E.(2007).Mobility,businessprocessmanagement,softwaresourcing,andmaturitymodeltrends:Propositions
fortheISorganizationofthefuture.Information Systems Management,24(2),139–145.doi:10.1080/10580530701221031

Searcy,C.,McCartney,D.,&Karapetrovic,S.(2007).Sustainabledevelopmentindicatorsforthetransmissionsystemof
anelectricutility.Corporate Social Responsibility and Environmental Management,14(3),135–151.doi:10.1002/csr.124

Sedej,T.&Mumel,D.(2015).Theoptimalselectionofinternalcommunicationtoolsduringchangeinorganisations.
International Journal of Globalisation and Small Business,7(1),6-25.

Sedej,T.,&Mumel,D.(2013).HowC-levelviewsselectionofinternalcommunicationtoolsintimesofchange.Aka-
demija MM.Slovenian Scientific Journal of Marketing,21,23–36.

378

http://dx.doi.org/10.1108/09685220810862733
http://dx.doi.org/10.1111/j.1745-493X.2012.03282.x
http://dx.doi.org/10.1016/j.eswa.2009.04.063
http://dx.doi.org/10.1504/IJIDS.2010.029904
http://dx.doi.org/10.1007/s10479-006-0040-9
http://dx.doi.org/10.1007/978-3-642-97389-5
http://dx.doi.org/10.1007/978-3-642-58529-6
http://dx.doi.org/10.1007/978-3-642-58529-6
http://dx.doi.org/10.1111/j.1540-5915.1997.tb01330.x
http://dx.doi.org/10.1016/j.future.2014.09.005
http://dx.doi.org/10.1016/j.future.2014.09.005
http://www.scopus.com
http://dx.doi.org/10.1080/10580530701221031
http://dx.doi.org/10.1002/csr.124


Compilation of References

Sekaran,U.(2010).ResearchMethodsforBusiness:ASkillBuildingApproach(5thed.).NewYork:Wiley.

Sepehrirad,R.,Azar,A.,&Sadeghi,A.(2012).Developing a Hybrid Mathematical Model for 360-Degree Performance 
Appraisal: A Case Study.PaperpresentedattheWorldConferenceonBusiness,EconomicsandManagement(BEM-
2012),Antalya,Turkey.doi:10.1016/j.sbspro.2012.09.142

Sethuraman,R.,Tellis,G.J.,&Briesch,R.(2011).Howwelldoesadvertisingwork?Generalizationsfromameta-
analysisofbrandadvertisingelasticity.JMR, Journal of Marketing Research,48(3),457–471.doi:10.1509/jmkr.48.3.457

Shah,R.,&Goldstein,S.M.(2006).UseofStructuralEquationModelinginOperationsManagementResearch:Looking
BackandForward.Journal of Operations Management,24(2),148–169.doi:10.1016/j.jom.2005.05.001

Shammout,A. (2007).Evaluating an Extended Relationship Marketing Model for Arab Guests of Five-Star Hotels.
(Thesis).VictoriaUniversity,Australia.Retrievedfrom:http://vuir.vu.edu.au/1511/1/Shammout.pdf

Shankar,V.(2008).Strategic allocation of marketing resources: Methods and managerial insights.MarketingScience
InstituteSpecialReport,08-207.

Shaw,D.R.,Holland,C.P.,Kawalek,P.,Snowdon,B.,&Warboys,B.(2007).Elementsofabusinessprocessmanagement
system:Theoryandpractice.Business Process Management Journal,13(1),91–107.doi:10.1108/14637150710721140

Shekarian,E.(2015).AnovelapplicationoftheVIKORmethodforinvestigatingtheeffectofeducationonhousing
choice.International Journal of Operational Research,24(2),161–183.doi:10.1504/IJOR.2015.071493

Shekarian,E.,&Fallahpour,A.(2013).Predictinghousepriceviageneexpressionprogramming.International Journal 
of Housing Markets and Analysis,6(3),250–268.doi:10.1108/IJHMA-08-2012-0039

Shekarian,E.,&Gholizadeh,A.A.(2013).Applicationofadaptivenetworkbasedfuzzyinferencesystemmethodin
economicwelfare.Knowledge-Based Systems,39,151–158.doi:10.1016/j.knosys.2012.10.013

Shekarian,E.,Olugu,E.U.,Abdul-Rashid,S.H.,&Kazemi,N.(2016).Aneconomicorderquantitymodelconsider-
ingdifferentholdingcostsforimperfectqualityitemssubjecttofuzzinessandlearning.Journal of Intelligent & Fuzzy 
Systems,30(5),2985–2997.doi:10.3233/IFS-151907

Shieh,J.-I.,Wu,H.-H.,&Huang,K.-K.(2010).ADEMATELmethodinidentifyingkeysuccessfactorsofhospital
servicequality.Knowledge-Based Systems,23(3),277–282.doi:10.1016/j.knosys.2010.01.013

Shim,J.P.,Varshney,U.,&Dekleva,S.(2006).Wirelessevolution2006:CellularTV,wearablecomputing,andRFID.
Communications of the Association for Information Systems,18(1),497–518.

Shipley,M.F.,&Johnson,M.(2009).Afuzzyapproachforselectingprojectmembershiptoachieve.European Journal 
of Operational Research,(192),918-928.

Siegel,E.(2014).Predictive Analysis: The power to predict who will click, buy, lie, or die.Indianapolis,IN:JohnWiley
&Sons,Inc.

Sierra-Amor,R. I. (2009).Mexicanexperienceon laboratoryaccreditationaccording to ISO15189:2003.Clinical 
Biochemistry,42(4),318.doi:10.1016/j.clinbiochem.2008.09.095PMID:19863944

Simon,H.A. (1955).Abehavioralmodelof rational choice.The Quarterly Journal of Economics,69(1), 99–118.
doi:10.2307/1884852

Simon,H.A.(1979).Informationprocessingmodelsofcognition.Annual Review of Psychology,30(February),363–396.
doi:10.1146/annurev.ps.30.020179.002051PMID:18331186

379

http://dx.doi.org/10.1016/j.sbspro.2012.09.142
http://dx.doi.org/10.1509/jmkr.48.3.457
http://dx.doi.org/10.1016/j.jom.2005.05.001
http://vuir.vu.edu.au/1511/1/Shammout.pdf
http://dx.doi.org/10.1108/14637150710721140
http://dx.doi.org/10.1504/IJOR.2015.071493
http://dx.doi.org/10.1108/IJHMA-08-2012-0039
http://dx.doi.org/10.1016/j.knosys.2012.10.013
http://dx.doi.org/10.3233/IFS-151907
http://dx.doi.org/10.1016/j.knosys.2010.01.013
http://dx.doi.org/10.1016/j.clinbiochem.2008.09.095
http://www.ncbi.nlm.nih.gov/pubmed/19863944
http://dx.doi.org/10.2307/1884852
http://dx.doi.org/10.1146/annurev.ps.30.020179.002051
http://www.ncbi.nlm.nih.gov/pubmed/18331186


Compilation of References

Simonton,D.K.(2014).Creativeexpertise:Alifespandevelopmentalperspective.InK.A.Ericsson(Ed.),The road 
to excellence: The acquisition of expert performance in the arts and sciences, sports and games.EastSussex,UK:
PsychologyPress.

Singh,A.,&Teng,J.T.C.(2016).EnhancingsupplychainoutcomesthroughInformationTechnologyandTrust.Com-
puters in Human Behavior,54,290–300.doi:10.1016/j.chb.2015.07.051

Skulmoski,J.G.,Hartman,T.F.,&Krahn,J.(2007).TheDelphimethodforgraduateresearch.Journal of Information 
Technology Education,6,1–21.

Smith,A.A.,&Smith,A.D.(2012).CRMandidentitytheftissuesassociatedwithe-ticketingofsportsandentertain-
ment.Electronic Government: An International Journal,9(1),1–26.doi:10.1504/EG.2012.044776

Smith,A.D.(2010).Balancinginternalsupplychainlogistics:Acomparativeanalysisofmanufacturingandservice
firmoperations.International Journal of Logistics Systems and Supply Management,3(2),145–166.

Smith,A.D.(2010).Customerrelationships,informationtechnology,andconcernsforviolenceinvideogamingmateri-
als.International Journal of Management in Education,4(1-2),233–250.doi:10.1504/IJMIE.2010.033460

Smith,A.D.(2011).Strategic leveraging totalqualityandCRMinitiatives:Casestudyofservice-orientatedfirms.
Services Marketing Quarterly,32(1),1–16.doi:10.1080/15332969.2011.533088

Smith,A.D.,&Clinton,S.R.(2015).E-commerceanditsimpactonexpectationsofcustomerserviceandqualitycontrol.
InW.D.Nelson(Ed.),Advances in Business and Management(Vol.7).Hauppauge,NY:NOVASciencePublishers,Inc.

Smith,A.D.,&Motley,D.(2010).Operationalandcustomerrelationshipmanagementconsiderationsofelectronicprescrib-
ingamongpharmacists.International Journal of Electronic Healthcare,5(3),245–272.doi:10.1504/IJEH.2010.034175
PMID:20643640

Smith,A.D.,&Rupp,W.T.(2015).Supplychainintegrationandinnovationinaglobalenvironment:Casestudiesof
bestbusinesspractices.International Journal of Logistics Systems and Chain Management,22(8),313–330.doi:10.1504/
IJLSM.2015.072284

Smith,H.,&Fingar,P.(2007).Business process management: The third wave.Tampa,FL:Meghan-KifferPress.

Smith,J.P.,Miller,K.,Christofferson,J.,&Hutchings,M.(2011).Bestpracticesfordealingwithpricevolatilityin
Utah’sresidentialconstructionmarket.International Journal of Construction Education and Research,7(3),210–225.
doi:10.1080/15578771.2011.552935

Solomon,P.,&Draine,J.(2009).AnOverviewofQuantitativeResearchMethods.InTheHandbookofSocialWork
ResearchMethods.AcademicPress.

Solow,R.(1956).AContributionto theTheoryofEconomicGrowth.The Quarterly Journal of Economics,70(1),
65–94.doi:10.2307/1884513

Sorooshian,S.,Teck,T.S.,Salimi,M.,&How,L.C.(2012).DevelopsinLatentVariableMethodsofAnalysis.Inter-
national Journal of Soft Computing, 7(2).

Sorooshian,S.,&Afshari,A.(2012).StructuralEquationModeling:SoftwareComparativeReview.InProceedings of 
the 2012 International Conference on Industrial Engineering and Operations Management.

Sprinthall,R.C.(2011).Basic statistical analysis(9thed.).Boston,MA:Allyn&Bacon.

Srinivasan,R.,Lilien,G.L.,&Sridhar,S.(2011).Shouldfirmsspendmoreonresearchanddevelopmentandadvertis-
ingduringrecessions?Journal of Marketing,75(3),49–65.doi:10.1509/jmkg.75.3.49

380

http://dx.doi.org/10.1016/j.chb.2015.07.051
http://dx.doi.org/10.1504/EG.2012.044776
http://dx.doi.org/10.1504/IJMIE.2010.033460
http://dx.doi.org/10.1080/15332969.2011.533088
http://dx.doi.org/10.1504/IJEH.2010.034175
http://www.ncbi.nlm.nih.gov/pubmed/20643640
http://dx.doi.org/10.1504/IJLSM.2015.072284
http://dx.doi.org/10.1504/IJLSM.2015.072284
http://dx.doi.org/10.1080/15578771.2011.552935
http://dx.doi.org/10.2307/1884513
http://dx.doi.org/10.1509/jmkg.75.3.49


Compilation of References

Stake,R.E.(1995).The art of case study research.ThousandOaks,CA:SagePublications.

StarL.,&MoghadasS.M.(2010).The Role of Mathematical Modelling in Public Health Planning and Decision Mak-
ing.PurplePaper.NationalCollaborativeCenterforInfectiousDiseases.Issuen.22.

Steenkamp,J.B.E.M.,Nijs,V.R.,Hanssens,D.M.,&Dekimpe,M.G.(2005).Competitivereactionstoadvertising
andpromotionattacks.Marketing Science,24(1),35–54.doi:10.1287/mksc.1040.0069

Stevenson,M.,&Spring,M.(2007).Flexibilityfromasupplychainperspective:Definitionandreview.International 
Journal of Operations & Production Management,27(7),685–713.doi:10.1108/01443570710756956

Stohr,E.A.,&Zhao,J.L.(2001).Workflowautomation:Overviewandresearchissues.Information Systems Frontiers,
3(3),281–296.doi:10.1023/A:1011457324641

Strnad,D.,&Guid,N.(2010).Afuzzy-geneticdecisionsupportsystemforprojectteamformation.Applied Soft Com-
puting,10(10),1178–1187.doi:10.1016/j.asoc.2009.08.032

Strnadl,C.F.(2006).Aligningbusinessandit:Theprocess-drivenarchitecturemodel.Information Systems Management,
23(4),67–77.doi:10.1201/1078.10580530/46352.23.4.20060901/95115.9

Su,J.-P.,Hung,M.-L.,Chao,C.-W.,&Ma,H.-.(2010).Applyingmulti-criteriadecision-makingtoimprovethewastereduc-
tionpolicyinTaiwan.Waste Management & Research,28(1),20–28.doi:10.1177/0734242X09103839PMID:19710114

Sukumaran,A.,&Sureka,A.(2006).Integratingstructuredandunstructuredusingtexttaggingandannotation.Busi-
ness Intelligence Journal,11(2),8–17.

Swafford,P.M.,Ghosh,S.,&Murthy,N.(2008).AchievingsupplychainagilitythroughITintegrationandflexibility.
International Journal of Production Economics,116(2),288–297.doi:10.1016/j.ijpe.2008.09.002

Świerczek,A.(2014).Theimpactofsupplychainintegrationonthe“snowballeffect”inthetransmissionofdisruptions:
Anempiricalevaluationof themodel.International Journal of Production Economics,157,89–104.doi:10.1016/j.
ijpe.2013.08.010

Swink,M.(1999).Threatstonewproductmanufacturabilityandtheeffectsofdevelopmentteamintegrationprocesses.
Journal of Operations Management,17(6),691–709.doi:10.1016/S0272-6963(99)00027-3

Swink,M.(2000).Technologicalinnovativenessasamoderatorofnewproductdesignintegrationandtopmanagement
support.Journal of Product Innovation Management,17(3),208–220.doi:10.1016/S0737-6782(00)00040-0

Tabachnick,B.G.,&Fidell,L.S.(2012).Using multivariate statistics(6thed.).PearsonEducation.

Taguchi,G.,&Clausing,D.(1990).Robustquality.Harvard Business Review,68(1),65–75.

Tamburis,O.,Ricci,F.L.,&Pecoraro,F.(2014).AMathematicalModeltoPlantheAdoptionofEHRSystems.InJ.
Wang(Ed.),EBAO–EncyclopediaofBusinessAnalyticsandOptimization,(pp.14-29).IGI-Global.doi:10.4018/978-
1-4666-5202-6.ch002

Tamburis,O.,Mangia,M.,Contenti,M.,Mercurio,G.,&RossiMori,A.(2012).TheLITISConceptualFramework:
MeasuringeHealthReadinessandAdoptionDynamicsacrosstheHealthcareOrganizations.[Springer].Health Technol-
ogy,2(2),97–112.doi:10.1007/s12553-012-0024-5

Tastle,W.J.,&Wierman,M.J.(2007).Consensusanddissention:Ameasureofordinaldispersion.International Journal 
of Approximate Reasoning,45(3),531–545.doi:10.1016/j.ijar.2006.06.024

Taylor,F.W.(1911).The principles of scientific management.NewYork,NY:HarperBusiness.

381

http://dx.doi.org/10.1287/mksc.1040.0069
http://dx.doi.org/10.1108/01443570710756956
http://dx.doi.org/10.1023/A:1011457324641
http://dx.doi.org/10.1016/j.asoc.2009.08.032
http://dx.doi.org/10.1201/1078.10580530/46352.23.4.20060901/95115.9
http://dx.doi.org/10.1177/0734242X09103839
http://www.ncbi.nlm.nih.gov/pubmed/19710114
http://dx.doi.org/10.1016/j.ijpe.2008.09.002
http://dx.doi.org/10.1016/j.ijpe.2013.08.010
http://dx.doi.org/10.1016/j.ijpe.2013.08.010
http://dx.doi.org/10.1016/S0272-6963(99)00027-3
http://dx.doi.org/10.1016/S0737-6782(00)00040-0
http://dx.doi.org/10.4018/978-1-4666-5202-6.ch002
http://dx.doi.org/10.4018/978-1-4666-5202-6.ch002
http://dx.doi.org/10.1007/s12553-012-0024-5
http://dx.doi.org/10.1016/j.ijar.2006.06.024


Compilation of References

Tellis,G.J.(2007).Advertisingeffectivenessincontemporarymarkets.InG.J.Tellis&T.Ambler(Eds.),The SAGE 
Handbook of Advertising.ThousandOaks,CA:SagePublications.doi:10.4135/9781848607897.n17

Tellis,G.J.,&Fornell,C.(1988).Therelationshipbetweenadvertisingandproductqualityovertheproductlifecycle:
Acontingencyapproach.JMR, Journal of Marketing Research,25(February),64–71.doi:10.2307/3172925

TheOhioLottery.(2015).Ohio Lottery.RetrievedFebruary9,2016fromhttps://www.ohiolottery.com/About/Financial/
VLT-Revenue

Theaker,A.(2004).Priročnik za odnose z javnostmi.Ljubljana:GVZaložba.

Themistocleous,M.,Irani,Z.,&Love,P.E.D.(2004).Evaluatingtheintegrationofsupplychaininformationsystems:
Acasestudy.European Journal of Operational Research,159(2),393–405.doi:10.1016/j.ejor.2003.08.023

Theodorou, D. G., & Anastasakis, P. C. (2009). Management review checklist for ISO/IEC 17025 and ISO 15189
quality-managementsystems.Accreditation and Quality Assurance,14(2),107–110.doi:10.1007/s00769-008-0466-7

Thisse,J.F.,&Vives,X.(1988).Onthestrategicchoiceofspatialpricepolicy.The American Economic Review,78(1),
122–137.

Thomé,A.M.T.,Scavarda,L.F.,Pires,S.R.I.,Ceryno,P.,&Klingebiel,K.(2014).Amulti-tierstudyonsupplychain
flexibilityintheautomotiveindustry.International Journal of Production Economics,158(0),91–105.doi:10.1016/j.
ijpe.2014.07.024

Thorelli,H.B.,&Burnett,S.C.(1981).Thenatureofproductlifecyclesforindustrialgoodsbusinesses.Journal of 
Marketing,45(4),97–108.doi:10.2307/1251477

Tinbergen,J.(1942).OntheTheoryofTrendMovements.InJanTinbergen,SelectedPapers.Amsterdam:North-Holland.

Tolentino,A.(2004).New Concepts of Productivity and its Improvement.PaperpresentedattheEuropeanProductivity
NetworkSeminar,Budapest,Hungary.

Toma,M.,Mihoreanu,L.,&Ionescu,A.(2014).Innovationcapabilityandcustomerrelationshipmanagement:Areview.
Economics, Management, and Financial Market,9(4),323–331.

Tonidandel,S.,&LeBreton,J.M.(2011).Relativeimportanceanalysis:Ausefulsupplementtoregressionanalyses.
Journal of Business and Psychology,26(1),1–9.doi:10.1007/s10869-010-9204-3

Tran,D.,Lester,H.,&Sobin,N.2014.TowardStatisticsonConstructionEngineeringandManagementResearch.Proceed-
ings of the Construction Research Congress 2014: Construction in a Global Network.doi:10.1061/9780784413517.117

Trimbath,S.(2010).The Economic Importance of Transportation Infrastructure.STPAdvisorsWorkingPaperSTP2010_01.

Trimbath,S.(2013).Calculating the Real Economic Payoff of Infrastructure.STPAdvisoryServicesWorkingPaper
STP2013_02.

Trkman,P.(2010).Thecriticalsuccessfactorsofbusinessprocessmanagement.International Journal of Information 
Management,30(2),125–134.doi:10.1016/j.ijinfomgt.2009.07.003

Trochim,W.(2005).Research Methods: The Concise Knowledge Base.Cincinnati,OH:AtomicDogPublishers.

Tsai,H.D.,Huang,H.C.,Jaw,Y.L.,&Chen,W.K.(2006).Whyon-linecustomersremainwithaparticulare-retailer:
Anintegrativemodelandempiricalevidence.Psychology and Marketing,23(5),447–464.doi:10.1002/mar.20121

Tsai,M.-C.,&Lin,C.-T.(2012).Selectinganoptimalregionbyfuzzygroupdecisionmaking:Empiricalevidencefrom
medicalinvestors.Group Decision and Negotiation,21(3),399–416.doi:10.1007/s10726-010-9214-6

382

http://dx.doi.org/10.4135/9781848607897.n17
http://dx.doi.org/10.2307/3172925
https://www.ohiolottery.com/About/Financial/VLT-Revenue
https://www.ohiolottery.com/About/Financial/VLT-Revenue
http://dx.doi.org/10.1016/j.ejor.2003.08.023
http://dx.doi.org/10.1007/s00769-008-0466-7
http://dx.doi.org/10.1016/j.ijpe.2014.07.024
http://dx.doi.org/10.1016/j.ijpe.2014.07.024
http://dx.doi.org/10.2307/1251477
http://dx.doi.org/10.1007/s10869-010-9204-3
http://dx.doi.org/10.1061/9780784413517.117
http://dx.doi.org/10.1016/j.ijinfomgt.2009.07.003
http://dx.doi.org/10.1002/mar.20121
http://dx.doi.org/10.1007/s10726-010-9214-6


Compilation of References

Tsai,W.-H.,Chou,W.-C.,&Lai,C.-W.(2010).Aneffectiveevaluationmodelandimprovementanalysisfornational
parkwebsites:AcasestudyofTaiwan.Tourism Management,31(6),936–952.doi:10.1016/j.tourman.2010.01.016

TSE,TavolodisanitàElettronica.(2006).La strategia architetturale per l’eHealth.Author.

TSE,TavolodisanitàElettronica.(2010).Specifiche tecniche per la creazione del “Documento di Referto” secondo lo 
standard HL7-CDA.Author.

Tversky,A.,&Kahneman,D.(1974).Judgmentunderuncertainty:Heuristicsandbiases.Science,185(4157),1124–1131.
doi:10.1126/science.185.4157.1124PMID:17835457

Tzeng,G.H.,&Huang,J.-J.(2011).Multiple attribute decision making: Methods and applications.CRCPress.

U.S.ChamberofCommerce.(2010).TransportationPerformanceIndex:CompleteTechnicalReport.Washington,DC:
McNeil,S.,Li,Q.,Oswald,M.,Foulke,T.K.,Calhoun,J.andTrimbath,S.

U.S.ChamberofCommerce.(2011).Transportation Performance Index:2011Supplement.McNeil,S.,Li,Q.,Oswald,
M.,Foulke,T.K.,Calhoun,J.andTrimbath,S.

Umble,E.J.,Haft,R.R.,&Umble,M.M.(2003).Enterpriseresourceplanning:Implementationproceduresandcritical
successfactors.European Journal of Operational Research,146(2),241–257.doi:10.1016/S0377-2217(02)00547-7

Umble,E.J.,&Umble,M.M.(2002).AvoidingERPimplementationfailure.Industrial Management (Des Plaines),
44(1),25–33.

Unsal,I.,Fraterman,A.,Kayihan,I.,Akyar,I.,&Serteser,M.(2009).ISO15189accreditationinmedicallaboratories:
AninstitutionalexperiencefromTurkey.Clinical Biochemistry,42(4),304–305.doi:10.1016/j.clinbiochem.2008.09.022
PMID:19863932

Urbanskienė,R.,Žostautienė,D.,&Chreptavičienė,V. (2008).Theeconomicconditionsofenterprise functioning:
Themodelofcreationofcustomerrelationshipmanagement(CRM)system.Engineering Economics,3(58).Retrieved
February10,2016fromhttp://faculty.mu.edu.sa/public/uploads/1361952698.7644customer%20relationship54.pdf

Uzoka,F.-M.E.,Obot,O.,Barker,K.,&Osuji,J.(2011).Anexperimentalcomparisonoffuzzylogicandanalytichier-
archyprocessformedicaldecisionsupportsystems.Computer Methods and Programs in Biomedicine,103(1),10–27.
doi:10.1016/j.cmpb.2010.06.003PMID:20633949

Vachon,S.,&Klassen,R.D.(2008).Environmentalmanagementandmanufacturingperformance:Theroleofcollabora-
tioninthesupplychain.International Journal of Production Economics,111(2),299–315.doi:10.1016/j.ijpe.2006.11.030

Vachon,S.,&Mao,Z.(2008).Linkingsupplychainstrengthtosustainabledevelopment:Acountry-levelanalysis.
Journal of Cleaner Production,16(15),1552–1560.doi:10.1016/j.jclepro.2008.04.012

Valdez,A.M.(2009).Somuchtolearn,solittletime:Educationalprioritiesforthefutureofemergencynursing.Ad-
vanced Emergency Nursing Journal,31(4),337–353.doi:10.1097/TME.0b013e3181bcb571

vanderAalst,W.M.P.,Dumas,M.,&terHofstede,A.H.(2003).Web service composition languages: Old wine in new 
bottles?Paperpresentedatthe29thConferenceonEUROMICRO(EUROMICRO2003),Washington,DC.doi:10.1109/
EURMIC.2003.1231605

vanderAalst,W.M.P.(1998).TheapplicationofPetrinetstoworkflowmanagement.Journal of Circuits, Systems, and 
Computers,8(1),21–66.doi:10.1142/S0218126698000043

383

http://dx.doi.org/10.1016/j.tourman.2010.01.016
http://dx.doi.org/10.1126/science.185.4157.1124
http://www.ncbi.nlm.nih.gov/pubmed/17835457
http://dx.doi.org/10.1016/S0377-2217(02)00547-7
http://dx.doi.org/10.1016/j.clinbiochem.2008.09.022
http://www.ncbi.nlm.nih.gov/pubmed/19863932
http://faculty.mu.edu.sa/public/uploads/1361952698.7644customer%20relationship54.pdf
http://dx.doi.org/10.1016/j.cmpb.2010.06.003
http://www.ncbi.nlm.nih.gov/pubmed/20633949
http://dx.doi.org/10.1016/j.ijpe.2006.11.030
http://dx.doi.org/10.1016/j.jclepro.2008.04.012
http://dx.doi.org/10.1097/TME.0b013e3181bcb571
http://dx.doi.org/10.1109/EURMIC.2003.1231605
http://dx.doi.org/10.1109/EURMIC.2003.1231605
http://dx.doi.org/10.1142/S0218126698000043


Compilation of References

Vatalis,K.I.,Manoliadis,O.G.,&Charalampides,G.(2011).Assessmentoftheeconomicbenefitsfromsustainable
constructioninGreece.International Journal of Sustainable Development and World Ecology,18(5),377–383.doi:10
.1080/13504509.2011.561003

Vetschera,R.(1986).SensitivityAnalysisfortheELECTREMulticriteriaMethod.Z. Oper. Res.,(30),99-117.

Vick,S.G.(2002).Degrees of belief – subjective probability and engineering judgement.Danvers:ASCEPress.

Vidal,L.A.,Sahin,E.,Matelli,N.,Berhoune,M.,&Bonan,B.(2010).ApplyingAHPtoselectdrugstobeproduced
byanticipationinachemotherapycompoundingunit.Journal of Expert Systems with Applications,(37),1528-1534.

Vidgen,R.,&Wang,X.(2006).Frombusinessprocessmanagementtobusinessprocessecosystem.Journal of Informa-
tion Technology,21(4),262–271.doi:10.1057/palgrave.jit.2000076

Vignali,C.,Gomez,E.,Vignali,M.,&Vranesevic,T.(2001).TheInfluenceofConsumerBehaviourwithintheSpanish
FoodRetailIndustry.British Food Journal,103(7),460–478.doi:10.1108/00070700110401595

Violato,C.,&Hecker,K.G.(2007).HowtoUseStructuralEquationModelinginMedicalEducationResearch:A
BriefGuide.Teaching and Learning in Medicine,19(4),362–371.doi:10.1080/10401330701542685PMID:17935466

Viscusi,W.K.(1997).Alarmistdecisionswithdivergentriskinformation.The Economic Journal,107(445),1657–1670.
doi:10.1111/j.1468-0297.1997.tb00073.x

Vlachos,I.P.(2014).AhierarchicalmodeloftheimpactofRFIDpracticesonretailsupplychainperformance.Expert 
Systems with Applications,41(1),5–15.doi:10.1016/j.eswa.2013.07.006

Vogt,S.C.(1994).Thecashflow/investmentrelationship:EvidencefromU.S.manufacturingfirms.Financial Manage-
ment,23(2),3–20.doi:10.2307/3665735

Volz,K.G.,&Gigerenzer,G.(2012).Cognitiveprocessesindecisionsunderriskarenotsameasindecisionsunder
uncertainty.Frontiers in Neuroscience,6(July),1–6.PMID:22807893

vonBrocke, J.,&Sinnl,T. (2011).Culture inbusinessprocessmanagement:A literature review.Business Process 
Management Journal,17(2),357–377.doi:10.1108/14637151111122383

vonderGracht,H.(2012).ConsensusmeasurementinDelphistudies:Re-opinionandimplicationsforfuturequality
assurance.Technological Forecasting and Social Change,79(8),1525–1536.doi:10.1016/j.techfore.2012.04.013

VonderHeidt,T.(2008).Developing and Testing a Model of Cooperative Interorganisational Relationships (Iors) in 
Product Innovation in an Australian Manufacturing Context: A Multi-Stakeholder Perspective.SouthernCrossUniversity,
SchoolofCommerceandManagement.

Wagner,E.H.(2004).Chronicdiseasecare.BMJ (Clinical Research Ed.),328.PMID:14739164

Waldman,D.A.(1994).TheContributionofTotalQualityManagementtoaTheoryofWorkPerformance.Academy 
of Management Review,19,510–536.

Wang,M.,&Wang,H.(2006).Fromprocesslogictobusinesslogic:Acognitiveapproachtobusinessprocessmanage-
ment.Information & Management,43(2),179–193.doi:10.1016/j.im.2005.06.001

Wang,T.-C.,Lee,H.-D.,&Cheng,P.-H.(2009).ApplyingfuzzyTOPSISapproachforevaluatingRFIDsystemsuppliers
inhealthcareindustry.InNew Advances in Intelligent Decision Technologies(pp.519–526).Springer.doi:10.1007/978-
3-642-00909-9_49

384

http://dx.doi.org/10.1080/13504509.2011.561003
http://dx.doi.org/10.1080/13504509.2011.561003
http://dx.doi.org/10.1057/palgrave.jit.2000076
http://dx.doi.org/10.1108/00070700110401595
http://dx.doi.org/10.1080/10401330701542685
http://www.ncbi.nlm.nih.gov/pubmed/17935466
http://dx.doi.org/10.1111/j.1468-0297.1997.tb00073.x
http://dx.doi.org/10.1016/j.eswa.2013.07.006
http://dx.doi.org/10.2307/3665735
http://www.ncbi.nlm.nih.gov/pubmed/22807893
http://dx.doi.org/10.1108/14637151111122383
http://dx.doi.org/10.1016/j.techfore.2012.04.013
http://www.ncbi.nlm.nih.gov/pubmed/14739164
http://dx.doi.org/10.1016/j.im.2005.06.001
http://dx.doi.org/10.1007/978-3-642-00909-9_49
http://dx.doi.org/10.1007/978-3-642-00909-9_49


Compilation of References

Wang,Y.-L.,&Tzeng,G.-H.(2012).BrandmarketingforcreatingbrandvaluebasedonaMCDMmodelcombin-
ingDEMATELwithANPandVIKORmethods.Expert Systems with Applications,39(5),5600–5615.doi:10.1016/j.
eswa.2011.11.057

Warden,C.A.,Wu,W.Y.,&Tsai,D.(2006).Onlineshoppinginterfacecomponents:Relativeimportanceasperipheral
andcentralcues.Cyberpsychology & Behavior,9(3),285–294.doi:10.1089/cpb.2006.9.285PMID:16780396

Watson,H.J.,&Wixom,B.H.(2007).EnterpriseagilityandmatureBIcapabilities.Business Intelligence Journal,
12(3),13–28.

Watson,H.J.,Wixom,B.H.,Hoffer,J.A.,Anderson-Lehman,R.,&Reynolds,A.M.(2006).Real-timebusinessintel-
ligence:BestpracticesatContinentalAirlines.Information Systems Management,23(1),7–18.doi:10.1201/1078.1058
0530/45769.23.1.20061201/91768.2

Wee,H.-M.,Peng,S.-Y.,&Wee,P.K.(2010).Modellingofoutsourcingdecisionsinglobalsupplychains:Anempirical
studyonsuppliermanagementperformancewithdifferentoutsourcingstrategies.International Journal of Production 
Research,48(7),2081–2094.doi:10.1080/00207540802644852

WEF.(2004).Global Competitiveness Report 2003/2004.WorldEconomicForum,Geneva,Switzerland.

Weill,P.(1992).Therelationshipbetweeninvestmentininformationtechnologyandfirmperformance:Astudyofthe
valvemanufacturingsector.Information Systems Research,3(4),307–333.doi:10.1287/isre.3.4.307

Weske,M.(2007).Business process management: Concepts, languages, architectures.Berlin,Germany:Springer–Verlag.

Whitten,D.(2004).UserInformationsatisfactionscalereduction:ApplicationinanIToutsourcingenvironment.Journal 
of Computer Information Systems,45(2),17–26.

WHO.(1978).Alma-Ata 1978: primary health care.Geneva:WorldHealthOrganisation.

Wiengarten,F.,Humphreys,P.,Gimenez,C.,&McIvor,R.(2015).Risk,riskmanagementpractices,andthesuccessof
supplychainintegration.International Journal of Production Economics.doi:10.1016/j.ijpe.2015.03.020

WIPROConsultingServices.(2011).WIPRO Consulting Services.RetrievedFebruary9,2016fromhttps://www.wipro.
com/.../SupplyChainTransformations_Final.pdf

Wisner,J.D.,Chan,K.-C.,&Keong,L.G.(2012).Principles of Supply Chain Management: A Balanced Approach
(3rded.).Mason,OH:Southwestern.

Wlendahl,H.-P.,vonCleminskf,G.,&Begemann,C.(2003).ASystematicApproachforEnsuringtheLogisticProcessReli-
abilityofSupplyChains.CIRP Annals - Manufacturing Technology, 52(1),375-380.doi:10.1016/S0007-8506(07)60605-2

Wojtecki,J.G.&Peters,R.G.(2000).Communicatingorganizationalchange:informationtechnologymeetsthecarbon-
basedemployeeunit.The 2000 Annual,2,1–16.

Wold,S.,Trygg,J.,Berglund,A.,&Antti,H.(2001).SomerecentdevelopmentsinPLSmodeling.Chemometrics and 
Intelligent Laboratory Systems,58(2),131–150.doi:10.1016/S0169-7439(01)00156-3

Wolf,K.H.(1976).ConceptualModelsinGeology.Classifications and Historical Studies,11,11–78.doi:10.1016/
B978-0-444-41401-4.50006-X

Wong,K.K.-K.(2013).PartialLeastSquaresStructuralEquationModeling(Pls-Sem)TechniquesUsingSmartpls.
Marketing Bulletin,24,1–32.

385

http://dx.doi.org/10.1016/j.eswa.2011.11.057
http://dx.doi.org/10.1016/j.eswa.2011.11.057
http://dx.doi.org/10.1089/cpb.2006.9.285
http://www.ncbi.nlm.nih.gov/pubmed/16780396
http://dx.doi.org/10.1201/1078.10580530/45769.23.1.20061201/91768.2
http://dx.doi.org/10.1201/1078.10580530/45769.23.1.20061201/91768.2
http://dx.doi.org/10.1080/00207540802644852
http://dx.doi.org/10.1287/isre.3.4.307
http://dx.doi.org/10.1016/j.ijpe.2015.03.020
https://www.wipro.com/.../SupplyChainTransformations_Final.pdf
https://www.wipro.com/.../SupplyChainTransformations_Final.pdf
http://dx.doi.org/10.1016/S0169-7439(01)00156-3
http://dx.doi.org/10.1016/B978-0-444-41401-4.50006-X
http://dx.doi.org/10.1016/B978-0-444-41401-4.50006-X


Compilation of References

WorldEconomicForum.(2015).Competitiveness Rankings.Retreived19September2015fromhttp://www3.weforum.
org/docs/WEF_GlobalCompetitivenessReport_2014-15.pdf

Wright,S.(1920).TheRelativeImportanceofHeredityandEnvironmentinDeterminingthePiebaldPatternofGuinea-
Pigs.Proceedings of the National Academy of Sciences of the United States of America,6(6),320–332.doi:10.1073/
pnas.6.6.320PMID:16576506

Wright,T.S.A.(2006).Giving“teeth”toanenvironmentalpolicy:ADelphiStudyatDalhousieUniversity.Journal of 
Cleaner Production,14(9),761–768.doi:10.1016/j.jclepro.2005.12.007

Wu,Y.-J.,&Hou,J.-L.(2010).Anemployeeperformanceestimationmodelforthelogisticsindustry.Decision Support 
Systems,48(4),568–581.doi:10.1016/j.dss.2009.11.007

Xu,C.,&Jiang,Y.(2011).AnalysisforsusceptibilityofbreastcancerduetogeneSMC4L1basedonamulti-criteria
evaluationmodel.Journal of Biomedical Engineering, 28(3),582.

Xuan,J.,Jiang,H.,Ren,Z.,&Zou,W.(2012).Developer prioritization in bug repositories.Paperpresentedat the
SoftwareEngineering(ICSE),201234thInternationalConferenceon.

Xu,Z.(2004).Uncertainlinguisticaggregationoperatorsbasedapproachtomultipleattributegroupdecisionmaking
underuncertainlinguisticenvironment.Information Sciences,168(1-4),171–184.doi:10.1016/j.ins.2004.02.003

Yalcin,N.,Bayrakdaroglu,A.,&Kahraman,C.(2012).Applicationoffuzzymulti-criteriadecisionmakingmethods
for financialperformanceevaluationofTurkishmanufacturing industries.Expert Systems with Applications,39(1),
350–364.doi:10.1016/j.eswa.2011.07.024

Yang,S.,Albert,R.,&Carlo,T.A.(2013).Transienceandconstancyofinteractionsinaplant-frugivorenetwork.Eco-
sphere,4(12),art147.doi:10.1890/ES13-00222.1

Yao,A.,&Carlson,J.(1999).Theimpactofreal-timedatacommunicationoninventorymanagement.International 
Journal of Production Economics,59(1),213–219.doi:10.1016/S0925-5273(98)00234-5

Yin,R.K.(2003).Case study research: Design and methods(3rded.).ThousandOaks,CA:SagePublications.

Young,M.,&Post,J.E.(1993).Managingtocommunicate,communicatingtomanage:Howleadingcompaniescom-
municatewithemployees.Organizational Dynamics,22(1),31–43.doi:10.1016/0090-2616(93)90080-K

Yucel,G.,Cebi,S.,Hoege,B.,&Ozok,A.F.(2012).Afuzzyriskassessmentmodelforhospitalinformationsystem
implementation.Expert Systems with Applications,39(1),1211–1218.doi:10.1016/j.eswa.2011.07.129

Yücenur,G.N.,&Demirel,N.Ç.(2012).Groupdecisionmakingprocessforinsurancecompanyselectionproblemwith
extendedVIKORmethodunderfuzzyenvironment.Expert Systems with Applications,39(3),3702–3707.doi:10.1016/j.
eswa.2011.09.065

Yue,Z.(2014b).TOPSIS-basedgroupdecision-makingmethodologyinintuitionisticfuzzysetting.Information Sciences.

Yue,Z.(2013).Anavoidinginformationlossapproachtogroupdecisionmaking.Applied Mathematical Modelling,
37(1–2),112–126.doi:10.1016/j.apm.2012.02.008

Yue,Z.(2014a).TOPSIS-basedgroupdecision-makingmethodologyinintuitionisticfuzzysetting.Information Sciences,
277,141–153.doi:10.1016/j.ins.2014.02.013

Yu,L.,Suojapelto,K.,Hallikas,J.,&Tang,O.(2008).ChineseICTindustryfromsupplychainperspective—Acase
studyofthemajorChineseICTplayers.International Journal of Production Economics,115(2),374–387.doi:10.1016/j.
ijpe.2008.03.011

386

http://www3.weforum.org/docs/WEF_GlobalCompetitivenessReport_2014-15.pdf
http://www3.weforum.org/docs/WEF_GlobalCompetitivenessReport_2014-15.pdf
http://dx.doi.org/10.1073/pnas.6.6.320
http://dx.doi.org/10.1073/pnas.6.6.320
http://www.ncbi.nlm.nih.gov/pubmed/16576506
http://dx.doi.org/10.1016/j.jclepro.2005.12.007
http://dx.doi.org/10.1016/j.dss.2009.11.007
http://dx.doi.org/10.1016/j.ins.2004.02.003
http://dx.doi.org/10.1016/j.eswa.2011.07.024
http://dx.doi.org/10.1890/ES13-00222.1
http://dx.doi.org/10.1016/S0925-5273(98)00234-5
http://dx.doi.org/10.1016/0090-2616(93)90080-K
http://dx.doi.org/10.1016/j.eswa.2011.07.129
http://dx.doi.org/10.1016/j.eswa.2011.09.065
http://dx.doi.org/10.1016/j.eswa.2011.09.065
http://dx.doi.org/10.1016/j.apm.2012.02.008
http://dx.doi.org/10.1016/j.ins.2014.02.013
http://dx.doi.org/10.1016/j.ijpe.2008.03.011
http://dx.doi.org/10.1016/j.ijpe.2008.03.011


Compilation of References

Yusliza,M.,&Ramayah,T.(2012).Determinants of Attitude Towards E-HRM: an Empirical Study Among HR Profes-
sionals.PaperpresentedattheInternationalConferenceonAsiaPacificBusinessInnovationandTechnologyManage-
ment.doi:10.1016/j.sbspro.2012.09.1191

Zabjek,D.,Kovacic,A.,&Stemberger,M.I.(2009).TheinfluenceofbusinessprocessmanagementandsomeotherCSFson
successfulERPimplementation.Business Process Management Journal,15(4),588–608.doi:10.1108/14637150910975552

Zack,M.H.(2007).Theroleofdecisionsupportsystemsinanindeterminateworld.Decision Support Systems,43(4),
1664–1674.doi:10.1016/j.dss.2006.09.003

Zadeh,L.A.(1965).Fuzzysets.Information and Control,8(3),338–353.doi:10.1016/S0019-9958(65)90241-X

Zadeh,L.A.(1975).Theconceptofalinguisticvariableanditsapplicationtoapproximatereasoning—I.Information 
Sciences,8(3),199–249.doi:10.1016/0020-0255(75)90036-5

Zailani,S.,Jeyaraman,K.,Vengadasan,G.,&Premkumar,R.(2012).Sustainablesupplychainmanagement(SSCM)in
Malaysia:Asurvey.International Journal of Production Economics,140(1),330–340.doi:10.1016/j.ijpe.2012.02.008

Zang,C.,&Fan,Y.(2007).ComplexeventprocessinginenterpriseinformationsystemsbasedonRFID.Enterprise 
Information Systems,1(1),3–23.doi:10.1080/17517570601092127

Zeng,L.,Li,L.,&Duan,L.(2012).Businessintelligenceinenterprisecomputingenvironment.Information Technology 
Management,13(4),297–310.doi:10.1007/s10799-012-0123-z

Zeng,Q.-L.,Li,D.-D.,&Yang,Y.-B.(2013).VIKORMethodwithEnhancedAccuracyforMultipleCriteriaDeci-
sion Making in Healthcare Management. Journal of Medical Systems, 37(2), 1–9. doi:10.1007/s10916-012-9908-1
PMID:23377778

Zhang,M.,&Tansuhaj,P.(2007).Organizationalculture,informationtechnologycapability,andperformance:Thecase
ofbornglobalfirms.Multinational Business Review,15(3),43–77.doi:10.1108/1525383X200700012

Zhao,G.,Feng,T.,&Wang,D.(2015).Ismoresupplychainintegrationalwaysbeneficialtofinancialperformance?
Industrial Marketing Management,45,162–172.doi:10.1016/j.indmarman.2015.02.015

Zhu,Q.,&Sarkis,J.(2004).Relationshipsbetweenoperationalpracticesandperformanceamongearlyadoptersofgreen
supplychainmanagementpracticesinChinesemanufacturingenterprises.Journal of Operations Management,22(3),
265–289.doi:10.1016/j.jom.2004.01.005

Zikmund,W.,Carr,B.,Griffin,M.,Babin,B.,&Carr,J.(2003).BusinessResearchMethods(Vol.8).DrydenPress.

Zikmund,W.,Carr,B.,Griffin,M.,Babin,B.,&Carr,J.(2000).Business Research Methods(Vol.6).DrydenPress
FortWorth.

Zimmermann,H.J.(2001).Fuzzy set theory-and its applications(4thed.).Springer.doi:10.1007/978-94-010-0646-0

Zou,X.,&Moon,S.(2014).Hierarchicalevaluationofon-siteenvironmentalperformancetoenhanceagreenconstruc-
tionoperation.Civil Engineering and Environmental Systems,31(1),5–23.doi:10.1080/10286608.2012.749871

Zulnaidi,Y.(2008).A Structural Relationship between Total Quality Management, Strategic Control Systems and Per-
formance of Malaysian Local Governments.(Thesis).UniversitiUtaraMalaysia.Retrievedfrom:http://etd.uum.edu.
my/53/2/Zulnaidi_Yaacob(PHD_GRADUATE_SCHOOL_GRADUATE_SCHOOL.pdf

Zupan,J.M.(2013).Upgrading to World Class: The Future of the New York Region’s Airports (An Update).OECD
InternationalTransportForum,DiscussionPaperNo.2013-1.

387

http://dx.doi.org/10.1016/j.sbspro.2012.09.1191
http://dx.doi.org/10.1108/14637150910975552
http://dx.doi.org/10.1016/j.dss.2006.09.003
http://dx.doi.org/10.1016/S0019-9958(65)90241-X
http://dx.doi.org/10.1016/0020-0255(75)90036-5
http://dx.doi.org/10.1016/j.ijpe.2012.02.008
http://dx.doi.org/10.1080/17517570601092127
http://dx.doi.org/10.1007/s10799-012-0123-z
http://dx.doi.org/10.1007/s10916-012-9908-1
http://www.ncbi.nlm.nih.gov/pubmed/23377778
http://dx.doi.org/10.1108/1525383X200700012
http://dx.doi.org/10.1016/j.indmarman.2015.02.015
http://dx.doi.org/10.1016/j.jom.2004.01.005
http://dx.doi.org/10.1007/978-94-010-0646-0
http://dx.doi.org/10.1080/10286608.2012.749871
http://etd.uum.edu.my/53/2/Zulnaidi_Yaacob
http://etd.uum.edu.my/53/2/Zulnaidi_Yaacob




About the Contributors



Madjid TavanaisProfessorandLindbackDistinguishedChairofBusinessAnalyticsatLaSalleUni-
versity,whereheservesasChairmanoftheBusinessSystemsandAnalyticsDepartment.Healsoholds
anHonoraryProfessorshipinBusinessInformationSystemsattheUniversityofPaderborninGermany.
Dr.TavanaisDistinguishedResearchFellowattheKennedySpaceCenter,theJohnsonSpaceCenter,
theNavalResearchLaboratoryatStennisSpaceCenter,andtheAirForceResearchLaboratory.Hewas
recentlyhonoredwiththeprestigiousSpaceActAwardbyNASA.HeholdsanMBA,PMIS,andPhD
inManagementInformationSystemsandreceivedhisPost-DoctoralDiplomainStrategicInformation
SystemsfromtheWhartonSchoolattheUniversityofPennsylvania.Hehaspublished10booksandover
200researchpapersininternationalscholarlyacademicjournals.HeistheEditor-in-ChiefofDecision
Analytics,InternationalJournalofAppliedDecisionSciences,InternationalJournalofManagement
andDecisionMaking,InternationalJournalofKnowledgeEngineeringandDataMining,International
JournalofStrategicDecisionSciences,andInternationalJournalofEnterpriseInformationSystems.

Kathryn A. SzabatisAssociateProfessorintheBusinessSystemsandAnalyticsDepartmentatLa
SalleUniversity.Herinstructionalresponsibilitiesincludeteachingofbusinessstatisticsandmanage-
mentsciencetoundergraduateandMBAstudents.Hercurrentinterestsincludepromotingtheinclu-
sionofbusinessanalyticsinbusinessschoolcurriculumsandthedevelopmentofanalyticalcapabilities
ofbusinessstudents.Sheisactivelyinvolvedinseveralacademicandprofessionalassociations.She
receivedherPhDinStatistics,withcognatefieldinOperationsResearch,fromtheWhartonSchoolof
UniversityofPennsylvania.

Kartikeya PuranamisanAssistantProfessorofBusinessSystemsandAnalyticsatLaSalleUni-
versity’sSchoolofBusiness.HereceivedhisM.S.degreeinMechanicalEngineeringfromtheIndian
InstituteofTechnology-BombayandhisPh.D.inSupplyChainManagementfromRutgersUniversity.
HewasawardedtheLindbackemergingscholarawardforhisoutstandingresearch.Hehasdoneconsult-
ingworkwiththeUniversityofVermontMedicalCenter’sbloodbankthathashelpedthebloodbank
streamlinetheirinventorypractices.Hisresearchinterestsincludebiddingstrategiesinauctions,learn-
inginsequentialauctions,inventorymanagement,marketingandoperationsinterface,Markovchains
andMarkovdecisionprocessesandsupplychainmanagement.Hehaspublishedinvariousjournal’s
includingOperationsResearchLettersandEuropeanJournalofOperationalResearch.

***

388



About the Contributors

Giner Alor-Hernándezisafull-timeresearcheroftheDivisionofResearchandPostgraduateStudies
inOrizaba’stechnologicalinstitute:TecnológicodeOrizaba.HereceivedaMScandaPhDinCom-
puterSciencefromtheCenterforResearchandAdvancedStudiesoftheNationalPolytechnicInstitute
(CINVESTAV),Mexico.Hehasled10MexicanresearchprojectsgrantedbyCONACYT,DGEST,and
PROMEP.Heisauthor/coauthorofaround130journalandconferencepapersoncomputerscience.
Also,hehasbeenacommitteeprogrammemberofaround30internationalconferencessponsoredby
IEEE,ACM,andSpringer.Healsoholdsthepositionofeditorialboardmemberofeightindexedjour-
nals;hehasbeenguesteditorofJCR-indexedjournalssuchasJournalofUniversalComputerScience,
PervasiveandMobileComputing,JournalofEducationalTechnology&Society,ScienceofComputer
ProgrammingJournal,InternationalJournalofSoftwareEngineeringandKnowledgeEngineering,Com-
putationalandMathematicalMethodsinMedicine,JournalofMedicalSystems,JournalofIndustrial
andManagementOptimization.HeisthemainauthorofthebookentitledFrameworks,Methodologies,
andToolsforDevelopingRichInternetApplications,publishedbyIGIGlobalPublishing.Hisresearch
interestsincludeWebservices,e-commerce,SemanticWeb,Web2.0,service-orientedandevent-driven
architectures,andenterpriseapplicationintegration.HeisanIEEEandACMMember.HeisaNational
ResearcherrecognizedbytheNationalCouncilofScience&TechnologyofMexico(CONACYT).

Farzana Atique isaPh.D.candidateatUniversityofDelawareandaHighwayEngineeratMc-
CormickTaylor.ShereceivedherM.Sc.inCivilEngineeringfromUniversityofDelaware(2004)and
B.Sc.inCivilEngineeringfromBangladeshUniversityofEngineeringandTechnology(1999).Her
researchinterestisinassetmanagementofinfrastructure,dataanalysisusingstatisticalmethodsand
copulamodeling.ShehaspublishedinthejournalConstruction & Building Materials.

Noor Azlinna AzizanisaProfessorofFinanceandDirectorofEntrepreneurshipatUniversitiMalaysia
Pahang.ShereceivedherPh.D.inFinancefromUniversityofLiverpool,England,M.Sc.inInternational
BankingandFinancialStudiesfromUniversityofSouthampton,England,andBBAinFinancefrom
WesternMichiganUniversity,Kalamazoo,USA.HerspecializationisinDerivativesMarket,Investment
Analysis,andEntrepreneurship.ShealsoobtainedaPostgraduateDiplomainEntrepreneurshipfrom
UniversityofCambridge,Englandin2013.Herresearchinterestincludesinvestmentanalysis,deriva-
tivesmarket,riskmanagement,andentrepreneurship.Shehaspublishedininternationalandnational
journalsincludingISIandScopusJournals.

Younes BoujelbeneisaProfessorattheUniversitySfax-Tunisia.Heworkscurrentlyonbusiness,
economics,MultiCriteriaDecisionMaking,anddataanalysis.Heisinterestedparticularlyonhealth
insurancereform,managementresources,parametricmethodanddataenvelopmentanalysis.Hehas
publishedinjournalssuchasJournalofTransportationSystemsEngineeringandInformationTechnology,
InternationalJournalofProductivityandQualityManagement,JournalofPolicyModeling,amongothers.

Ryan BurkeisanAssistantProfessorintheDepartmentofMilitary&StrategicStudies(MSS)at
theUnitedStatesAirForceAcademy.PriortohisappointmentattheAcademy,Dr.Burkeearnedhis
Ph.D.fromtheUniversityofDelawarewherehisresearchemphasizedapplyingprocessimprovement
methodologiestocomplexmilitaryoperations.Beforeacademia,Dr.Burkewasacaptainandlogistics
officerintheU.S.MarineCorps,specializingintransportationlogisticsoperations.Followinghismili-
tarycareerandbeforecompletinghisPh.D.,heworkedasaSeniorConsultantandLogisticsAnalystin

389



About the Contributors

thePentagonperforminglong-rangeforecastanalysisonmilitarytransportationandbaseinfrastructure
requirements.Dr.Burkehasauthoredorco-authoredresearchinavarietyoffieldsandmediumsinclud-
ingmilitaryanddefense,disasterstudies,publicpolicy,andtransportationengineering.

Miguel Ángel Canela isVisitingProfessorat IESEBusinessSchool,UniversityofNavarra.He
holdsaPh.D.inmathematicsfromtheUniversitatdeBarcelonaandhasbeenaprofessorintheFaculty
ofMathematicsofthisuniversityforthelastthirtyyears,aswellasaseniorconsultantanddirectorof
theMasterinQualityManagementattheInstitutCatalàdeTecnologia.Aftersomeyearsdevotedto
researchinmathematicalanalysis,Prof.Canela’sinterestwasdriventowardsinterdisciplinaryresearch.
Hisresearchexperiencecoversawidespectrumofapplications,fromstatisticsandmathematicalmodel-
ingtodiversefieldssuchasbiochemistry,botany,nutritionandmedicine.Hismainconcern,however,is
managementscience.Heistheauthorofseveralpapersonpuremathematicsandhascoauthoredthree
booksandanumberofpapersinvariousotherfields.

Dennis CrossenisaninstructorintheBusinessSystemsandAnalyticsDepartmentatLaSalleUni-
versity,whereheteachescoursesinOperationsManagement,ProjectManagement,andQuantitative
Models(Statistics),MathematicalMethods,Analytics,andOptimization.HealsoservedasLaSalle’s
facultyadvisorfortheBusinessSystemsandAnalytics(BS&A)Club.Dennishastaughtandpracticed
inindustryforover35years.HeistheformerProgramManagerattheNASAKennedySpaceCenter
(KICScontract)andhasparticipatedwithincorporate,governmental,andcommercialsectorshaving
diverselevelsofresponsibilities.Duringhiscareer,Dennishasdevelopedcomplextechnologicalsolu-
tionsfornumerousorganizationsincludingtheUnitedNations,DepartmentofDefense,Department
of Health & Human Services, National Institute of Health, the Pentagon, RCA, Lockheed-Martin,
Siemens,Verizon,andothers.HehasbeenaGuestonComcast’s’CN8“MoneyMattersToday”and
“ComcastNewsmakers”televisionprogramsspeakingontechnologyissues.Dennisisa2010recipient
oftheRobertNoyceTeacherScholarshipfromtheNationalScienceFoundation(U.S.)inEducation.
HeholdsMSc,MBA,andElectricalEngineeringdegreesfromDrexelUniversity.Whileinindustry,he
hascompletedacademicprogramsatOxfordUniversity(Computing)andGeorgetown(International
Business), aswell asprofessionaldevelopmentcourseworkatHarvard (InformationSystems),MIT
(Computing),andColumbiaUniversity(Optics).Heiscurrentlycompletinghisdoctoraldissertationin
AppliedManagementandDecisionSciences.

Amber A. Ditizio is presently adoctoral student in theDepartmentofKinesiology fromTexas
Woman’sUniversityinSportsAdministration.Whileacquiringstronganalyticalandprofessionalskills
aftercompletingMSinSportManagement,BSBAandMBAfromRobertMorrisUniversity,withBS
fromKentStateUniversityinathletictrainingandrelatedstudies,shealsoholdsvariouspersonalcer-
tificationsinthesportsperformanceandathleticareas.Sheistheauthorofseveralacademicarticles
inthesportsperformanceandathleticfieldsandplanstopursueanacademicteaching/researchcareer
upongraduation.

390



About the Contributors

Abderrahman El MhamediisaProfessorintheProductionandEngineeringDepartmentofUniver-
sityParis8-France.HeistheDirectoroftheQUARTZ-MGSIlaboratory.Hisresearchinterestsinclude
Multi-StateSystems;MarkovGraph,Interoperability,DynamicManufacturingNetwork,PLM.Hehas
publishedinjournalssuchasJournalofDecisionSystems,InternationalJournalofRevenueManage-
ment,JournalofIntelligentManufacturing,amongothers.

Jorge Luis García AlcarazisafulltimeresearcheroftheDepartmentofIndustrialEngineeringat
theAutonomousUniversityofCiudadJuarez.HereceivedaMScinIndustrialEngineeringfromthe
ColimaTechnologyInstitute(Mexico),aPhDinIndustrialEngineeringfromCiudadJuarezTechnology
Institute(Mexico)andaPostdocfromUniversityofLaRioja(Spain).Hismainresearchareasarerelated
toMulticriteriadecisionmakingappliedtomanufacturing,productionprocessmodelingandstatistical
inference.HeisfoundingmemberoftheMexicanSocietyofOperationResearchandactivememberin
theMexicanAcademyofIndustrialEngineering.Currently,Dr.GarciaisaNationalResearcherrecog-
nizedbytheNationalCouncilofScience&TechnologyofMexico(CONACYT)andisworkingwith
groupresearchfromColombia,SpainandDominicanRepublic.Actually,Dr.Garciaisauthor/coauthor
inaround120journals,internationalconferencesandcongress.

Burçin Güçlü isAssistantProfessorofManagement inBESLaSalle,UniversitatRamonLlull.
Previously,sheearnedBAdegreesinBusinessAdministrationandEconomicsfromKoçUniversity,
andaMasterofResearchinManagement(MRM)andPhDinManagementfromIESEBusinessSchool,
UniversityofNavarra.ShealsoheldteachingpositionsinEADABusinessSchool,ToulouseBusiness
SchoolandUniversitatInternacionaldeCatalunya.Regardingherresearch,sheisinterestedinquanti-
tativemethodsinmarketing,workingontheapplicationsofbehavioraldecisiontheorytomanagerial
issuesinmarketing.

Juan L. Hernández-ArellanoisfulltimeteacherandresearcheroftheDesignDepartmentatthe
AutonomousUniversityofCiudadJuárez,Mexico.Dr.Hernandez´researchtopicsareindustrialergo-
nomics,productdesign,structuralequationmodelingandbiomechanics.

Sema Kalaian(ProfessorofStatisticsandResearchMethods)intheCollegeofTechnologyatEastern
MichiganUniversity.ProfessorKalaianwasarecipientofthe(1)“BestPaper”awardfromtheAmeri-
canEducationalResearchAssociation(AERA),and(2)“DistinguishedPaperAward”fromtheSociety
fortheAdvancementofInformationSystems(SAIS).Overtheyears,Dr.Kalaiantaughtintroductory
andadvancedstatisticalcoursessuchasResearchMethods,ResearchDesign,MultivariateStatistics,
SurveyResearch,MultilevelModeling,StructuralEquationModeling,Meta-Analysis, andProgram
Evaluation.ProfessorKalaian’sresearchinterestsfocusonthedevelopmentofnewstatisticalmethods
anditsapplications.Muchofhermethodologicaldevelopmentsandapplicationshavefocusedonthe
(a)developmentof themultivariatemeta-analytic techniques forcombiningevidence frommultiple
primarystudies;(b)applicationsofthemeta-analysismethodstovariousprojectsindifferentfieldsof
study;and(c)developmentsofstatisticalmethodsforanalyzingDelphisurveydata.

391



About the Contributors

Maryam KalhoriisagraduatedstudentattheDepartmentofComputerEngineeringatUniversity
ofScienceandCulture,Tehran,IraninM.Sc.degreeinSoftwareEngineering.ShereceivedherBach-
elorinAppliedMathematicsfromTehranUniversity.Herresearchinterestisinformationsystemsand
informationquality.

Mohammad Javad KargarisanAssistantProfessorattheDepartmentofComputerEngineering
atUniversityofScienceandCulture,Tehran,Iran.HereceivedhisBachelorinSoftwareEngineering,
M.Sc.inComputerArchitecturefromUniversityofSciencesandResearches,andPh.D.inInformation
TechnologyandMultimediaSystemfromUniversityPutraMalaysia(UPM).Hehaspublishedseveral
articlesinthescience–researchjournalsandIEEEandACMconferences.Dr.Kargarhasalsobeen
servingontheEditorialReviewBoardfortheInternationalJournalofAdvancementsinComputing
TechnologyandInternationalJournalofScienceandAdvancedTechnology.HisresearchinterestisWeb
applicationsandmining,distributedsystemsandapplications.

Kijpokin KasemsapreceivedhisBEngdegreeinMechanicalEngineeringfromKingMongkut’s
UniversityofTechnologyThonburi,hisMBAdegreefromRamkhamhaengUniversity,andhisDBAde-
greeinHumanResourceManagementfromSuanSunandhaRajabhatUniversity.HeisaSpecialLecturer
atFacultyofManagementSciences,SuanSunandhaRajabhatUniversitybasedinBangkok,Thailand.
HeisaMemberofInternationalAssociationofEngineers(IAENG),InternationalAssociationofEn-
gineersandScientists(IAEST),InternationalEconomicsDevelopmentandResearchCenter(IEDRC),
InternationalAssociationofComputerScienceandInformationTechnology(IACSIT),International
FoundationforResearchandDevelopment(IFRD),andInternationalInnovativeScientificandResearch
Organization(IISRO).HealsoservesontheInternationalAdvisoryCommittee(IAC)forInternational
AssociationofAcademiciansandResearchers(INAAR).Hehasnumerousoriginalresearcharticlesin
topinternationaljournals,conferenceproceedings,andbookchaptersonbusinessmanagement,human
resourcemanagement,andknowledgemanagementpublishedinternationally.

Nabeel R. KasimisaMaster’sdegreecandidateattheCollegeofEngineeringintheIndustrialand
OperationsEngineeringdepartmentattheUniversityofMichiganinUSA.HeholdsaBachelor’sof
SciencedegreealsoinIndustrialandOperationsEngineeringfromtheUniversityofMichiganinUSA.
Hisacademicinterestsareaimedatoperationsresearchandengineeringmanagement.

Rafa M. KasimservedasaprofessorofstatisticsandresearchdesignintheCollegeofEducationat
KentStateUniversitypriortohisjoiningtheprivatesectorasastatisticianandresearchconsultantand
thefacultyofIndianaTechUniversity.PreviouslyhewasaseniorstatisticianattheEvaluation,Manage-
ment&TrainingAssociatesInc.(EMT).Hisresearchfocusedontheapplicationofmultilevelanalysis
tostudytheeffectsofeducationalandsocialcontextsoneducationaloutcomesandhumandevelopment
inlarge-scalelongitudinaldatasets.SomeofDr.Kasimworkhasalsoaddressedtheissuesofselection
andattritionbiasinmulti-sitelargestudies.Hehascollaboratedonnumerousstudiesinfieldssuchas
adultliteracy,education,andsubstanceabusetreatments.SomeofhisworkappearsinApplicationof
MultilevelModels(bookchapter),JournalofEducationalandBehavioralStatistics,HarvardEducational
ReviewandAdvancesinHealthSciencesEducation.

392



About the Contributors

Lyes KermadisanAssistantProfessorattheUniversityofParis8-France.Heworkscurrentlyon
riskmanagement.Heisinterestedparticularlyonriskmanagementintheimplementationofproject,risk
managementinsupplychainhospitalandhumanresourcemanagement.Hehaspublishedinjournals
suchasComplexSystemsDesign&Management,InternationalJournalofBehaviouralandHealthcare
ResearchandInternationalJournalofEconomics&StrategicManagementofBusinessProcess.

Ikram KhatrouchisaPhDinIndustrialEngineeringscienceandquantitativemethodsfromthe
universityofParis8-Franceanduniversityofsfax-Tunisia.Hisresearchinterestsareinhumanresource
management,hospital logisticsand riskmanagement,OperationsResearch,MultiCriteriaDecision
Makingandartificialintelligence.IkramKhatrouchhaspublishedinjournalssuchasEuropeanJournal
ofIndustrialEngineering,InternationalJournalofBehaviouralandHealthcareResearch,International
JournalofEconomics&StrategicManagementofBusinessProcessandInterdisciplinaryEnvironmental
Review.

Manoj Kumar received B.Tech in Production Engineering from Bihar Institute of Technology
Sindri,India,M.TechinMechanicalEngineeringfromRegionalInstituteofTechnologyJamshedpur,
India andPh.D inMechanicalEngineering from Indian InstituteofTechnologyDelhi, India.He is
presentlyworkingasDirector,NalandaInternationalEngineeringServices,H.No.-87A,RZI–Block,
WestSagarpur,NewDelhi–110046,India.Hehasauthoredorcoauthoredover55researchpapersin
JournalsandConferences.HisresearchworkappearedinInternationalJournalofPhysicalDistribution
andLogisticsManagement,InternationalJournalofProductionEconomics,Computers&Industrial
Engineering,InternationalJournalofIntegratedSupplyChainManagement,andAdvancesinIndustrial
Engineeringetc.

Aide A. Maldonado-Macíascompletedherbachelordegree,M.Sc.degreeandPh.D.studiesat
theTechnologicalInstituteofCiudadJuarezMexico.SheisactuallyaprofessorinvestigatorfortheAu-
tonomousUniversityofCiudadJuarez.SheisaprofessionalergonomistandamemberoftheMexican
SocietyofErgonomistsandtheMexicanSocietyofLeanManufacturing.Hermainresearchinterests
areappliedergonomics,worksystemsevaluationanddesign,cognitiveergonomics,workstressrelated
studies,axiomaticdesignapplications,structuralequationsandoptimizationofproductionsystems.She
hasparticipatedinmultipleconferencesandsymposiums.ShehaspublishedintheInternationalJournal
ofAdvancedManufacturingTechnology,ExpertSystemswithapplications,InternationalJournalof
IndustrialEngineering,Work:aJournalofEvaluation,preventionandrehabilitationamongothers.She
hasrecognitionoftheNationalCouncilofInvestigation.

Sue McNeilisProfessorofCivilandEnvironmentalEngineeringandProfessorofUrbanAffairs
andPublicPolicyatUniversityofDelaware.AnativeofAustralia,sheearnedherbachelor’sdegrees
attheUniversityofNewcastleinNewSouthWalesandwentontoearnmaster’sanddoctoraldegrees
inCivilEngineeringatCarnegie-MellonUniversity.McNeilwasformerlytheDirectoroftheUrban
TransportationCenterandProfessorintheCollegeofUrbanPlanningandPublicAffairsandtheDe-
partmentofCivilandMaterialsEngineeringatUniversityofIllinoisatChicago;andProfessorofCivil
&EnvironmentalEngineeringandEngineering&PublicPolicyatCarnegieMellonUniversity.Her
researchandteachinginterestsfocusontransportationinfrastructuremanagementwithemphasisonthe
applicationofadvancedtechnologies,economicanalysis,analyticalmethods,andcomputerapplications.

393



About the Contributors

McNeilisfoundingEditor-in-ChieffortheASCEJournalofInfrastructureSystems.Sheisaregistered
professionalengineer.

Ezutah Udoncy OluguiscurrentlyworkingasSeniorLecturerattheFacultyofEngineering,Tech-
nologyandBuiltEnvironment,UCSIUniversity,Malaysia.HeobtainedhisB.EnginMechanicaland
ProductionEngineeringfromNnamdiAzikiwe.University,Nigeria,M.EnginAdvancedManufacturing
TechnologyandPhDinIndustrialandManufacturingEngineeringattheUniversitiTeknologiMalaysia.
Hewasinvolvedinteaching,researchandconsultancyservicesattheCenterforProductDevelopment
andManufacture,UniversityofMalaya,Malaysia.Dr.Olugu’scurrentresearchinterestincludesGreen
Manufacturing,SustainableProduction,GreenSupplyChainmanagement,ReverseLogistics,Total
QualityManagement,Inventorymanagement,IndustrialErgonomicsandMaintenanceEngineering.

Salwa Hanim Abdul RashidisaSeniorLecturerintheDepartmentofMechanicalEngineering,
FacultyofEngineering,UniversityofMalaya.SheobtainedherDoctorateDegreeinSustainableManu-
facturingManagementfromCranfieldUniversity,UnitedKingdom.ShealsoholdsbothMastersand
BachelordegreesinManufacturingManagementfromLoughboroughandSalfordUniversity,United
Kingdom,respectively.Sheisanactiveresearcherinterestedinunderstandingissuesintheimplementa-
tionandmanagementofthegreenstrategies,withrespecttodesignandmanufacturingprocessinorder
forcompaniestoachieveindustrialsustainability.Hercurrentresearchisfocusedonfactorsthatdrives,
inhibits and enables manufacturing companies to implement sustainable design and manufacturing
strategies.Shehaspublishedmorethan40reputableacademicjournals,articlesandconferencepapers.

Fabrizio L. RicciisanElectronicEngineer.HeisResearchDirectoroftheItalianNationalResearch
Council(CNR),andcurrentlyworksattheInstituteforSystemAnalysisandComputerScience.Heis
alsomemberoftheLAVSE,LaboratoryofVirtualHealthInformaticsoftheCNR.Hisresearchactivities
mainlyconcernpublicandprivateinformationmodeling(i.e.ElectronicHealthcareRecordsSystems,
protocols,clinicaltrials,tacitknowledge,amongtheothers)forclinical,managementandepidemiologi-
calpurposes.Healsodealswithtopicsrelatedtoknowledgetransferandscientificcommunicationin
thefieldsofelectronichealth,connectedhealth,andtelemedicine.

Cuauhtemoc Sánchez-Ramírezisafull-timeresearcheroftheDivisionofResearchandPostgradu-
ateStudiesof theOrizabaTechnology Institute.He receivedaPhD in IndustrialEngineering from
COMIMSA,centerofresearchofNationalCouncilofScience&TechnologyofMexico(CONACYT).
HisresearchprojectshavebeengrantedbyCONACYT,TNMandPRODEP.Dr.Sanchezismember
foundingoftheMexicanLogisticsandSupplyChainAssociation(AML)andmemberoftheNational
ResearcherSystembyCONACYT.Hisresearchinterestsaremodelingandsimulationoflogisticspro-
cessandsupplychainfromasystemdynamicsapproach.Heisauthor/coauthoraround20journaland
conferencepapersinlogisticsandsupplychainmanagement.

Tanja SedejobtainedherdoctorateinbusinessandeconomicsciencefromtheFacultyofBusiness
andEconomicsoftheUniversityofMariborinSlovenia.SheisthefounderanddirectorofRaziskave
inraziskaved.o.o.,andhasovertenyearsofpracticalexperienceintheareasofmarketingandcom-
munication.Sheisalsotheauthorandco-authorofseveralscientificandexpertpapersonmarketing,
corporatecommunicationsandentrepreneurship.

394



About the Contributors

Ehsan ShekarianiscurrentlyaPhDcandidateattheUniversityofMalayainManufacturingManage-
ment.HereceivedhisBScinStatisticsin2006attheUniversityofAllamehTabataba’iinTehran,Iran.
HeholdsanMScinIndustrialEngineeringfromtheAlghadirHigherEducationInstitution,Tabriz,Iran
in2009.Hisresearchinterestsareintheareaofsupplychainmanagement,inventorysystems,fuzzyset
theory,multi-criteriadecisionmakingandheuristicapplicationsofartificialintelligencemethods.He
haspublishedvariousresearchpapersinnationalandinternationaljournalssuchasKnowledge-Based
Systems,EuropeanJournalofIndustrialEngineering,JournalofIntelligentandFuzzySystems,Com-
puters&IndustrialEngineering,InternationalJournalofOperationalResearch,InternationalJournal
ofHousingMarketsandAnalysis,InternationalJournalofFuzzySystems,andInternationalJournalof
ProductionResearch.HeistheeditorialboardmemberofsomejournalssuchasInternationalJournal
ofSupplyChainandInventoryManagement,InternationalJournalofMultivariateDataAnalysis.

Jyoti SinghispresentlyworkingasResearchAnalyst,InternationalEngineeringServices,H.No.-
87A,RZI–Block,WestSagarpur,NewDelhi–110046,India.Shehasauthoredorcoauthoredover
5researchpapersinJournalsandConferences.HerresearchworkappearedinAdvancesinIndustrial
Engineering,IUPJournalofMechanicalEngineering,etc.

Priya SinghispresentlyworkingasResearchAnalyst,InternationalEngineeringServices,H.No.-
87A,RZI–Block,WestSagarpur,NewDelhi–110046,India.Shehasauthoredorcoauthoredover
5researchpapersinJournalsandConferences.HisresearchworkappearedinAdvancesinIndustrial
Engineering,IUPJournalofMechanicalEngineering,etc.

Alan D. SmithispresentlyUniversityProfessorofOperationsManagementintheDepartmentof
MarketingatRobertMorrisUniversity,Pittsburgh,PA.Previously,hewasChairoftheDepartmentof
QuantitativeandNaturalSciencesandCoordinatorofEngineeringProgramsatthesameinstitution,as
wellasAssociateProfessorofBusinessAdministrationandDirectorofCoalMiningAdministrationat
EasternKentuckyUniversity.HeholdsconcurrentPhDsinEngineeringSystems/EducationfromThe
UniversityofAkronandinBusinessAdministration(OMandMIS)fromKentStateUniversity,aswell
asauthorofnumerousarticlesandbookchapters.

Shahryar SorooshianislecturerofFacultyofIndustrialmanagement,UniversitiMalaysiaPahang.
HecompletedhisB.Sc.,M.Sc.,andPh.D.inIndustrialEngineering.Heisamemberoftheeditorial
boardinsomescientificjournalsandconferences.Hisresearchinterestincludesoperationalmanagement,
engineeringmanagement,andbusinessmodelling.Hehasservedastheeditorialandscientificcommit-
teememberofsomeinternationaljournalsandconferencesintheareaofengineeringandmanagement.
Hehaspublishedbooks,journalsandconferencepapers.

Carlos Alberto Talamantes PadillaisaMastersstudentattheAutonomousUniversityofCiudad
Juarez,Mexico.He receivedhisbachelor’sdegree in industrial engineering fromDurango Institute
ofTechnology.Besidesstudying,Ing.Talamantesenjoystravelingandreading,hisfavoriteauthoris
AlexandreDumas.

395



About the Contributors

Oscar Tamburis isaManufacturingEngineer,withaPhDinHealthOrganizationManagement
andaPost-DocineHealthDynamics.HeisaLecturerof‘StrategiesofHealthcareInformatics’atthe
UniversityofNaplesFedericoII, Italy.Hismainresearchinterestsconcerninnovationandstrategic
managementforperformanceimprovementinthepublichealthfield,withaparticularemphasisontwo
maintopics:theassessmentandinstitutionalisationofemergingtechnologiesinhealthcareorganisations,
andthedesignandimplementationofstrategiesforpromotingknowledge-sharingbehavioursamong
healthcareprofessionals.

Susanne TrimbathreceivedherPh.D.inEconomicsfromNewYorkUniversityandholdsanMBA
inManagementfromGoldenGateUniversity.Herresearchfocusesonmergersandacquisitions,global
economicsandcapitalmarketregulation.PriortoformingSTPAdvisoryServicesin2004,Dr.Trimbath
wasSeniorResearchEconomistinCapitalStudiesattheMilkenInstituteandSeniorAdvisoronthe
RussianCapitalMarketsProject(USAID-funded)withKPMG/Peat-Marwick.Shepreviouslyservedas
amanagerinoperationsatDepositoryTrustCompanyinNewYorkandthePacificClearingCorpora-
tioninSanFrancisco.Dr.Trimbathauthored,editedandcontributedchapterstosixbooks,including
Mergers and Efficiency(2002),andMethodological Issues in Accounting Research(2006).Hermedia
creditsincludeappearancesintheEmmy®Award-nominatedBloombergreportPhantomSharesand
Radio Wars: The Secret History of Sirius-XM Satellite Radio(2012),nominatedforBestDocumentary
bytheNewYorkCityInternationalFilmFestival.

Abd Hamid ZahidyisaProfessionalEngineerandthefounderofanengineeringconsultingfirm
andaconstructioncompany.HeisalsoamemberoftheInstitutionofEngineers,Malaysia.Heobtained
hisB.Eng.(Hons)inCivilEngineeringfromUniversitiTeknologiMalaysia,MBAfromUniversitiUtara
Malaysia,andEng.D.fromUniversitiTeknologiMalaysia.Currently,heenrolledhisseconddoctoral
programattheFacultyofIndustrialManagement,UniversitiMalaysiaPahang.Hehasmorethanthirty
yearsexperienceintheconstructionindustry.Hisresearchinterestincludesconstructionengineering
management,projectmanagement,qualitymanagement,andperformancemanagement.Hehaspublished
severalpapersininternationaljournalsandconferenceproceedings.

396



397

Index

A
absorbing Markov chains 290-292
alignment 3-4, 82, 87, 89, 296, 305
analysis 1-11, 13-16, 18-23, 25-26, 28-33, 40, 64, 

67-68, 70, 81, 83-84, 88, 95, 98-99, 104-105, 
116, 123-127, 259, 265, 269, 290-293, 295-298, 
300-303, 305, 313-318

Analytic Hierarchy Process (AHP) 4, 16, 120, 127
analytics 1-5, 13, 16, 18, 20, 22-23, 35, 40, 80, 84-85, 

87, 96-98, 101, 103, 106
and Competition 233, 235, 242, 252
Automatic Identification and Data Capture Technologies 

(AIDC) 81, 94, 99, 113
automation 1-7, 10, 12, 103, 114

B
business 1-11, 16-18, 20-24, 29, 35, 40, 82-83, 87, 95-

99, 101-102, 104-107, 114-116, 237, 245, 249, 
251, 255, 259-261, 263, 269-270

business analytics 4-5, 18, 20, 23, 35, 40
Business Intelligence 1-3, 5, 8, 21
Business Process Management 1, 3-4, 6, 21

C
capabilities 1-2, 5-6, 8-9, 17, 81, 83, 86-87, 89, 95, 106
change management 4, 259-260, 264, 273
competition 2-3, 14-15, 24, 107, 233, 235, 238, 241-

242, 244-245, 247, 249, 251-252, 255, 259
consensus 9, 13-14, 20, 63-65, 69-70, 72, 74, 258
criteria 1-4, 7, 10, 15-16, 22, 28, 31, 66, 68, 71-72, 74, 

116-118, 120-122, 126
customer 1-3, 7-11, 13, 22, 80-89, 94-100, 102-106, 

113-114, 301, 303
Customer Relationship Management (CRM) 82, 86, 

94, 96, 114

D
data 1-14, 16-23, 25-31, 33, 35, 64, 66, 68, 70, 80-82, 

84, 87-88, 94-95, 97-99, 101, 104, 113, 115-116, 
121, 124, 126, 233-236, 244-245, 247, 250-252, 
257-258, 264, 269-270, 290-292, 295, 297, 301-
302, 305, 309-310, 312-316, 318

data collection 4-5, 8, 12, 19-20, 25-28, 35, 68, 80, 
87, 94, 113, 291

data mining 2-3, 5-6, 17, 21, 84, 98, 291
Data Reliability 68, 80
decision making 1-11, 16-18, 20-24, 63, 65, 80, 99, 

116, 292, 295
decisions 1-6, 8-11, 14, 19-20, 22-23, 25, 28-29, 31, 

35, 68, 82, 87, 89, 95, 101, 116, 127
Delphi 63-74, 80
Delphi study 63-64, 66-74
Direct Performance 7, 20
Distributor 22, 114

E
effective performance 7, 9-10, 20, 290
ELECTRE I 115-117, 119-120, 123-124, 126-127
employees 3-7, 14, 17, 20, 84, 88-89, 97, 99-100, 102, 

104-105, 124, 245, 251, 258-264, 270, 273
Employees Ranking 20
enterprise resource planning 2, 4, 21
Entrepreneurship 7, 72, 233-235, 239-240, 242, 247, 

251-252, 255
Errors (ei) 10, 16
evaluation 1-9, 11-17, 33-34, 66, 68, 72, 81, 88, 95, 

115-116
expert panellists 68
experts 3-5, 15, 27, 63-66, 68-72, 74, 80, 264-267, 270



Index

398  

F
factor analysis 13, 21, 23, 26, 40
Feedback in internal communications 263, 273
field experiment 24, 28
fuzzy set theory 1-3, 5, 15-16, 21

H
human resource management 1

I
ICT 1-3, 5-6, 9, 11, 14-17, 31
improvement 1-7, 12-14, 16, 31, 34, 82, 89, 96-98, 

100, 102, 104-106, 126
indicator 4-5, 8, 10, 12-13, 16, 21, 25, 31, 236, 241-

242, 244-245, 247, 251
Indirect Performance 11, 13, 20
information overload 1-2, 9, 24, 28
Information Systems 1-7, 17, 20-21, 82, 88
information technology 1-3, 21, 98-99
infrastructure 1-9, 13-14, 16, 21-22, 31, 235, 256
innovation 32, 80-81, 83, 86-87, 89, 95, 100, 106, 

233-235, 237-239, 241-242, 244, 251-252, 255
integration 1-4, 6, 10-11, 14-17, 22, 31, 80-83, 85-87, 

89, 96, 101-102, 105, 107
internal communication tools 258-270, 273
internal communications 258-265, 269-270, 273
investment 2, 4-9, 13-14, 22, 97, 104, 106, 233, 235-

238, 245, 247, 249-250, 252, 256
ISO 15189 1, 3, 9, 15-16, 22

L
latent variable 5-6, 8-9, 11, 13-15, 21-22, 26, 31
Lean management 95-96, 105, 114
logistics 4-5, 13, 95, 104, 114
LuMiR project 1, 25

M
Manufacturer 22, 114
marketing strategy 2, 6, 28-29
Markov 290-295, 297-298, 300-305, 313-315
Mathematical modeling 1, 292
MCDM 2-5, 7, 15-16, 22, 116
medical laboratory 1-3, 9, 11-12, 15, 22
methodology 1-5, 8, 11-13, 18, 20, 23, 31, 34, 68, 

83, 116, 305
Metropolitan Statistical Area (MSA) 16

modeling 1-7, 10, 13-14, 16, 18-22, 31, 34-35, 40, 80, 
95, 291-292, 300

multiple linear regression 9-13, 16
multiple regression analysis 11

N
network 1-4, 11, 14, 16, 22
New Product Development (NPD) 80-84, 86, 88-89, 

95, 100
New Product Manufacturing (NPM) 86, 95
non-systematic methods 2-3, 20

O
office automation 1-2, 6-7
Operating Theatre 124, 127
Operations Efficiency 80, 95
Organisational Change 273
organizational change 258-260, 264-265, 269
organizational performance 1-7, 9-11, 16, 89
overspending 1-5, 8, 11, 14, 22-25, 29

P
path analysis 21, 23
performance 1-17, 20, 22, 72, 81-84, 86-87, 89, 95-96, 

101, 107, 114-115, 118, 120-122, 124, 235, 241, 
244, 250-251, 255, 259, 263, 290-291, 301, 316

Performance Management 1
Performance Measurement 2, 4, 7, 16, 20, 87, 290
practical flowchart 23, 35
predictive analytics 1-3, 13, 16, 84-85
Predictive Modeling 1
purchasing management 80

Q
qualitative research 19-20, 25-26, 35, 64, 80
quantitative methods 19-21

R
R2 9, 12-13, 16-17, 236, 239-241
regression analysis 1-5, 8-11, 13-14, 16, 18, 21
regression coefficient 4-5, 7-9, 11-12, 16
regression modeling 3
research method 2, 40
Result Validity 80
Retailer 22, 114
RFID-Embedded Technologies 95



Index

  399

Risk behavior 23, 29

S
Selection Teams 115, 127
SEM Application Algorithm 40
simple linear regression 3-4, 7-10, 12-13, 16
Simple regression analysis 3, 11
simulation game 2, 6-7, 11, 14, 22-25, 29
Skills 3-4, 6, 13, 17, 69, 106, 233-239, 243, 247, 251-

252, 256, 291
software 3, 5-10, 13-14, 16, 21, 30-31, 33, 82, 97-99, 

103, 107, 114
Stratton Warren System (SWS) 103, 114
Structural Equation Modeling (SEM) 1, 9, 13, 233, 252
student retention 290-292, 301
supplier 3, 22, 80, 82-89, 95-96, 101, 106, 114
Supply Chain Integration 1, 3
supply chain management 2-3, 7-9, 86, 95-96, 114
Supply Chain Management (SCM) 86, 95-96
Surgical Team 115, 127
Systematic Methods 4, 20

T
technology 1-6, 8-10, 21, 32, 80-81, 84, 86, 89, 95, 

98-99, 102, 238-239, 243, 261, 263, 290, 301
tools 1-3, 5-13, 16-17, 19-25, 27-28, 35, 81, 83, 258-

270, 273, 292
transportation 1-10, 13-14, 16, 22, 84, 235, 241, 297
transportation infrastructure 1-3, 5-7, 13-14, 16
Transportation Performance Index 1-3, 6-7, 16
trapezoidal fuzzy number 5-7, 22

V
variable 3-16, 20-23, 25-26, 31, 40, 86, 245, 247, 251, 

294, 298, 318
Vendor-Managed Inventory Systems (VMI) 101, 114
VIKOR 1-3, 5, 7-9, 14-16, 22

W
workflow 3, 7-8




	Title Page
	Copyright Page
	Book Series
	Editorial Advisory Board and List of Reviewers
	Table of Contents
	Detailed Table of Contents
	Preface
	Chapter 1: Predictive Analytics for Infrastructure Performance
	Chapter 2: Structural Equation Modeling Algorithm and Its Application in Business Analytics
	Chapter 3: An Integrated Fuzzy VIKOR Method for Performance Management in Healthcare
	Chapter 4: An Analytical Algorithm for Delphi Method for Consensus Building and Organizational Productivity
	Chapter 5: New Product Development and Manufacturability Techniques and Analytics
	Chapter 6: Transformation of CRM and Supply Chain Management Techniques in a New Venture
	Chapter 7: A Hybrid AHP-ELECTRE I Multicriteria Model for Performance Assessment and Team Selection
	Chapter 8: Predictive Modeling as guide for Health Informatics Deployment
	Chapter 9: Analytics Overuse in Advertising and Promotion Budget Forecasting
	Chapter 10: Mastering Business Process Management and Business Intelligence in Global Business
	Chapter 11: Information and Communication Technology Impact on Supply Chain Integration, Flexibility, and Performance
	Chapter 12: A Causal Analytic Model for Labour Productivity Assessment
	Chapter 13: Effective Tools for Improving Employee Feedback during Organizational Change
	Chapter 14: A Conceptual and Pragmatic Review of Regression Analysis for Predictive Analytics
	Chapter 15: Student Retention Performance Using Absorbing Markov Chains
	Chapter 16: An Analytical Employee Performance Evaluation Approach in Office Automation and Information Systems
	Compilation of References
	About the Contributors
	Index
	Optional Back Ad

