


 
 
 

 

“This book takes a helpful evidence-based approach to reviewing and classifying 
the many psychological biases relevant to those working in organizations and 
with change practices—it offers important insights for research and practice 
around how these biases affect us and the social motives behind them.” 

—Thomas Calvard, University of Edinburgh Business School, UK 

“A reliable compass and guideline for the theory and practice of organizational 
change.” 

—John Rijsman, Tilburg University 
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and explain the thoughts, feelings, and behaviours of individuals, knowledge of how the 
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field of organizational behaviour and change management. 
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science show that they are neither. Organizational Behaviour and Change Management: The 
Impact of Cognitive and Social Bias aims at unleashing the potential of cognitive and social 
biases to develop a more effective change management theory and practice. To do so, 
we analysed and assessed thousands of scientific articles. The most prominent biases are 
structured by using a practical and comprehensible framework based on five core social 
motives (belonging, understanding, controlling, trusting, and self-enhancing). 
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Foreword
 

The privilege of writing a foreword to this well-written, sound, and highly 
inspiring book is deceptively simple, because one feels inclined to simply 
say “I agree,” and I leave it to the readers to understand for themselves what 
I agree with. Adding more words to it (just like adding more notes to a Par­
tita [ordered set of instrumental music] or more lines to a Miro), might not 
improve the final product but rather diminish it. I need to say one thing in 
advance, though, with which I do not agree: The authors refer to me as one 
of the giants on whose shoulders they stood on to write this book. Although 
I had several profound conversations with them on numerous occasions and 
on various issues in social psychology including bias, I always felt the need 
to learn at least as much from them as they have hopefully learnt from me. I, 
therefore, consider this statement more an expression of a generosity bias than 
a rational judgement. But since I learnt that bias is also linked to survival, 
I will not disregard it, but take it home as a precious gift. 

The topic of this book—biases and their possible implications for change 
management—is central to social psychology. Social psychology, indeed, is 
the study of human interaction as far as it is the production and processing of 
meaning. If social psychology were merely the study of the interaction, then 
the study of stones and plants would also be social psychological because they 
also interact; however, they do so only in a mechanical or biological way and 
not in a psychological way. Social sciences, unlike the sciences of matter, are 
characterized by a paradoxical distinction, namely between description and 
prescription. Astronomers never say what stars should do but only what they 
will do, based on what they have seen them do in the past. When they say 
something about the future of stars, it is prediction, not prescription. In the 
world of meaning, on the other hand, we can describe the habits of thought 
in a cultural and historical context and then suggest doing it differently in 
the future. This involves the use of standards that are moral, or legal, but also 
rational. In fact, that is what happens in the study of biases—first looking 
at the typical or frequent deviations from these standards and then inform­
ing those deviating about their tendencies to help them become better when 
needed. I have often felt that social psychology as a whole is about such 
discrepancies, because many experiments are used as mirrors of reflection 
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to see on the stage of research what we usually do in ordinary life, and then 
analyse the remnants of these reflections for use in education or politics, or, 
as is the case here, in the field of change management. 

My first encounter with the concept of ‘bias’ as describing the difference 
between description and prescription—or between how things appear to be 
in the continuous world of meaning and how we think they should be—was 
when I attended the fourth interdisciplinary research conference “Utility, 
Probability, and Human Decision Making,” held at the Mathematical Insti­
tute of the University of Rome in 1973. In the second session, right after 
the opening session by Bruno De Finetti on the value of studying subjective 
evaluations of probability, two relative newcomers in field (at least in the eyes 
of social psychologists), Amoz Tversky and Daniel Kahneman, presented 
and discussed three so called ‘biases’—(1) representativeness, (2) availabil­
ity, and (3) adjustment—right from the beginning in their talk “Judgment 
under Uncertainty: Heuristics and Biases.” I  still remember the laudatory 
comments at the end of their talk, but nobody could have imagined that 
this was the start of a new area of research that would dominate psychology 
for decades and would finally convince experts in related domains, such as 
economics, that their standards of rationality were normative and not repre­
sentative of what people really do, unless highly trained and very reflective 
(sometimes not even then) because many of the studies on bias were actu­
ally done on experts, including mathematicians. Apparently, we need more 
than expertise to avoid biases; we also need mirrors that speak and teach. 
The peak of this new type of research was Kahneman and Tversky’s 1979 
publication ‘prospect theory,’ or the study of how a particular form of bias 
called ‘loss aversion,’ influences decision-making under conditions of risk. 
It was primarily for this publication that Kahneman (Tversky had passed 
away by then) was awarded the Nobel Prize in economics in 2002, mark­
ing the public recognition of a new field of economics called ‘behavioural 
economics.’ Before that, an explicit recognition of that type of research had 
already existed within psychology but much less within the department of 
economics or at management schools. At my own university in Tilburg, a 
chair on ‘economic psychology’ was created in 1971 and a new association 
and related journal, The Journal of Economic Psychology, was launched shortly 
after, but these were restricted to the faculty of psychology and did not 
extend to the department of economics. The attitude towards this field in 
these related faculties or departments has changed enormously since, and 
this book is only one of the signs of that, and fortunately a very good one. 
It is sound, rooted in reliable observations, and is well organized, so that 
we can not only identify the biases but also grasp their relations in terms of 
function and underlying motivation. 

For me, the idea of loss aversion—or weighting losses more heavily than 
symmetrical gains—was not new at all. In fact, I had already developed that 
same idea, but in a somewhat different way, in my own work on social com­
parison that formed the core of my doctoral dissertation in 1970 and part 
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of which was published in the European Journal of Social Psychology in 1974. 
(It has also been published in different ways in various books and journals, 
but never under ‘bias,’ only as a matter of fact.) To cut a long story short, 
I  simply analysed the process of comparative preference in a formal way 
and found that the motivational structure of such a preference is by defini­
tion asymmetrical with negative outcomes (or losses) looming larger than 
positive ones, thus not as a bias but as a formal necessity. The logic of that 
conclusion can easily be grasped by realizing that to compare, one needs to 
assimilate the entities of the comparison in the same category of meaning; 
hence, a pressure towards similarity. Similarly, to prefer one must also dis­
criminate the preferred entity from the nonpreferred one in a positive direc­
tion; hence, a positive discrimination and pressure towards similarity at the 
same time. The equilibrium of these two pressures together is obviously just 
better. However, since comparability or the possibility to associate elements 
in the same category of meaning diminishes with distance, the linear sum 
of these pressures has to be weighted with distance. This results in a curve-
linear function of motivation, with negative outcomes, or losses, looming 
larger than positive ones—in other words, the same conclusion Kahneman 
and Tversky drew a decade later—but with high motivational value at the 
point of equality and a complete loss of motivation at the extremes, or very 
large loss and very large gain. The notion of gain and loss that Kahneman 
and Tversky used was not between the self and the other, as in my case, but 
between the current wealth of self and prior wealth of self. Needless to say, 
the general principle of comparative preference is exactly the same in both 
cases. 

The functional representation of motivational asymmetry between gains 
and losses that Kahneman and Tversky used was intuitive and not based on 
any formalism at all. It is not so much on the basis of that representation 
that they gained recognition in the field of economic decision-making but 
on the basis of their concrete studies of decision-making under conditions 
of risk, which often left rational observers flabbergasted. For example, in 
a famous experiment (of which I present here only an abstracted version), 
when they let people starting from a possession of 0 to choose between a 
certain gain of +1 and gambling with 1/3 chance to gain +3 and 2/3 chance 
to gain nothing, they found that most people preferred the former, or cer­
tainty above risk. If, however, they let people starting from a possession of 3 
to choose between a certain loss of −2 and gambling with 2/3 chance of los­
ing −3 and 1/3 chance of losing nothing, most people preferred the latter, 
or risk above certainty. This cannot obviously be explained in classic terms 
of rational decision-making, or of maximizing absolute outcomes, because 
the final absolute outcome is exactly the same in both cases—1 (starting 
from 0, a gain of 1 leads to 1, just as starting from 3, a loss of 2 leads to 1, and 
the expected utilities of the gambles, or the sum of their possible outcomes 
weighted with their respective probability of occurrence, is also 1). Kahne­
man and Tversky explained this in terms of their model of motivational 
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asymmetry, with losses looming larger than gains, but it is easy to demon­
strate (as I actually did in a manuscript that I shared with the authors of this 
book) that it is not their assumed asymmetry that might explain this, but the 
nonlinearity, or the assumption that the attraction to gains and the aversion 
to losses, bends off at the extremes. In fact, when we remove the nonlinear­
ity from their representation and keep only the asymmetry in a linear form 
on both sides, the explanation in terms of motivational asymmetry not only 
fails to work, but also makes the reversal of attitude towards risk depending 
on framing impossible. 

Anybody familiar with the experiment in question looking at it in a 
rational unbiased way can verify this immediately. However, in compar­
ing my own model of motivational asymmetry (which was developed in 
the context of social comparison) with that of Kahneman and Tversky’s 
(which was developed in the context of economic decision-making), I also 
hit upon what is probably the most important bias in the social sciences field 
as a whole, and extremely relevant to change management: the logic of the 
observer versus that of the motivated actor. My approach to motivational 
asymmetry was from the standpoint of what happens to the self-referent 
actor or the ‘ego subject’ as I call it. However, in prospect theory and in eco­
nomic theory in general, the actor is defined as a third person, a he or she, to 
whom certain characteristics are attributed that are inferred from what the 
theorist sees when looking at the world as a noninvolved external observer. 
From such a noninvolved perspective, it is obvious that all actors should be 
motivated in the same way by maximal absolute gain and minimal abso­
lute loss, because they all represent the same theoretical homo economicus. 
In real life, however, nobody is a representation of the he or she we talk 
about. Instead, everyone becomes the one and only ego-subject with the 
one and only self in which all other people are the other ones. Therefore, 
when using the knowledge and understanding of biases in change manage­
ment, I think we need to add this simple insight to the list of biases because 
nobody can live and work in a position of the he or she in a theory but only 
in a position of a living ego with a living self. 

It becomes easier to understand the moment we translate the word change 
to Dutch: ver-Anderen, or literally ‘othering.’ When change is interpreted 
that way, then, as research and practice has shown very clearly, we immedi­
ately get resistance to change, or resistance to othering. Normal loving parents 
know this very well because they treat their children not as other people but 
as people like themselves and sketch a positive image of that self even before 
any assessment centre has any proof of this. Those who get that message 
are then usually very eager to prove the validity of what they hear, which 
is not othering, but just the opposite, namely, of changing behaviour in 
a way that confirms what they were told they already have—the value of 
their self. Therefore, normal parents can be very strict and realistic, or look 
at their children’s potential in directions that can be fulfilled in practice. This 
theme of ‘motivation’ as the underlying basis of bias in human judgement 
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and decision-making could be added to the list of motivations mentioned 
in the book already, unless we see it as part of what the authors, along with 
Fiske, call ‘the motivation to belong.’ This brings me back to what I learnt in 
the initial days of my education as a psychologist from my highly esteemed 
professor in general psychology, Jozef Nuttin Sr., then president of the divi­
sion of motivation in the World Union of Psychology—that human learn­
ing and development are offered as projects wherein the things that we need 
to learn (e.g., new skills and performances) contribute to what does not 
change—the beloved self. No wonder then biases exist in the evaluation of 
probabilities, because if we were to start from pure realism in judging new­
comers, we would throw them all away immediately because nothing good 
is there yet. It is only by looking through responsible eyes, or eyes that help 
make things happen that biases become reality. I believe that this book, used 
in a reflective way, can be extremely helpful in making change managers, or 
anybody in a position of responsibility dealing with people—and are we not 
all somewhat in such a position—better agents of change. 

John Rijsman 



Preface
 

In 2017, three leading thinkers of evidence-based management (EBM) 
claimed: “In management education and practice, too much attention is 
paid to unfounded beliefs, ‘new’ insights, and success stories from famous 
business leaders. Instead, managers always need to ask whether the underly­
ing evidence bears scrutiny.”1 Continuing in their spirit, we have started a 
journey to fuel the field of organizational behaviour and change manage­
ment with evidence-based insights. The first stage focused on separating the 
wheat from the chaff by assessing 18 popular change management assump­
tions. The second stage aimed at unlocking the potential of social psychol­
ogy for the field of change management by describing and assessing 40 
relevant theories, including the social learning theory, social reinforcement, 
and social cohesion. 

Now we have come to the third stage of our evidence-based journey— 
“Organizational Behaviour and Change Management. The Impact of Cog­
nitive and Social Bias.” It builds on the first two stages, particularly on the 
second, and its social psychological theories. It is inspired not only by the 
ideas and insights of people like Kahneman, Tversky, and Rijsman, but also 
by those of Kurt Lewin, one of the founding fathers of modern change 
management and the master builder of the essential bridge between science 
and practice. In 1947 Lewin stated: “The study of the conditions for change 
begins appropriately with an analysis of the conditions for ‘no change’, that 
is, for the state of equilibrium.”2 The concept of bias has the potential to 
contribute to this analysis and the understanding of resistance to change and 
seemingly inconceivable organizational behaviour. Together with our very 
first book on change competence in the series, this is our fourth book in 
the Routledge Studies in Organizational Change and Development. We are 
proud to present this book and with it a more than promising next genera­
tion, personified by Cornell Vernooij, Judith Stuijt, and Maarten Hendriks 
as co-authors. This book is also the result of the contributions of Flore Lou­
wers, Julius Winter, and Ruben ten Have, our very talented and committed 
research team. We like to thank the strong, humble, knowledgeable, open, 
wise, and generous John Rijsman for his constant inspiration and support. 
We are honored by his willingness to write the foreword of this book. 



 

 

 

xviii Preface 

Inspired by John Rijsman and Kurt Lewin and other leading thinkers 
such as Susan T. Fiske and James Q. Wilson, our overarching goal is to make 
the world a better place by studying practical social and organizational issues 
and fueling the development of scientific practitioners. 

Steven ten Have and Wouter ten Have 

Notes 

1 Barends, E., Briner, R., & Rousseau, D. M. (2016). Foreword. In S. Ten Have, W. D. 
ten Have, A. Huijsmans, & M. Otto (Eds.), Reconsidering change management: Applying 
evidence-based insights in change management practice. Routledge. 

2 Lewin, K. (1947). Quasi-stationary social equilibria and the problem of permanent 
change. Organization Change: A Comprehensive Reader, 73–77. 
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1 Bias in organizations 
and change 

Steven ten Have, Cornell Vernooij, and 
Maarten Hendriks 

Introduction 

Decades ago, particularly between 1971 and 1979, Nobel Prize winner 
Daniel Kahneman and Amos Tversky, two of the most influential thinkers 
on human decision-making, put the traditional rational decision-making 
model up for discussion. They focused on the systematic deviations and 
put forward recognizable patterns in the judgement (errors) of humans. We 
have learned to call these systematic deviations ‘biases’ or ‘heuristics.’ In his 
bestseller Thinking, Fast and Slow (2011), Kahneman declares: “I hope to 
enrich the vocabulary that people use when they talk about the judgements 
and choices of others, the company’s new policies or a colleague’s invest­
ment decisions.” And, as we can conclude decades later, he and Tversky 
surely did. They enriched our vocabulary with concepts such as groupthink, 
confirmation bias, framing, and priming. These labels are being used more 
often and are indispensable when thinking about human behaviour these 
days. 

An explorative search on Google on the term ‘bias’ shows a wide range of 
more popular articles and dozens of books concerning the topic. Individual 
biases also have been thoroughly discussed in science; thousands of scien­
tific journal articles have been published. Biases are ‘all over’ and numer­
ous; Wikipedia shows a total of around 175 biases listed and grouped into 
a set of categories (e.g., decision-making biases, social biases, and memory 
biases). These biases are not always mutually exclusive, while some overlap 
with other biases with other names. However, it illustrates without doubt, 
the popularity of and the attention to the concept ‘bias.’ It also indicates 
that the knowledge and insights regarding biases is in a way fragmented and 
not always well structured and evidence based. Bias is a popular and strong 
concept with a lot of potential and deserves to be further developed in a 
structured and evidence-based way. In doing this, science and practice will 
be served, bridging to a certain extent the gap between popular books and 
scientific insights. 

To illustrate its popularity and relevance, we point at a McKinsey sur­
vey of 800 corporate board directors regarding bias. The researchers found 

https://doi.org/10.4324/9781003288237-1
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that reducing biases was the number one aspiration of high-impact boards 
(Sibony, 2019). It appears that business leaders are increasingly beginning 
to realize that they should understand more and do something with their 
understanding about this phenomenon or concept in their organizations 
and for their own strategic decisions. But how to understand this complex 
topic with its fragmented knowledge? What does practice tell us? What can 
science teach us? What will help organizations, their people, and leaders to 
move further? In this book, we aim to answer questions such as these regard­
ing biases. To do this, we have analysed and assessed thousands of scientific 
peer-reviewed journal articles. Based on this, we will provide scientists and 
practitioners with the best available evidence, linking biases to organiza­
tional behaviour and change. This is the purpose of our book, ‘Organiza­
tional Behaviour and Change Management: The Impact of Cognitive and 
Social Bias.’ 

Given the purpose and the related book title, a point to be noted is the 
relationship between the concept of bias and social psychology. Although 
not an exclusive one, it is obviously an important and fruitful one. In this 
book, we explore and structure this relationship, making use of the practi­
cal insights and evidence-based findings from our earlier book ‘The Social 
Psychology of Change Management.’ 

In this introductory chapter, we elaborate on the concepts of bias, organi­
zational behaviour, change management, and their conceptual and practical 
relationships. In addition, we pay attention to the evolutionary origin of 
biases and the positioning of social motives as driving forces behind biases. 
We also explain the approach and structure of the book. 

Biases, organizational behaviour, and change 

According to American psychologist and personality theorist George Kelly, 
who is considered the father of cognitive clinical psychology, people act 
as naive scientists when trying to make sense of the world around them: 
people want to understand themselves and their surroundings, make predic­
tions about what will happen next, and create theories to explain events 
or their behaviours and those of others. However, our predictions and 
theories are not formalized as a professional scientist’s would be. Instead, 
we believe people see the world through their own lenses, based on their 
uniquely organized systems of construction, which they use to anticipate 
events of behaviours. Human thinking is thus not purely rational; instead it 
is hampered by numerous mental shortcuts. Because humans do not con­
form to the economists’ theoretical model of rational decision-making, 
they are prone to making shortcuts, and therefore, mistakes—and not just 
any mistake, but systematic, nonrandom, and predictable mistakes. We call 
these systematic deviations from economic reality ‘biases.’ An organization 
is exclusively made up of and governed by humans embodied with biased 
thinking, which makes organizations eminently prone to biased behaviour. 
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Weick (1979) describes an organization as “a body of thought, thought 
by thinking thinkers.” From this perspective, an organization is not a 
stable, objectively determined unit, but instead a dynamic, subjectively and 
inter-subjectively determined phenomenon. From their own perspectives, 
members of organizations, groups, and subgroups in collaborative settings 
develop their own subjective or intersubjective social reality. In the case of 
decision-making, biases in the negative sense are cognitive mistakes. They 
arise from conscious or subconscious irrational thought processes. Businesses 
and institutions, however, are understood to perform objectively, resolutely, 
and effectively, based on their purpose—their economic or social remit—and 
to change where required (Bower, 2000). In addition to arbitrary and 
favourable circumstances, an organization needs a clear direction and the 
capacity to actually do so. ‘Decision making’ is a key concept in organi­
zational behaviour when it relates to direction, and ‘collaboration’ is a key 
concept in relation to capacity. Biases can have a strong influence on both 
decision-making and collaboration. For instance, Kahneman describes the 
‘halo effect’ as an example: a particular positive quality, such as good looks, 
suggests that the person also has other positive qualities such as intelligence 
or social skills. This halo effect also applies to organizations (Rosenzweig, 
2007). High-performing organizations, such as Google, are thus attributed 
with a brilliant strategy or excellent leadership, even though this has not 
necessarily been proven. Kahneman (2011) states that the availability of 
diagnostic labels for this type of very human tendency makes them easier to 
anticipate, recognize, and understand. 

The bias blind spot 

Before we start diving deep, it is crucial to point out the meta-bias that 
fosters all biases, the so-called ‘bias blind spot.’ The bias blind spot causes 
people to believe they are less biased in their judgements than others. The 
term, named after the visual blind spot, was introduced by social psycholo­
gist Emily Pronin and her colleagues Daniel Lin and Lee David Ross in 
2002. Kahneman once said: “We can be blind to the obvious and we are 
also blind to our blindness. When someone is blind to ones’ own biases one 
cannot change or influence their own biased behaviour.” Creating awareness 
of biased behaviour in a person is the first step towards reducing the pos­
sible negative effects of biases. This book helps in creating knowledge and 
awareness regarding biases. The knowledge gained from this book can sub­
sequently be used to create meaningful and effective interventions within 
organizations to reduce the possible negative effects of biases. We provide 
diagnostic labels for the tendencies and biases as referred to by Kahneman 
in so far as they relate to organizations and changes. We use examples to 
link those biases to the important organizational processes such as decision-
making and collaboration. It is our aim to help managers, advisors, employ­
ees, and everyone related to organizations to recognize and perhaps prevent 
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the negative sides of biases, respond to biased behaviour, or use biases to 
their advantage. Shown biased behaviour must be understood and handled 
with respect. Attention to biases and other distortions in our thinking will 
lead to a better understanding of behaviour and change in organizations. 
Biases and tendencies are markers and together form the heat maps help­
ful during our search for functional and dysfunctional individual and social 
human behaviour in organizations. Recognizing and acknowledging biases 
will help choose targeted interventions and methods. This makes the appli­
cation of those interventions and methods more likely to succeed, less risky, 
and above all, more human. 

Negative bias about bias 

With ‘preoccupation’ and ’prejudice,’ the most common translations of bias 
illustrate the ‘negative bias about bias.’ The often used and more neutral 
translation of bias ‘tendency’ can be seen as an exception. Biases are gener­
ally seen as cognitive errors or are described as irrational, erroneous lines of 
thought in humans. All-in-all, not very positive or constructive. However, 
biases, as biological or society-based bundles of knowledge and experience, 
do or can have positive effects. There is a positive side to biases as a product 
and factor of biological and social processes; therefore, we must not only 
look at biases negatively. It seems wiser and more helpful to approach and 
manage biases in a nuanced, appreciative, and balanced way. If biases are 
negative, then this is mainly related to excess influence towards one end 
of the spectrum. For instance, conformity to a group is in basis a good 
thing. Learning from each other and adapting to each other and increasing 
efficiency and speed can be important basic elements for the survival, func­
tioning, and performance of groups. Nevertheless, when individuals lose 
their own opinion and identity, it becomes problematic. In addition, a bias 
can also be undesirable due to the obsolescence or absence of a function of 
once-useful routines and mechanisms, the evolutionary remnants rest deep 
in our brain (Vroon, 1989). Biases are, after all, mental shortcuts formed 
through millions of years of evolution. If biases were not useful for human 
survival, the responsible genes would have not been conveyed to the next 
generations. What made or makes biases useful for humans and why is there 
a generally negative attitude towards biases nowadays? 

The evolutionary origin of biases 

The starting point of finding an answer to the origin of biases lies in the biol­
ogy of the human brain. The human brain makes up only 2 percent of the 
body’s mass and uses approximately 20 percent of the body’s energy (Rolfe & 
Brown, 1997). The brain thus uses a disproportionate share of a human’s 
available energy intake. It is remarkable that during evolution, the human 
brain has tripled its size relative to the body and that the neural density of the 
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brain has increased significantly (Harris et al., 2012). The growth of the brain 
was accompanied by greater cognitive powers, which gave humans their evo­
lutionary edge to survive and thrive over thousands of years. The human 
cognitive capabilities compensated for a lack of strength, speed, and claws. 
However, with great cognitive power comes great energy consumption. The 
brain’s neural computation is a metabolically expensive process. Therefore, 
the human brain adapted itself to use the available energy as efficiently as pos­
sible. The evolved brain uses only a measly 20 watts in rest, which is much less 
than a glowing lightbulb. To put this into perspective, with current technol­
ogy a supercomputer thousand times as powerful as the best supercomputer 
in existence, with an energy input stemming from a fully operating nuclear 
power plant, is estimated to have abilities equal to the human brain (Furber, 
2012). Biases are one of the important evolutionary energy-saving measures 
and are therefore crucial to our survival and day-to-day functioning. 

Biases help quickly assess and respond in (social) situations without using 
too much of the brain’s valuable processing power. They are part of the fast, 
effortless, and irrational system 1 thinking introduced by Daniel Kahne­
man (Kahneman, 2011). Kahneman introduced two systems of thinking, 
systems 1 and 2. System 1 thinking is intuitive and unconscious and can be 
considered the autopilot mode of thinking. We use system 1 when driv­
ing a car on an empty road, solve 2+2=? or read a billboard sign. System 
2 however is slow, rational, effortful, calculating, and conscious. We use 
system 2 when directing our focus on a deliberate task such as solving a 
puzzle, trying to remember what we did last weekend, or when riding a 
bike for the first time. To save energy, humans mostly use system 1 think­
ing. Automatic thinking is an efficient process that enables saving up our full 
focus and energy for important matters that require attention. The brain’s 
energy consumption would simply be inconceivably high if a person has to 
consciously register all the details in its surroundings and make choice with 
meticulous calculation. 

Evolution has thus made the human brain very energy efficient, but this 
limited energy use places restrictions on the brain’s information process­
ing capacity (Harris et  al., 2012). Cognitive biases work quick and dirty, 
which leave room for mistakes. Humans have a built-in margin of error 
that is, from an evolutionarily point of view, acceptable when compared 
to the upside of biases. When humans were hunter gatherers, survival was 
their main priority. This came down to not dying, which meant preventing 
fatal situations and learning from these to avoid such circumstances alto­
gether became more important than seeking positive situations. Humans 
have, therefore, a built-in negativity bias (the tendency to give more weight 
to negative compared with positive information), which makes the memory 
of the time they almost got eaten by a bear more vivid and significant than 
the time they ate a delicious apple. 

Nowadays people do not encounter deadly predators, which makes 
survival considerably easier and not the main priority anymore. Most 
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contemporary humans have shifted their focus from survival to living a 
fulfilling and happy life. As the once-valuable negativity bias can hinder 
humans in the quest for their newfound life goal, the current society has 
rejected it. The same applies to the well-known bias ‘groupthink.’ For early 
humans, being banished from their tribe to live the life of a lone wanderer 
was akin to a near-death sentence. It was therefore evolutionarily beneficial 
to maintain harmony and conformity in the group and be overly agreeable. 
These days, however, critical thinking and creativity are valued when it 
comes to decision-making processes in organizations. Consequently, board 
room members, managers, and employees are expected to convey a multi­
tude of perspectives and challenge the status quo. The modern-day focus on 
diversity in organizations is a good example of the desire to bring different 
perspectives to the table. 

Evolution takes millions of years, modern society, however, develops at an 
exceedingly high pace, which could make the human brain outdated. Biases 
can be seen as the evolutionary collateral damage of something that was once 
a very useful built-in script. However, certain biases in general are still basic 
useful human tendencies that we should not immediately discard. As said 
earlier, most biases have unfavourable effects when they drive people too far 
towards irrational behaviour. But it is valuable to keep in mind humans are 
irrational beings, and their irrationality is also one of their greatest powers. We 
argued that groupthink is unfavourable in modern organizations. This is only 
the case when excessive groupthink hinders decision-making. Groupthink in 
itself is a useful construct that makes people in general strive for harmony and 
conformity. Organizations and teams without any harmony and conformity 
would end up with undesirable decisions and working conditions. The same 
applies to the negativity bias. The tendency to put more weight on negative 
rather than positive information motivates people to learn from negative situ­
ations and help them to avoid these situations in the future. 

Using biases to our advantage 

We could compare biases to medicines; the right doses can help us thrive, 
but we must be careful not to overdose, or underdose. Therefore, as said 
before, it is essential to approach biases in an appreciative and balanced man­
ner without completely condemning them. In addition, biases also help to 
make organizational behaviour more predictable. While human behaviour 
is unpredictable, understanding the tendencies of all humans helps under­
stand and subsequently reshape certain unwanted behaviours in ourselves 
and within organizations. When biases are properly understood, they can 
contribute to efficiency, speed, pragmatism, and risk management as well as 
explain, predict, and manage the consistency and perseverance of organiza­
tions and organizational change. It is difficult, or even impossible, to per­
suade people in organizations to go along with a plan or concept, even 
if there are clear benefits or gains for those people. Understanding their 
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cognitive biases increases the chances of successfully influencing them. 
A useful example is the ‘outcome bias.’ The intended or actual result of a 
change process can be of high value in the form of a more customer-focused 
and socially responsible organization. That outlook may persuade some of 
the employees involved to exhibit the desired behaviour as they under­
stand that a direct, increased material reward is waiting. The ‘salience bias’ is 
another example. This bias teaches us that it may be more effective to limit 
the arguments for a desired change to only a few factors that are particularly 
relevant to the employees involved. In other words, change actors may reach 
their goal sooner by emphasizing the two benefits of the desired change that 
are relevant to employees rather than providing a correct but drawn out and 
uninteresting presentation of the change. 

Standing on the shoulders of giants 

Kahneman, Tversky, Rijsman, and other scientists have conducted consid­
erable valuable research and shown us that human behaviour is irrational. 
Their research refuted the prevalent dominant assumption of humans as 
rational agents who objectively weigh the outcome of their choices in their 
decision-making. These pioneering scholars founded behavioural eco­
nomics and paved the path for thousands of scholars to delve even deeper 
into the irrational minds of humans. This became even clearer during our 
research as we sifted through an extraordinary number of scientific stud­
ies. We believe this vast amount of knowledge is amassed from a variety 
of biases that were only partially understood in relation with each other. 
Furthermore, we found that several biases lacked valid scientific backing and 
practical advice regarding the use or prevention of certain biases. For this 
book, we have selected the biases that were represented with a reasonable 
amount of evidence (meaning more than a few standalone studies) in scien­
tific literature (primary biases). We structured them into a coherent model, 
analysed the available knowledge, and made this knowledge applicable for 
organizations and change. We believe that all biases must be viewed with 
both a practical and holistic outlook so that organizational frameworks and 
behaviours can be changed in an effective and adequate manner. Neverthe­
less, we want to stress that this book would have never possible without the 
exemplary work of all scientific researchers who laid the bases for all the dif­
ferent biases. We therefore want to express our gratitude to all scholars that 
added to the knowledge of biases with a quote inspired by Isaac Newton: 
“We, the authors of this book, could only expand the existing knowledge 
on biases by standing on the shoulders of giants.” 

Social motives underlying biases 

While standing on these shoulders, providing you with the latest insights 
from scientific literature and connecting biases to the change management 
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practice is one thing, but structuring biases into a practical and comprehen­
sible framework, we believe, will make application of or intervention on 
biases more accessible and adequate. We have organized the different types 
of biases with the help of the core social motives by Fiske (2010): “Fun­
damental, underlying psychological processes that impel people’s thinking, 
feeling, and behaving in situations involving other people.” This pertains 
to the following five motives: belonging, understanding, controlling, trust­
ing, and enhancing self. The model gives the relative position, relationship, 
or interaction and interdependency of the five core social motives and the 
underlying biases. By combining these motives with the types of biases that 
may appear in organizations and its employees, we want to gain more insight 
into possible distortions and understand what they can mean for change 
processes in organizations. In chapter 2, we elaborate about the model and 
the methodology we used, but before doing so, we provide you with a brief 
overview (see chapters 3–7 for an extensive discussion on the examples of 
biases): 

•	 Belonging, the central core social motive, pertains to the idea that people 
want stable relationships with others to enable them to survive both 
psychologically and physically. The need for social belonging is the 
building block for good collaboration and decision-making, but it can 
also be an obstacle. A strong, very cohesive team can move mountains 
when it cooperates effectively. The social bonds in such teams are some­
times so intense that it can be described as a team of friends or a fam­
ily culture. However, this may lead to minimizing conflict (including 
fruitful conflict), a lack of criticism and feedback within the team, and 
a hostile attitude towards the outside world and things that are differ­
ent (in-group vs. out-group). The status quo bias and groupthink are 
examples of biases connected to the need to belong. 

•	 Understanding refers to the motivation people need to understand, pre­
dict, and give meaning to their environment. This means that peo­
ple want to understand the rationale behind a proposed organizational 
change: What is the (strategic) reasoning and the ultimate goal of the 
organization or the change? Biases related to understanding show us 
that not all of it is rational but that more cognitive processes play a 
large part in comprehending and accepting change. Attentional bias and 
framing effect are cognitive biases related to understanding. 

•	 Controlling is the need for perceived contingency between behaviour 
and outcomes. A certain sense of control urges people to improve or 
learn from past or present situations to increase their control even fur­
ther. In times of organizational change, people may feel that their exist­
ing sense of control and competence is being challenged or threatened. 
Here, perception is reality. It often revolves around the immediate (per­
sonal) costs of the change. Controlling often relates to tangible results 
related to specific stakeholders, or related assessments, uncertainties, 
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and perceptions. The illusion of control and hyperbolic discounting are 
examples of biases related to controlling. 

•	 Trusting is the need to see ‘the world’ or personal context as a benevo­
lent, safe place. In organizational terms, trusting refers to faith in the 
organization and its participants, especially when there is an upcoming 
change. Unlike understanding and controlling, trusting has an affective 
character. People generally want a social environment that can be char­
acterized as sympathetic, good-natured, reliable, and open. In situations 
of change, the fulfilment of that need may be frustrated. The existing 
‘psychological contract,’ or any current and past expectations no longer 
provide security, but are at risk. Trust takes years to build, but only a 
second to shatter. The mere exposure effect and the optimism bias are 
examples of biases related to trusting. 

•	 Self-enhancing is the need to view the self as basically worthy or improv­
able and refers to self-confidence, a positive self-image, or being moti­
vated to develop and improve the self. Furthermore, self-enhancement 
helps maintain the position in the group, and the group has the potential 
to enhance the self as well. This motive contributes to people being able 
to feel good about themselves. Within the organizational and change 
contexts, self-enhancement can be impactful in not only increasing the 
effectiveness of individuals on their own but also that of teams and 
organizations. Relevant biases in this regard are the sunk-cost fallacy 
and the overconfidence effect. 

The approach and structure of the book 

This book is a mutual reach-out between the world of cognitive and social 
biases and those of organizational behaviour and change management. The 
reach-out is formed by presenting 29 so-called primary biases. These biases 
are called primary because they are potentially relevant in the context of 
organizational behaviour and change management, are well-researched, and 
are related to a relatively sound foundation of scientific evidence. The pri­
mary biases are structured by using the five core social motives that form 
the backbone of the five relevant chapters. In addition, we have gathered, 
analysed, and described a collection of secondary biases. Compared to the 
primary biases, they lack the same evidence-based foundation. However, 
in a lot of cases they show relatively strong similarities with the concepts of 
primary biases. In addition, they provide language, definitions, and possible 
insights that are worth reflecting upon. Therefore, the secondary biases are 
explicitly distinguished from the primary ones and used in addition to the 
primary biases. 

For the disciplines of organizational behaviour and change management 
and its scientists and practitioners, the biases described are without excep­
tion inspiring, sometimes thought-provoking, insightful, informative, help­
ful, and hence relevant. This book is evidence-based. The focus of it is 
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on scientific research and evidence resulting from it. Its purpose is to feed 
further research and applications in the context of organizational behaviour 
and change management. 

The next chapter focuses on the model and methodology used. We intro­
duce the core social motives, the change methodology, and the evidence-
based perspective and method. After this, we present the primary biases 
and related evidence per core social motive. Chapter 3 focuses on under­
standing, chapter 4 on controlling, chapter 5 on trusting, chapter 6 on self-
enhancing, and chapter 7 on belonging. Chapter 8, the last one, is dedicated 
to integration and reflection: What are the lessons and insights and their 
relationships from all the biases for the field of organizational behaviour and 
change management and what does a more evidence-based, systematic, and 
integrative approach contribute to practice and research? 
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2 Model and methodology 

Wouter ten Have, Cornell Vernooij, and 
Judith Stuijt 

Introduction 

The focus of this book and our research is on the study and consequent evi­
dence related to the application of biases in the field of organizational behav­
iour and change management. This book forms a mutual reach-out between 
social psychology and change management. In summary, the purpose of our 
research and this book is threefold. The first aim is to assess the available 
cognitive and social psychological biases and research and fuel change man­
agement with the evidence and insights we find (evidence-based, scientific). 
The second is to present, categorize, and integrate the biases and findings by 
using a framework based on the five core social motives (Fiske, 2004) and 
our change management methodology: cohesive, systemic, and practical. 

The overarching goal, however, inspired by the ideas and perspective of 
leading thinkers like Kurt Lewin, James Q. Wilson, Susan T. Fiske, and 
Daniel Kahneman, is to make the world a better place. 

Social psychologists (being social scientists) study practical social issues. In 
our case, issues related to change management and the application of social 
psychological knowledge to real-world problems is a key goal. As Fiske 
(2004) states: “Social psychologists believe that if we understand how peo­
ple influence one another, then perhaps we can understand and ameliorate 
some of the negative influences. Social psychology is in some ways a field 
for idealists” (p. 33). In addition, Fiske emphasizes that in the end, social 
psychology searches for wisdom, not just knowledge. This provides valuable 
extra guidance for the way in which social psychology has to be applied to 
the set of social issues we call change management: “Wisdom may be con­
sidered knowledge about people and the world combined with enduring 
moral, intellectual and societal concerns, that makes sense in the context of 
people’s lived experience” (p. 33). 

In this chapter, we describe and explain the model based on the five core 
social motives, the selection of cognitive and social psychological biases, and 
the evidence-based methodology we used to describe the biases and their 
contribution to organizational behaviour and change management. 
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A dynamic and integrative model of social motives 

Fiske’s (2004) essential idea is that “a small number of essential, core social 
motives enhance people’s survival in groups” and that this “offers a unifying 
framework for understanding the field of social psychology” (p. 15); we add: 
and for making social psychology (better) available and (more) accessible 
from the perspective of organizations in general and change management in 
particular. In addition to the introduction of these five ‘categories,’ we have 
introduced our own visualization to combine categorization and integra­
tion; the five motives are related perspectives. 

In our earlier research, ‘The Social Psychology of Change Management,’ 
we investigated the importance and relevance of social psychology to change 
and change management. The main ingredients or bricks were more than 
100 selected social psychological theories. With regard to impact on specific 
change and change management, we have judged these ingredients to be 
fit for purpose. But from both a knowing and a learning perspective, not 
to mention application in practice, more than 100 theories were, to say 
the least, not that manageable. We have therefore chosen to categorize and 
model them. This categorization was based on Fiske’s (2004) the social core 
motives belonging, understanding, controlling, trusting, and enhancing self. 
The model that structures this book is also based on these five core motives 
and their relative position, relationship or interaction, and interdependency. 
But before we explain the model further, we elucidate the value and func­
tions of models and discuss these as learning aids. 

The use of models as learning aids has two primary benefits (Gage & 
Berliner, 1992)—(1) they provide “accurate and useful representations of 
knowledge that is needed when solving problems in some particular domain” 
(p. 314) and (2) they make the process of understanding a domain of knowl­
edge easier because they are the visual expression of the topic. Research 
(Gage  & Berliner, 1992) shows that students who study models before 
a lecture may recall as much as 57  percent more on questions concern­
ing conceptual information. This is compared with students who receive 
instruction without the advantage of seeing and discussing models. Other 
studies, like that by Alesandrini (1981), who studied different pictorial-verbal 
strategies for learning, came to similar conclusions. A model can be seen as 
a ‘mnemonic.’ 

A mnemonic is any learning technique that aids information retention or 
retrieval in the human memory. A mnemonic enables people to remember 
and mobilize long lists of information (Gazzaniga  & Heatherton, 2006), 
such as approximately 100 social psychological biases. The use of visual 
imagery is an especially effective mnemonic. A historical variant is related 
to monks placing specific knowledge in a systematic way in certain spaces in 
their monastery. This is the method of loci—placing objects like categories, 
subcategories, or ideas in familiar locations and retrieving them by going 
back to these locations. A similar technique is learning a list of key words, or 
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pegs, and then categorizing new words with these pegs by visualizing them 
together. Mnemonics help original information become associated with 
something more accessible or meaningful, which, in turn, provides better 
retention of the information. In this book, Fiske’s social core motives are 
the five spaces in which, or the umbrellas under which, the approximately 
hundred biases are organized in a meaningful and accessible way. In addi­
tion, these spaces are visualized and, in a way, construct a ‘monastery’ full of 
categorized and interrelated social psychological biases. 

According to Fiske (2004), the underlying principle of the model is ori­
ented towards the (better) survival of ‘the social animal.’ “All five motives 
orient toward making people fit better into groups, thus increasing their 
chances for survival” (p. 16). From this perspective, the chance of survival 
or the chance for change (in order to adapt to changing circumstances, con­
texts, conditions, or demands) could be defined as the sum of its parts. The 
parts are the five social core motives: belonging, understanding, controlling, 
trusting, and enhancing self. However, one can also see it as more (or even 
less) than the sum of its parts. 

Core-motive synergies and trade-offs 

The motives can be seen as interrelated, in positive or negative ways, in 
terms of synergies or trade-offs and antagonisms and form a dynamic sys­
tem in which they interact and have (causal) relationships and dependencies 
(like the issues and topics they address and the social psychological biases 
to which they relate). For example, understanding can positively influence 
controlling, trusting can be a precondition for self-enhancing, a lack of trust 
can hamper a feeling of belongingness, and that there could be a trade-off 
between controlling and trusting. 

From the perspective of the social animal and its biotope, the group (a 
family, a team, etc.) or organization (a company, a society, etc.), the motives 
cannot be separated in real life. They are interrelated and interdependent, 
together constituting the connective being that the social animal is in a 
dynamic way defining its biotope, or its social environment in maybe even 
a more dynamic way. Fiske (2004) also addresses the interactions and com­
binations of motives. She makes use of these to address important psycho­
logical concepts. For example, she uses three motives to discuss compliance 
and introduces it as “strategies to understand self, maintain belonging and 
control resources. She defines her idea as a unifying framework for under­
standing the field of social psychology. In describing the relationships among 
core social motives, Fiske positions belonging as the principal motive and 
defines understanding and controlling as relatively cognitive motives and 
trusting and self-enhancing as relatively affective motives (Table 2.1). 

In a schematic way, one could envisage a cognitive and an affective axis, 
with belonging as the principal motive of the social animal or the quin­
tessence at the very heart or crossing. To illustrate the interrelatedness or 
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Table 2.1 Relationships among Core Social Motives (Fiske, 2004) 

Belonging 
Need for strong, stable relationships 

Relatively Cognitive Motives Relatively Affective Motives 

Understanding Self-enhancing Controlling Trusting 

Need for shared Need for viewing self Need for perceived Need for seeing 
meaning and as basically worthy contingency others as basically 
prediction or improvable between behaviour benign 

and outcomes 

connectivity between the motives and the continuous interaction among 
the five motives and between the motives and specific contexts, one could 
introduce dynamism by using the lemniscate instead of the axis. The lem­
niscate shape bears an intrinsic dynamic component and entails continu­
ously returning movements instead of linear lines. The uninterrupted lines, 
without a start and end point, can be equated to the iterative process that 
characterizes the positive or negative development of the social animal and 
its social relationships. The five social core motives and their mutual inter­
connectivity can be shown through two lemniscates and a connecting circle, 
a magnification of the central social motive, belonging (Figure 2.1). 

UNDERSTANDING 

SELF-ENHANCINGTRUSTING BELONGING 

CONTROLLING 

Figure 2.1 The Five Motives Ordered Using the Lemniscate 
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In this way, we categorize and connect the motives and hence the biases. 
In the subsequent five chapters, we elaborate on each of the core social 
motives by relating them to 29 primary biases that are most relevant from a 
change management perspective. 

There is an additional reason for using the introduced visualization or 
modelling. The basic, dynamic form was initially developed for and applied 
and tested in the field of change management (Ten Have et al., 2015). This 
change-competence model for purposive change is aimed at helping to 
answer the core question when addressing ‘purposive change’: What should 
it be, and how should it be accomplished? (Bower, 2000). The first part is 
about the direction, idea, or change vision, and the second part about the 
execution, the feasibility, or change capacity (Figure 2.2). Change vision is 
visualized as the vertical axis or lemniscate and is defined as the key factor 
for change rationale and effect in connection. Change capacity, the hori­
zontal part, is construed in terms of focus and energy in connection. 

The combination of the two models—the social psychological model 
based on the five social motives and the change-competence model based 
on the five key factors for change—which share at least the schematic, vis­
ual, and conceptual similarities, provide additional insights and learnings 
with regard to (towards) the social psychology of change management. For 
an elaboration on these insights and learnings, we refer to the concluding 

RATIONALE 

ENERGYFOCUS CONNECTION 

EFFECT 

Figure 2.2 Change-Competence Model 
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chapter of this book. In this chapter, 29 primary biases are categorized and 
positioned in Fiske’s model, and Fiske’s model and the change-competence 
model are used as frameworks to describe the relevance and importance of 
the biases for change management. 

In addition to the categorization and positioning of the biases, each bias 
is assessed with the help of the most relevant and best available scientific 
evidence (‘rapid evidence assessment,’ REA). For each bias and its evidence, 
we describe the relevance, consequences, and learnings for change manage­
ment. In the chapters 3–7, the 29 primary biases are combined with other 
relevant (secondary) biases, social psychological theories, insights from the 
change management field, and its most popular books. 

We begin in chapter 3 with the social psychological biases relating to the 
motive of understanding. As we described in the first chapter, biases help to 
quickly assess and respond in (social) situations without using too much of 
the brain’s valuable processing power. Attentional bias, or the tendency to 
focus on certain elements while ignoring others, is the main bias that helps 
us assess our surroundings in a fast and efficient way. This seemingly basic 
function can be seen as a precursor to all other cognitive functions such as 
understanding, remembering, and learning. Therefore, we start with this 
overarching bias that is crucial in our motivation to understand our environ­
ment, to predict it, and to give meaning to it. 

Understanding is followed by controlling, the other relatively cogni­
tive motive. We also illustrate and envisage the domains of the affective 
motives, trusting and self-enhancing, and lastly belonging, the principal 
motive. In the following chapters, we provide a static categorization and 
description of biases. Where relevant, the interaction or dynamics with 
other related biases or social psychological theories is mentioned or dis­
cussed. The social psychological biases are attributed to the motive with 
the best or most relevant fit. Some biases can be related to more than one 
motive. For some others, the relationship to more than one is in fact illus­
trative; these concern the relationships or interaction among core social 
motives. 

A selection of leading cognitive and social 
psychological biases 

For this book, we have assessed a ‘longlist’ of more than 100 social psycho­
logical biases by using the criteria of prominence, relevance, and evidence. 
We selected 29 primary and 69 secondary cognitive and social psychological 
biases. 

We present those 29 biases (primary biases) for which we could find a 
reasonable amount of evidence in scientific literature. We selected the biases, 
structured them in a coherent model, analysed them, and made them appli­
cable for organizations and change. The secondary biases, despite lacking 
sufficient scientific evidence, show strong theoretical similarities to the 29 
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primary biases and can help to illustrate them. Therefore, when relevant, we 
have incorporated the secondary biases in the chapters. 

To thoroughly map the field of social psychology and all the cognitive and 
social psychological biases, we extracted the biases from fundamental and 
overarching articles. To further bolster our list of biases, we ran a thorough 
search across books, the Internet, social psychological glossaries, and popular 
articles for the history of the field. This included the following bestsellers: 

•	 Thinking, Fast and Slow by Daniel Kahneman 
•	 Biased: Uncovering the Hidden Prejudice That Shapes What We See, Think, 

and Do by Jennifer L. Eberhardt 
•	 Judgement Under Uncertainty: Heuristics and Biases by Kahneman, Tversky, 

and Slovic 
•	 Biases and Heuristics the Complete Collection of Cognitive Biases and Heuris­

tics That Impair Decisions in Banking, Finance and Everything Else by Henry 
Priest 

•	 Biased: 50 Powerful Cognitive Biases That Impair Our Judgment by Henry 
Priest 

The search resulted in a list of 98 social psychological biases. 

Table 2.2 List of All Included Biases Categorized Using the Five Core Social Motives 

Understanding 

1. Attentional bias 
— Frequency illusion 
— Focusing effect 
— Distinction bias 
2. Availability bias 
— Availability cascade 
— Illusory correlation 
— Apophenia 
— Pareidolia 
— Well-travelled road effect 
3. Conjunction fallacy 
— Representativeness heuristic 
— Base- rate fallacy 
4. Framing effect 
— Projection bias 
— Unit bias 
5. Priming effect 
— Anchoring 
— Conservatism bias 
— Semmelweis effect 
— Law of the instrument 
6. Recency effect 
7. Halo effect 
— The law of small numbers 
8. Similarity bias 
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 Table 2.2 (Continued) 

Controlling 

1. Illusion of control 
— Illusory superiority 
— Self-serving bias 
— Planning fallacy 
2. Hindsight bias 
— Outcome bias 
3. Information bias 
— Zero-risk bias 
— Ambiguity effect 
— Parkinson’s’ law 
4. Risk compensation 
— Reactance 
5. Prospect theory 
— Disposition effect 
— Dread aversion 
— Pseudo certainty effect 
— The neglect of probability 
— Sunk-cost fallacy 
6. Delay (Hyperbolic) discounting 
— Money illusion 

Trusting 

1. Mere exposure effect 
— Illusory truth effect 
— Rhyme-as-reason effect 
— Automation bias 
2. Negativity bias 
— Truthiness 
— Subjective validation 
— Diclinism 
— Pessimism bias 
3. Optimism bias 
— Normalcy bias 
— Pro-innovation bias 
4. (Hostile) attribution bias 
— Fundamental attribution error 
— Actor– observer bias 
— Third-person bias 
— Empathy gap 
— Hostile attribution bias 

Self-enhancing 

1. Egocentric bias 
— Self-serving bias 
— Spotlight effect 
— Forer effect 
— Zero-sum bias 
— Reactive devaluation 
— Not- invented- here syndrome 
— Curse of knowledge 



Model and methodology 19  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

2. Overconfidence effect 
— Restraint bias 
— Moral credential effect 
— Ostrich effect 
— Choice-supportive bias 
— Bias blind spot 
3. Confirmation bias 
— Continued influence effect 
— Congruence bias 
— Illusion of validity 
— Backfire bias 
— Selection bias 
4. Experimenter bias 
— Funding bias 
5. Endowment effect 
6. Sunk-cost fallacy 

Belonging 

1. Conformity 
2. Groupthink 
— Bandwagon effect 
3. Social desirability bias 
— Courtesy bias 
4. Status quo bias 
— Omission bias 
— Inertia 
5. System-justification bias 
— Authority bias 

Based on these inclusion criteria, 29 primary biases were included. These 
biases were categorized using the five core social motives of Fiske (2004) 
(Figure 2.3). 

After selecting and categorizing the biases, we applied a rapid evidence 
assessment (REA) to each of them. Based on this and the bias itself, we 
have described the importance of, relevance to, and the potential of each 
bias in the field of change management. We discussed the bias itself within 
our team to define the possible contribution to the field of change and 
organization. This was primarily a deductive process of consensual valida­
tion carried out by experienced practitioners and scientists. The REA was 
focused on specific research on the biases applied to the field of change and 
organization. This was primarily an inductive process carried out by a team 
of analysts that delivered the REAs to the team of authors. 

The definitive list of biases was categorized by using the five core social 
motives of Fiske (2004). This categorization is not ‘absolute’; we have 
looked for the best fit. Several biases are relevant to or related to more than 
one core social motive. For example, the system-justification bias is placed 
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Availability bias Conjunction fallacy 

Framing effect 

Attentional bias 

Priming effect Recency bias 

Halo effect 

Similarity bias 

Egocentric bias 

Experimenter bias 

Endowment effect 

Sunk-cost fallacy 

Conformity 

Groupthink 

Social desirability 

Status quo bias 

Mere-exposure effect 

Negativity bias 

Optimism bias 

Attributional bias 

Illusion of control 

Hindsight bias Information bias 

Risk compensation 

Prospect theory 

Delay discounting 

Overconfidence bias 

Confirmation bias 

System justification 

Figure 2.3 Primary Biases Categorized by the Five Core Social Motives 

in the chapter on belonging, but it clearly also strongly relates to trusting. 
This interrelatedness, this interdependency, and these possible synergies and 
trade-offs between both core social motives and the related biases are also 
addressed by the dynamic modelling or visualization we introduced in the 
first chapter and further explain in this chapter. In the final chapter (chap­
ter 8), we reflect on the ‘interrelatedness’ and the potential for and relevance 
(and possible complications) to the (further) development of the social psy­
chology of change management. 

Most of the selected primary cognitive and social psychological biases 
are based on well-founded empirical research. For practical reasons, we 
had to limit the selection of primary social psychological biases with 
assessed relevance to and potential for the organizational context, the field 
of change management, to around 30. We may have missed or left out 
relevant biases (from or outside the longlist). We will identify these biases 
or their ‘offspring’ in the organizational context and analyse and unleash 
them as well for the field of organization and change in the near future. 
In the coming chapters, we see and experience that with regard to the 
specific evidence on the almost 30 biases in the organizational context, 
the quantity and quality (level of evidence) as well as the relevance (what 
it contributes to the field and practice) will vary between the biases. With­
out doubt, future research will provide more such evidence to the field 
and practice. We will follow up this progress and include and integrate it 
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in future versions, as we have with our earlier research and publications 
(Ten Have et al., 2016, 2018). 

The importance of evidence-based practice and 
methodology 

We need substantial evidence to assess the existence of the social psychologi­
cal biases. Evidence can be described as information, facts, or data support­
ing a certain claim, belief, or assumption. There are four diverse sources of 
evidence: scientific literature, professional experience, internal data from 
the organization, and values and concerns by stakeholders. An important 
premise of evidence-based practice (EBP) is that all these types and sources 
of evidence—whether they relate to professional experience, organizational 
data, or scientific research findings—must be critically appraised for reli­
ability and trustworthiness. This critical appraisal of evidence is at the heart 
of EBP. In our research, we applied the evidence-based methodology and 
more specifically the REA method to generate the evidence available with 
regard to the application of social psychological biases in the field of change 
and organization. In the following section, we provide a more detailed 
description of the evidence-based methodology (REA). 

Scientific 
literature 
Empirical 
studies 

Practitioners 
Professional 
experience 

Organization 
Internal data 

Stakeholders 
Values and 
concerns 

Best available 
evidence 

Figure 2.4 Sources Contributing to the Best Available Evidence 
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In advance, we must mention the following important disclaimer: The 
aim of this research was to find scientific evidence for the most prominent 
cognitive and social psychological biases in academic and popular literature. 
However, evidence in the scientific literature alone is insufficient to draw 
definite conclusions about the existence of social psychological biases. This 
means that biases lacking enough scientific evidence are not necessarily non­
existent, as the underlying claim of these biases could very well be backed 
up by substantial evidence from other sources, such as professional experi­
ence or internal organizational data. The total of 29 primary social biases in 
our research thus should not be regarded as a complete or exhaustive list, as 
other sources of evidence could lead to other or additional prominent social 
psychological biases. 

Rapid evidence assessment (REA) 

Evidence summaries come in many forms. One of the best known is the 
conventional literature review, which provides a general overview of the 
relevant scientific literature published on a given topic. However, a conven­
tional literature review is not always entirely trustworthy. Studies are often 
selected on the basis of the researcher’s preferences rather than on explicit 
and objective criteria, and the research results are generally not subject to 
critical appraisal (Antman, 1992; Bushman & Wells, 2001; Chalmers et al., 
1993; Fink, 1998). Most conventional literature reviews are therefore prone 
to severe bias and are considered unsuitable for answering questions about 
the effectiveness of strategies or interventions. 

This is why REAs are the preferred method for reviewing evidence 
in evidence-based management. Such reviews address a focused question 
through a methodology that identifies the most relevant studies and includes 
only those studies that meet explicit quality and relevance criteria as deter­
mined by several researchers (Higgins & Green, 2006; Petticrew & Roberts, 
2006). Unlike a conventional literature review, an REA is transparent, veri­
fiable, and reproducible and therefore less biased and more relevant. 

To examine the evidence base of the 29 biases in relation to change and 
organization, we conducted a series of REAs, all of which we have pre­
sented in this book. Each of the REAs conducted involved the following 
nine steps: 

1. Description 
2. Inclusion criteria 
3. Search strategy 
4. Study selection 
5. Data extraction 
6. Critical appraisal 
7. Main findings 
8. Conclusion 
9. Practical reflections 
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1. Description: What is the bias about and what is the basic 
assumption? 

This section describes bias (e.g., the availability bias or information bias) and 
its basic assumptions. We have used both popular and academic literature to 
explain and illustrate the bias and its underlying assumptions. 

2. Inclusion criteria: Which studies to include? 

This section specifies the criteria and justification for the inclusion (or 
exclusion) of particular studies. We applied the following inclusion criteria 
to all REAs: 

•	 Type of publication: only articles published in peer-reviewed scholarly 
journals 

•	 Language: only articles in English 
•	 Type of studies: only quantitative studies 
•	 Measurement: only studies that measured an effect of the bias 
•	 Context: focus on studies relating the theory to organizations and/or 

change management 
•	 Level of trustworthiness: only studies graded level D or above 

Remark: To ensure thorough descriptions of the biases that made the long-
list, we included a wider range of articles. From the main findings and 
beyond, we used the inclusion criteria just stated. 

3. Search strategy: How was the research evidence sought? 

For our first search, we combined the bias with change management. We 
limited the search to the following three bibliographical databases: 

•	 ABI/INFORM Global from ProQuest 
•	 Business Source Premier from EBSCO 
•	 PsycINFO from Ovid 

If the first search yielded an insufficient number of studies, we carried out a 
second, broader search only including the name of the bias. To find relevant 
studies in other disciplines (beyond social psychology and change manage­
ment), we searched databases related to disciplines such as health care (e.g., 
PubMed) and education (ERIC). In addition, we used generic databases like 
Google Scholar. The search steps are summarized in Figure 2.5. 

4. Study selection: How were the studies to be included selected? 

In most cases, the search yielded many studies, sometimes several hundred. 
Some of these were not directly relevant to the research question. Hence, 
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Studies directly related to 
the claim in the domain of 

change management 

Studies directly related to 
the claim in other 

management domains 

Studies directly related to 
the claim in other 

disciplines 

Studies indirectly related to 
the claim 

Figure 2.5 Overview of the Research Steps 

two reviewers independently screened the titles and the abstracts of the 
studies identified for their relevance of the theory in relation to organiza­
tions. In the event of doubt, lack of information, or disagreement, they 
included the study. They then selected the remaining studies for inclusion 
based on the full text of the article. The reviewers excluded studies that 
failed to meet the inclusion criteria. Again, two reviewers worked indepen­
dently to identify the studies to be included or excluded. If both review­
ers disagreed on the inclusion of a study, a third reviewer, with no prior 
knowledge of the initial reviewers’ assessments, evaluated it. The decision 
of this reviewer was final. 

5. Data extraction 

For data extraction, we collated the results of the studies included. In this 
phase, we extracted relevant data from the final set of studies—specifically 
data on the year of publication, research design, sample size, population 
(e.g., industry and type of employees), possible moderators or mediators, 
outcome measures, main findings, effect sizes, and limitations. 
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6. Critical appraisal: How was the trustworthiness 
of the evidence appraised? 

we first determined a study’s trustworthiness by assessing its methodo­
logical appropriateness. We rated the appropriateness high when the 
design reflected the best way to answer the research question. For cause­
and-effect claims (i.e., if I do A, will it result in B?), we regarded a study that 
used both a control group and random assignment as the ‘gold standard.’ 
Nonrandomized studies and before-after studies came next in terms of 
appropriateness. Cross-sectional studies (surveys) were regarded as having 
the highest chance of reflecting bias in the outcome; therefore, we rated 
them lower down in terms of appropriateness. We rated meta-analyses 
that used statistical analysis techniques to pool the results of controlled 
studies as the most appropriate design. We used Campbell and Petticrew’s 
classification system (Shadish et al., 2002; Petticrew & Roberts, 2006) to 
determine the methodological appropriateness of the research design of 
the studies included on the basis of a systematic assessment. We resolved 
any discrepancies through discussion or by consulting a third party where 
necessary. The following five levels of appropriateness were used for the 
classification (Table 2.3). 

The methodological quality of study, or the method in which it was con­
ducted, also affects its trustworthiness. To determine the methodological 
quality, the reviewers systematically assessed all the studies included based 
on explicit quality criteria, such as the PRISMA (Moher et al., 2009) and 
CONSORT statement, the CASP check lists, the checklists of the EPPI 
Center, and the critical appraisal criteria developed by the Center for 
Evidence-Based Management. On the basis of a tally of the number of 
weaknesses, the reviewers downgraded the trustworthiness by one or more 

Table 2.3 Five Levels to Determine the Methodological Appropriateness of the Research 
Design of the Studies Included 

Design Appropriateness Level 

Systematic review and meta-analysis of Very high A+ 
randomized, controlled studies 

Systematic review and meta-analysis of controlled High A 
and/or before-after studies 

Randomized controlled studies 
Systematic review and meta-analysis of cross- Moderate B 

sectional studies 
Nonrandomized controlled before-after studies 
Interrupted time series 
Controlled studies without a pretest and Limited C 

uncontrolled studies with a pretest 
Cross-sectional studies Low D 
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levels. To determine the final level of trustworthiness, they adopted the fol­
lowing rule of thumb: 

• 1 weakness = no downgrade (i.e., we accept that nothing is perfect) 
• 2 weaknesses = downgrade 1 level 
• 3 weaknesses = downgrade 2 levels, etc. 

Impact: Effect sizes 

An effect (association or difference) can be statistically significant but may 
not necessarily be of practical relevance. Even a trivial effect can be sta­
tistically significant if the sample size is big enough. For this reason, we 
assessed the effect size—a standard measure of the magnitude (strength) of 
the effect—of the studies. To determine the magnitude of an effect, we 
applied Cohen’s rule of thumb (Cohen, 1988). According to Cohen (1988), 
a small effect is only visible through careful examination, a medium effect is 
‘visible to the naked eye of the careful observer,’ and a large effect is substan­
tial, so anyone can easily see it. 

7. Main findings: What was found? 

This section provides an overview of the relevant main findings. We present 
the main evidence, the level of trustworthiness, and the effect size for each 
finding from the REA. 

8. Conclusion: What is the added value of the theory? 

This section presents the conclusions. The conclusion describes the added 
value of the bias in relation to organizations and the field of change manage­
ment. The added value was based on the overall methodological appropri­
ateness, quality of the studies that were included and the practical relevance 
of the effect sizes found. 

9. Practical reflections 

As we state in the introduction, evidence-based practice is based on four 
sources of evidence. Evidence in the scientific literature alone is insufficient. 
We need the experience and expertise of practitioners to be able to determine 
whether the research findings will apply in a particular situation. Practitioner 
expertise is also necessary when the evidence is contradictory or lacking. This 
section, therefore, shows how the findings of the REA relate to the daily prac­
tice of change managers and discusses their implications in practice. 

Limitations 

A REA provides a balanced assessment of what is known in the scientific 
literature about a bias by applying a systematic review method to search and 
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critically appraise primary studies. However, for it to be ‘rapid,’ we have 
made concessions in terms of the breadth and depth of the search process for 
the REAs in this book. These include the exclusion of unpublished research, 
the use of a limited number of databases, and focus on meta-analyses and 
primary studies published over the past 20 years. As a consequence, some 
relevant studies may have been omitted. The critical appraisal also did not 
always include a comprehensive review of the psychometric properties of 
the tests, scales, and questionnaires used in the studies included. Given these 
limitations, care must be taken not to accept the findings presented in this 
book as conclusive. 

Report and format per bias 

The REA format as described previously is fully applied to each of the 
selected social psychological biases. However, given the purpose of this 
book and for practical reasons, we have partly redesigned the format used 
to report on each bias. To start with, four of the nine steps or parts of the 
procedure are general and only described in this chapter: (2) inclusion crite­
ria, (4) study selection, (5) data extraction, and (6) critical appraisal. For this 
research and this book, one subsection has been added (2: ‘relevance’). The 
format used for the social psychological biases in chapters 3 to 7 is: 

1. What is (for example) availability bias? 
2. What is the relevance of availability bias to organization and change? 
3. Search strategy 
4. Main findings 
5. Conclusion 
6. Practical reflections 

The first section describes the bias, its history, background, and develop­
ment primarily from a social psychological perspective. Section 2 is about 
the relevance of a bias in the context of organization and change. The bias 
is related and translated to the organizational context, management, and 
change. In this part, we may have used quotes from popular change manage­
ment literature for illustration purposes. After the search strategy (section 3) 
and the main findings (section 4), we present the conclusion (section 5). 
On the basis of (organizational) context-relevant (main) findings, the con­
clusion describes what the contributions and insights for the practice of 
management and change are or can be. In the conclusion, we often relate 
to relevant change management topics. On the basis of evidence, paragraph 
6 provides practical reflections and guidelines for the practice of manage­
ment and change. For all biases addressed, we have based the conclusion on 
empirical evidence, that is, the main findings (section 4). However, we may 
also have based the conclusion partly on deductive elements, the (projected) 
relevance, the potential, and the logical and theoretical explanatory power 
of the bias. For practical considerations, we also have provided warnings 
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or possible consequences of the findings and insights related to bias in the 
organizational context. In some cases, we have provided further illustration 
of the ideas and insights by making use of (popular) management literature. 
Each search strategy led to a matrix in which we describe the character­
istics and findings of the included studies. In addition, a short description 
of excluded studies is part of the matrix. For practical reasons, we have 
not included the complete set of matrices in the book. However, we have 
included a bias plus matrix in Appendix B for each core social motive, lead­
ing to five examples. 
3.Based on Ten Have, S., Ten Have, W. D., Huijsmans, A. B., & Otto, M. (2016). Recon­

sidering change management: Applying evidence-based insights in change management practice. 
New York, NY: Routledge, and Ten Have, S., Rijsman, J., Ten Have, W. D., & West­
hof, J. (2019). The social psychology of change management: Theories and an evidence-based 
perspective on social and organizational beings. New York, NY: Routledge. 
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 3 Understanding, biases, 
organizational behaviour, 
and change 

Judith Stuijt, Cornell Vernooij, and Flore Louwers 

A First Short Story of Understanding, Biases, and Change 
Understanding is the need for shared meaning and prediction. People are natu­
rally motivated to understand, predict, and give meaning to their environment, 
as this enables their functioning and survival in groups. This also applies to peo­
ple within the organizational and change context. Understanding relates to sev­
eral important topics, such as organizational mission and culture, change vision, 
and resistance to change. In an urge to understand the world around them, peo­
ple rely on mental shortcuts. People tend to be selective about the information 
they attend to and focus specifically on things that are emotional, arousing, and 
relevant to them (attentional bias). In forming judgements about probabilities 
or frequencies, people seem to rely on comparable instances that come to mind 
(availability bias). People also falsely assume that multiple specific conditions are 
more probable than a single generic one (conjunction fallacy). The way a mes­
sage is framed influences perceptions, evaluations, and decisions, and people are 
specifically influenced when messages contain emotional information (framing 
effect). Priming is a valid phenomenon in social interactions. When people 
are primed with certain stereotypical information, they rapidly form a mental 
categorization of the other and make social judgements according to that social 
category (priming effect). People generally give more weight to recent informa­
tion than preceding information when forming judgements (recency effect). 
Specifically in social judgements, people perceived as physically attractive are 
generally evaluated more positively than those that are not (halo effect). Lastly, 
there are signs that people evaluate those they perceive as similar to themselves 
in a more favourable light (similarity bias). 

Introduction 

Understanding—the need for shared meaning and prediction—is the sec­
ond core social motive (the first is belonging) and one of the two cognitive 
motives (the other one is controlling). Understanding refers to the motiva­
tion of people to understand their environment, predict it, and give mean­
ing to it. Humans have a fundamental need to form shared meaning, which 
is instrumental in decision-making and helps coordinate with other group 
members (Fiske, 2004). Having an understanding of themselves and their 
surroundings enables humans to make decisions (and consequently, guide 
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Halo effect 

Similarity bias 

Egocentric bias 
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Figure 3.1 Primary Biases Related to the Core Social Motive of Understanding 

behaviour) on the basis of accurate predictions and estimations and helps 
them to communicate and socialize with other people. From an evolutionary 
perspective, shared understanding is advantageous as it enables the function­
ing and survival of groups and the individuals within groups (Fiske, 2004). 

In the organizational context, this motive can be understood as what the 
organization is, must do, and wants, and what organizational change means. 
In organizations, understanding is present or visible in, for example, ‘a sense 
of mission,’ the way people ‘strategize,’ the organizational culture, and values. 
Leaders, managers, and change agents must be aware of the need to under­
stand and its importance in organizations and change. For example, shared 
understanding may impede change when a current ‘joint view of reality’ is in 
conflict with a new ‘reality’ related to the change. Understanding is related 
to change and management topics such as mission, leadership, organizational 
culture, change vision, and resistance to change (Ten Have et al., 2019). 

We have identified eight primary biases related to the social motive of 
understanding: 

Primary biases 

Attentional bias 
Availability bias 
Conjunction fallacy 
Framing effect 
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Priming effect
 
Recency effect
 
Halo effect
 
Similarity bias
 

In addition, the following secondary biases are identified to be related to the 
social motive of understanding. These secondary biases are (when relevant) 
incorporated in the sections concerning the primary biases. 

Secondary biases 

Affect heuristic
 
Anchoring
 
Conservatism bias
 
Semmelweis effect
 
Law of the instrument
 
Availability cascade
 
Present bias
 
Frequency illusion
 
Well-travelled road effect
 
Representativeness
 
Law of small numbers
 
Distinction bias
 
Base- rate fallacy
 
Unit bias
 
Focusing effect
 
Apophenia
 
Illusionary correlation
 
Pareidolia
 

This chapter first discusses the overarching primary bias—the ‘attentional 
bias’—which is concerned with one, if not the most, critical element in 
the process of understanding: attention. Attention, albeit a seemingly basic 
function, can be seen as the precursor to all other cognitive functions such as 
understanding, remembering, and learning. Throughout the ages, philoso­
phers have been interested in attention and have investigated it extensively. 
In 1674, in his book The Search After Truth, French philosopher Nicolos 
Malebranche described attention as crucial for human understanding and, 
simply, keeping our thoughts organized. This idea soon sparked interest 
among other great thinkers. Throughout the eighteenth and nineteenth 
centuries, various philosophers including German thinkers Gottfried Wil­
helm Leibniz and Johann Friedrich Herbart made contributions to the field 
of attention studies. This led to the introduction of the study of attention 
to the field of psychology at the end of the nineteenth century. Psycholo­
gist John Ridley Stroop, whom we discuss later in this chapter, was the first 
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to empirically test attention in 1935. To this day, attention remains a criti­
cal area of inquiry in the field of education, social psychology, and neuro­
science. For this reason, we regard the attention-centred bias—attentional 
bias—as the most prominent of the biases in this chapter. 

Various other biases, all of which emerge from the need to understand, fall 
under attentional bias. These biases can be categorized as (1) biases relating 
to probability or frequency judgements and (2) biases concerning the for­
mation of social impressions or judgements about others. In the first part of 
this chapter, we focus on biases related to probability and frequency judge­
ments followed by biases concerning the formation of social impressions. 

Biases related to probability and frequency judgements 

Humans tend to rely on mental shortcuts to understand the world around 
them. One of these shortcuts is the tendency to make judgements about the 
probability or frequency of an event by relying on how many comparable 
instances come to mind (availability bias). Another mental shortcut is the 
tendency to falsely assume that multiple specific conditions are more prob­
able than a single generic one (conjunction fallacy). 

Biases related to social impression formation 

As a form of sense-making, people frame issues in socially recognizable 
ways and assign mental categories and stereotypes to themselves and to oth­
ers. When evaluating objects or people, they are influenced by preceding, 
specifically recent, information. A positive impression about something or 
someone in one area positively influences perceptions or feelings in other 
areas. Lastly, people prefer those they perceive as being similar to them. Pri­
mary biases related to social impression formation about those being assessed 
are as follows: priming effect, recency effect, halo effect, and similarity bias. 
As mentioned previously, prior to zooming in on the biases related to the 
probability and frequency judgements and social impression formation, we 
will focus on the overarching attentional bias. 

Attentional bias 

What is attentional bias? 

Attentional bias is the human tendency to focus on certain elements while 
ignoring others. Several factors from external events and stimuli (such as a 
perceived threat) to internal states (such as hunger or anger) can bias atten­
tion. American psychologist John Ridley Stroop was the first to empirically 
test attentional bias. In 1935, Stroop conducted the now-famous Stroop task 
in which he presented participants with the names of colours written in dif­
ferent colours of ink. Each word belonged to one of three groups: neutral 
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(written in black ink), congruent (the colour name matched the colour 
of the ink), or incongruent (the colour name did not match the colour of 
the ink). He asked the participants to simply read aloud the written colour 
name, ignoring the colour of the ink. He found that people were slower 
to name the colour when the name and ink colours were incongruent. 
So, what cognitive processes lie beneath these findings? According to the 
selective attention theory, colour recognition requires more attention than 
reading a word, so the human brain instinctually pays attention to (and sub­
sequently processes) the written information instead of the colours them­
selves. Overriding this instinctual attentional bias takes time, which explains 
for the delayed responses for incongruent words and colours. 

According to a study by Cohen et al. published in the Psychological Review 
(1990), the Stroop task very clearly shows this selective attention process. 
The study states: “The effects observed in the Stroop task provide a clear 
illustration of people’s capacity for and the ability of some stimuli to escape 
attentional control.” 

In the 1980s, a modified version of the Stroop task, known as the emo­
tional Stroop (ES) task, became famous. In this version, participants received 
words with a certain emotional value: neutral (e.g., ‘book’), positive (e.g., 
‘party’), or negative (e.g., ‘war’), all written in certain ink colours. Partici­
pants were asked to say aloud the colour in which each word was written. 
Slower reaction times indicated deeper processing of a given word, and thus 
a possible attentional bias. 

This bias towards emotionally related words is associated with clinically 
relevant symptoms such as anxiety and depression. Research has revealed 
that individuals who are depressed are more likely to say the colour for 
a negative word slower than that for a neutral word (Gotlib & McCann, 
1984). This could be explained by people being more likely to pay atten­
tion to information that fits into their existing schemas, while ignoring that 
which does not (confirmation bias, chapter 6, Self-enhancing). People with 
depression, for example, usually have negative schemas about the world and 
are, therefore, biased about paying attention to negative information. More 
recently, researchers have investigated the relationship between attentional 
bias and health anxiety during the COVID-19 pandemic. Primary results of 
these studies indeed seem to indicate a positive relationship between health 
anxiety (e.g., the perceived risk of getting infected by the virus and the 
perceived consequences of contagion) and an attentional bias towards virus-
related stimuli (Cannito et al., 2020). 

Various theories mention attention as an important factor in social psy­
chological processes. The social learning theory states that most of the 
behaviours that people display is the result of social learning, either delib­
erately or inadvertently, through modelling or the influence of example 
(Bandura, 1971). According to this theory, attention is the first step towards 
learning modelled behaviour. It is influenced by the characteristics of the 
observer (e.g., cognitive abilities, arousal, and personal history) and that of 
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the behaviour or event that provides the modelling context (e.g., relevance, 
novelty, and functional value). 

Another theory shining light on attention is the attribution theory, which 
is about the assigning of causes to your behaviour and that of others. Aus­
trian psychologist Fritz Heider introduced the attribution theory in 1958. 
In explaining someone else’s behaviour, Heider stated that people are moti­
vated to specifically focus on certain types of stimuli, disregarding other 
information. 

As a result, people (falsely) assume behaviours are caused either by fac­
tors outside one’s own control (external attributions) or are the result of the 
person’s own doing (internal attributions). 

Attentional bias explains the human failure to consider alternative pos­
sibilities when occupied with an existing train of thought. In this train of 
thought, people end up directing their focus towards a single option or stim­
ulus at the expense of other options. This fixation, in turn, can influence 
perceptions and opinions, decisions, and behaviour. For example, you may 
have experienced that as soon as you start paying attention to something, 
you start to notice it more often. This phenomenon is called the ‘frequency 
illusion’ or the ‘Badder-Meinhof phenomenon,’ referring to someone who 
learned about a West German militant group called the Badder-Meinhof 
gang and then suddenly seemed to hear about Badder-Meinhof everywhere. 
This is believed to be caused by the process of selective attention. By being 
fixated on a certain stimulus, an illusion is created that it appears more often. 
The frequency illusion is an example of secondary biases that are identified 
to be related to the social motive of understanding, specifically attentional 
bias. 

Secondary biases related to attentional bias 

Frequency illusion—the tendency to notice something more often after 
having noticed it once, leading to the belief that it has a high frequency 

Focusing effect—the proneness to magnify the importance of something 
because of heightened attention to it 

Distinction bias—the tendency to over-value the distinctions between two 
options when evaluating them simultaneously 

Another example of how attentional bias influences perceptions is the 
‘focusing effect,’ which is the magnification of importance of something 
because of heightened attention to it. Daniel Kahneman was the first to 
coin this bias. In a 2006 study, Kahneman his coauthors found that when 
people have a selective focus on their own income before rating their well­
being, it misleads them into believing that more money makes them happier 
(Kahneman et al., 2006). In addition, attentional bias also exerts its influence 
on human judgements when comparing two options. For example, when 
people directly compare two options, they tend to focus on specific details 
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instead of judging each option holistically. As a result, they view the two 
options as more distinctive than they are. This is called ‘distinction bias.’ 

Attentional bias can also have an impact on memories. Since people can 
become overly focused on a single stimulus, they might become inatten­
tive to other aspects of a situation. When recollecting the event later, their 
memories may be distorted, inaccurate, or incomplete. Attentional bias also 
carries implications for many institutions. One important example pertains 
to law enforcement. One study conducted in 2012 (Nieuwenhuys et al.) 
showed that police officers who had high levels of anxiety during a train­
ing were more likely to shoot at suspects, suggesting that the officers were 
attentionally biased towards threat-related information. 

What is the relevance of the attentional bias to organizations 
and change? 

As mentioned in the introduction, attentional bias is highly relevant in our 
everyday lives. When the bias shows up, people narrowly focus on one or two 
things and end up assigning them greater importance in decision-making, 
which eventually influences decisions. Translating this to the organizational 
context, attentional bias could have a large impact on decision-making pro­
cesses of employees and leaders in organizations; for example, a company 
executive might focus too much on a particular measurement of employees’ 
productivity and end up ignoring other valuable indicators of their perfor­
mances. This could lead to either overestimating or underestimating the 
employees’ total performance, with all the consequences that it entails. 

Search strategy 

Relevant databases were searched using the term ‘attentional bias’ both sepa­
rately and in combination with the terms ‘organisation*,’ ‘work,’ ‘employ*,’ 
‘leader*,’ and ‘chang*.’ This search yielded more than 500 results. After 
removing the duplicates and thorough examination, 1 meta-analysis, 0 sys­
tematic reviews, and 7 studies were included. 

Main findings 

1.	 People tend to focus more on emotionally positive stimuli, especially when these 
are arousing and highly relevant to them (Level A). 

According to a meta-analysis by Pool et al. (2016) in which the occur­
rence of attentional bias was studied among nearly 10,000 participants, 
people show an attentional bias for emotionally positive stimuli in com­
parison to neutral stimuli. Furthermore, the study showed that this bias 
was larger when the emotional stimuli were relevant to specific con­
cerns (e.g., being presented food-related stimuli when hungry) of the 
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participants compared with other positive stimuli that were less relevant 
to the participants’ concerns. 

2.	 When people are in a happy mood, they shift their attention to salient informa­
tion, which is positively related to future well-being. Reversely, when in a mood 
of fear, they shift attention to threatening cues (Level A). 

A study from 2011 by Cavanagh et al. showed that shifts in attention 
to potentially salient (threatening and pleasant) cues after the induction 
of a happy mood were associated with higher levels of well-being three 
weeks later. Conversely, the induction of a fear mood shifted atten­
tion to threatening cues and was associated with increases in state anxi­
ety. This finding is consistent with Fredrickson’s broaden-and-build 
theory of positive emotion (Fredrickson, 1998, 2001), which suggests 
that in contrast to negative emotions, which are associated with specific 
thought-action repertoires, positive emotions generally broaden cogni­
tion. This allows for creativity and the building of resources required for 
well-being and resilience. Interpreted in view of this theory, broadening 
one’s attention to both threatening and pleasant stimuli in one’s envi­
ronment may allow for the detection of resources and information that 
could be important for well-being. 

3.	 Several strategies have proven to be effective in shifting our attention from nega­
tive to positive stimuli, such as stress reappraisal and distraction techniques and 
moderate physical workouts (Level B). 

Over the years, research has repeatedly shown that a focus on positive 
instead of negative information leads to improved well-being and overall 
functioning (Cummins & Nistico, 2002; Fredrickson & Joiner, 2002). 
Following this finding, several researchers have looked into methods 
to alter attentional bias, shifting attention from negative to positive 
information. In their 2018 study, Cai et al. (2018) deployed a five-day 
attentional bias modification (ABM) training. The ABM consisted of a 
dot probe test, a computerized attention task in which participants are 
trained to avoid a threat. After the training, the researchers concluded 
that participants started to pay more attention to the positive words than 
threatening words. In a 2017 experimental study, Crum et al. explored 
if stress responses could be altered by changing individuals’ mindsets 
about the nature of stress in general and if this was related to attentional 
bias. A stress mindset was induced by letting the participants watch a 
three-minute video that either emphasized the enhancing properties 
of stress (stress-is-enhancing condition) or the deleterious properties of 
stress (stress-is-debilitating condition). The results indicated that a ‘stress 
is enhancing’ mindset produced heightened attentional bias towards 
positive stimuli when being given positive feedback. In contrast, those 
with a ‘stress is debilitating’ mindset experienced worse cognitive flex­
ibility and less attention to happy faces when being given positive 
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feedback. The study concluded that “whenever possible, people should 
attempt to evaluate stressors as challenging as opposed to threatening” 
(p. 13). More importantly, as this study shows, stress-reappraisal tech­
niques could be useful in shifting our attention towards positive instead 
of negative stimuli. 
Another study by Jamieson et  al. (2012), examined whether reap­
praising arousal could decrease attentional bias for emotionally nega­
tive information. In this experimental study, they instructed one-third 
of the participants to think about their physiological arousal during a 
stressful task as functional and adaptive. The other participants were 
either instructed to ignore the source of the stress by purposefully 
looking away from it or were given no instructions at all. The study 
revealed that the participants who reappraised their arousal showed 
decreased attention to emotionally negative information compared to 
the participants who didn’t. These results confirm the aforementioned 
finding that stress-reappraisal techniques are helpful in shifting our bias 
away from negative stimuli. 
Lastly, an experimental study by Tian and Smith (2011) explored how 
attentional bias to emotional stimuli is altered when people simultane­
ously perform physical exercise. The study showed that when compared 
with rest, moderate-intensity exercise may promote a shift in attention 
towards pleasant emotional stimuli and away from unpleasant emotional 
stimuli. This, in turn, may help promote improved mood. 

4.	 In highly stressful situations, people could be less prone to fall prey to attentional 
bias (Level C). 

Research by Jiang et  al. (2017) investigated the influence of acute 
stress on attentional bias to threatening stimuli. The results suggested 
that acute psychosocial stress impairs attentional bias. This could be 
explained by the fact that acute stress leads to disruptive selective pro­
cessing of information, thereby preventing attentional bias. So, whereas 
moderate-intensity exercise seems to promote attention towards posi­
tive stimuli (see the finding by Tian & Smith, 2011), it might not be the 
case for high-intensity exercise, as it activates the same systems involved 
in responding to an external threat (e.g., increased heart rate, blood 
pressure and levels of cortisol). 

Conclusion 

Several high-quality studies have found empirical evidence for attentional 
bias. These studies mainly show that people tend to focus on positive stimuli. 
Interestingly, high-quality empirical evidence on attentional bias towards 
negative stimuli is not yet available. In a way, this narrow focus on the ‘posi­
tive attentional bias’ in the scientific field might be seen as a manifestation 
of the bias itself. Several factors influence our proneness to attentional bias. 
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It appears that people are more likely to fall prey to the bias when the per­
ceived information is arousing and highly relevant to them. Also, several 
strategies have proven to be effective in altering attentional bias, such as 
stress reappraisal techniques, distraction techniques, and moderate physical 
workouts. Lastly, as opposed to moderate physical workouts, when doing 
extreme exercise (as a form of a very stressful situation), humans are less 
prone to fall prey to attentional bias since they are prevented from selecting 
their attention to specific conditions. 

Practical reflections 

Attentional bias has several practical implications for organizations, includ­
ing decision-making processes and communicating organizational change. 
As Pool et  al. (2016) illustrated, people pay more attention to emotional 
information that is highly relevant to them compared to neutral, nonrel­
evant information. So, when communicating organizational change, man­
agers and leaders should use positive, powerful language and make sure that 
their word usage fits in with the actual world and interests of their employ­
ees. In this way, they capture their employees’ attention and can in turn 
positively influence employees’ attitude towards change. Storytelling, which is 
the technique of incorporating inspiring stories and story structures in com­
municating organizational change, might be a powerful tool to do this. Also, 
paying more attention to positive information instead of negative informa­
tion is associated with improved long-term well-being and overall function­
ing. Therefore, it would be advisable to deploy methods or techniques that 
either help reduce focus on negative information or strengthen a focus on 
positive information. As scientific research shows, stress reappraisal tech­
niques and distraction techniques might be promising tools. Investing in 
trainings or workshops in which employees are being taught to reappraise 
stressful sources or learn how to adopt a ‘stress is enhancing’ mindset, might 
be an effective strategy for managers to shift their employees’ focus more 
towards positive information, thereby improving their long-term well-being 
and overall functioning. 

Availability bias 

What is the availability bias? 

Tversky and Kahneman (1973) introduced the availability bias, also known as 
the availability heuristic, in their article “Availability: A Heuristic for Judging 
Frequency and Probability.” They describe the availability bias as “a persua­
sive heuristic in human judgement in which people judge the frequency of 
prevalence of some events by the ease with which relevant instances come to 
mind” (Tversky & Kahneman, 1973). In the academic literature, there seems 
to be consensus on the definition of the availability bias, as most of the studies 
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use the Tversky and Kahneman’s definition. The availability bias occurs in a 
lot of different domains of society: media, health, economy, education, and 
criminal justice. Media coverage can enhance a person’s estimation of the 
likelihood of certain events. One example of the media influence on avail­
ability bias is people’s perceived likelihood of dying from a shark attack versus 
their perceived likelihood of dying from falling airplane parts. Since the last 
is not as extensively covered by media as shark attacks, people mistakenly 
assume deaths caused by shark attacks are much more common than they 
are (Read, 1995). This is linked to a bias called ‘availability cascade,’ which 
is a self-reinforcing process where a certain idea, stance, or position triggers 
a chain reaction and therefore gains popularity in public discourse, which 
increases its availability to people. This heightened availability, in turn, makes 
this idea, stance, or position more plausible to the public. 

Secondary biases related to the availability bias 

Availability cascade—the self-reinforcing process where a certain percep­
tion or stance gains increasing plausibility in public discourse through 
its rising its availability 

Illusory correlation—the proneness to perceive a relationship between vari­
ables (events, people, or actions) even when no such relationship actu­
ally exists 

Apophenia—the tendency to perceive a meaningful connection or pattern 
between unrelated objects or ideas based on the recognition of a few 
components or stimuli 

Pareidolia—a certain type of apophenia concerning the perceived con­
nection between (usually) visual stimuli (e.g., the perception of a face 
within an inanimate object) 

Well-travelled-road effect—the tendency of ‘travellers’ to appraise the time 
taken to cross routes differently depending on their familiarity with 
those routes 

To illustrate how availability bias impacts probability and frequency judge­
ments, we refer to a phenomenon called ‘illusory correlation.’ This is the 
tendency to perceive a relationship between variables, even when they aren’t 
associated. The illusory correlation is suggested to be caused by the avail­
ability bias: People might perceive a relationship because some combina­
tions are easily recalled, even though they are not especially frequent. In 
this vein, the secondary biases ‘apophenia’ and a certain type of apophenia 
called ‘pareidolia’ are also considered to be related to the availability bias. 
The biases, both describing the human tendency to perceive meaningful 
connections or patterns between unrelated stimuli, are also suggested to be 
caused by availability bias. By combining several unrelated stimuli to match 
a certain image that is mentally available, people falsely assume a relationship 
between these stimuli. 
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It must also be noted that the availability heuristic is not necessarily a bad 
thing per se. The assumptions that arise from this heuristic can result in cor­
rect estimations. However, the availability bias is highly error prone and must 
therefore be ‘used’ with caution (MacLeod & Campbell, 1992). Another phe­
nomenon illustrating how the availability bias can exert its influence on our 
perceptions is the ‘well-travelled-road effect.’ The well-travelled-road effect is a 
cognitive bias in which ‘travellers’ estimate the duration to cross a route depend­
ing on their familiarity with that route. It is suggested that drivers put more 
cognitive effort when traversing unfamiliar routes, which makes them perceive 
the journey to be longer than it is. Conversely, when traversing familiar routes, 
they put less cognitive effort, making them perceive the trip as shorter. 

What is the relevance of the availability bias to 
organizations and change? 

The proposition that people tend to rely on available tools, knowledge, or 
experiences holds relevance in organizations and change. People, as also 
managers, often choose solutions that have proven to be successful dur­
ing previous organizational changes and that they associate with or relate 
to the (top) management positions they have reached. However, in new 
situations, alternative approaches may be required. For example, because a 
project-based approach to a change has worked well on previous occasions, 
a manager could consider this approach to be the only road to success and 
thus be inclined to turn the next change initiative into a project. However, 
the specific circumstances of the current change may benefit from a more 
open, process-based approach. The suggested impact of the availability bias 
on decision-making does not apply solely to individual managers, but also 
to groups. “Group judgements, an important component of organizational 
decision-making, are not immune to this type of bias.” (Sniezek & Henry, 
1989; Stasson et al., 1988). Juries, legislators, board of directors, and project 
teams are just a few examples of groups that have to make important deci­
sions together (Benbasat & Lim, 2000). A recurring theme within organiza­
tions is how employees and stakeholders are affected by the decision-making 
of these groups. Specifically, unethical decision-making has received much 
attention in the last few decades since it has resulted in many corporate 
scandals. It is self-explanatory that scandals are to be avoided at all costs. 
Nowadays, many managers seek guidance and information about the route 
to more ethical decision-making in organizations. Therefore, it would be 
prudent to learn more about biases such as the availability bias and their 
influence on decision-making in organizations. 

Search strategy 

Relevant databases were searched using the terms ‘availability bias’ and 
‘availability heuristic’ both separately and in combination with the terms 
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‘organisation*,’ ‘work,’ ‘employ*,’ ‘leader*’ and ‘chang*.’ This search yielded 
67 results. After removing the duplicates and thorough examination, 0 
meta-analyses, 0 systematic reviews, and 4 studies were included. 

Main findings 

1.	 Memories of a certain event lead to a higher perceived probability in the future 
(Level D). 

A study by Macleod and Campbell (1992) put the availability bias to the 
test in an experimental setting where subjects made probability judge­
ments concerning the occurrence of future events. Their main finding 
was that there was a positive significant correlation between the recol­
lection of memories and the perceived probability of experiencing a 
similar event in the future, which means that more memories of a cer­
tain event led to a higher perceived probability in the future. 

2.	 The availability bias could be used in reinforcing ethical decision-making within 
organizations (Level D). 

Hayibor and Wasieleski (2008) explored the impact of the availability 
bias on the decision-making process and on ethical behaviour in organi­
zations. In their study, they found that the availability bias influences 
ethical decision-making through perceptions of moral intensity. 

Moral intensity can be described as the degree to which a moral imper­
ative exists in relation to an issue. The study found that the perceived 
availability of consequences associated with an act and the perceived 
availability of others who believe that an act is morally acceptable are 
positively related to perceived moral intensity. Perceptions of moral 
intensity, in turn, positively affect how moral issues are viewed and ulti­
mately resolved, leading to an increased likelihood of ethical decisions 
being made (Hayibor & Wasieleski, 2008). 

3.	 Electronic brainstorming and communication could reduce the presence of the 
availability bias in group decision-making (Level D). 

In 2000, researchers Benbasat and Lim (2000) set up an experimental 
study that investigated the effects of electronic brainstorming and com­
munication on the presence of the availability bias in group decision-
making. The research showed that both were instrumental in reducing 
the availability bias—the presence of these systems caused the partici­
pants to be increasingly focused on low-availability items. 

Conclusion 

The availability bias as described by Tversky and Kahneman is a persua­
sive heuristic in human judgement in which people judge the frequency 
of prevalence of some events by the ease with which relevant instances 
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come to mind. The main findings shed light on the bias itself, its impact on 
human decision-making, and promising tools to reduce the availability bias. 
Although the availability bias is not backed by a large amount of evidence, 
some interesting - initially intuitive- conclusions can be drawn. Firstly, the 
availability bias seems to have an influence on human thinking and decision-
making because memories of a certain event lead to a higher perceived 
probability in the future. Secondly, it could impact ethical decision-making 
by its influence on perceived moral intensity (Hayibor & Wasieleski, 2008). 
Lastly, electronic brainstorming and communication seem to be promising 
tools to reduce availability bias in group decision-making (Benbasat & Lim, 
2000). 

Practical reflections 

In general, the aforementioned main findings can be used to make manag­
ers aware of the availability bias. Creating awareness can be the first step 
towards the realization of an environment where it is easier to think outside 
the box and where organizational members are less tempted to simply rely 
on available instances when making judgements. Specifically, when trying to 
achieve the desired change, managers are often inclined to choose habitual 
and familiar paths they consider most effective. However, since organiza­
tions are dependent on both the internal and external context, change initi­
atives and approaches should be tailored to this context. Therefore, it would 
be prudent for managers to first take a moment to step back and evaluate 
the organizational context thoroughly and base change strategies accord­
ingly. Consultation with other professionals to collect different perspectives 
might also be a good starting point for managers to create openness towards 
new approaches. 

The main findings and corresponding conclusions also have practical 
implications. Firstly, according Hayibor and Wasieleski (2008), managers 
can achieve a greater likelihood of ethical decision-making within their 
organization by offering programmes, policies, or procedures that increase 
the belief that a certain act is morally wrong for employees. In their article, 
the researchers do not specify the exact content of the mentioned pro-
grammes. However, it would be prudent for managers to tailor these pro-
grammes, policies, and procedures to suit their own organization by aiming 
them at specific behaviours that are either desired or undesired in their 
organization. Secondly, although Benbasat and Lim (2000) mention that 
more research is necessary for the practical use of electronic brainstorming 
and communication tools to become clearer, the usage of these tools has 
some practical implications for organizations. Managers could experiment 
with electronical tools for communication to reduce the presence of avail­
ability bias within their organization. This has become undeniably more 
relevant due to the considerable increase of digital meetings as a result of the 
COVID-19 pandemic. 



44 Stuijt, Vernooij, & Louwers  

 
 
 
 
 
 

 
 

Conjunction fallacy 

What is the conjunction fallacy? 

Perhaps the simplest and most fundamental principle of probability is the 
inclusion rule: the probability of two events occurring together is always 
less than or equal to that of either one occurring alone. This principle 
can also be expressed as the ‘conjunction rule.’ However uncomplicated 
this rule seems to be, applying it turns out to be quite difficult. In fact, 
people usually assume that several specific conditions occurring together 
are more probable than a single general one. This is called the ‘conjunc­
tion fallacy.’ 

Tversky and Kahneman (1983) first demonstrated the conjunction fal­
lacy through the ‘Linda problem’—a puzzle that is, till today, the most cited 
example of this fallacy. While Tversky named the fallacy after Linda Cov­
ington, his secretary at Stanford, the description and person depicted are 
fictitious. 

Linda is 31 years old, single, outspoken, and very bright. She majored in phi­
losophy. As a student, she was deeply concerned by the issues of discrimination 
and social justice, and even participated in antinuclear demonstrations. 

Which is more probable? 

1. Linda is a bank teller. 
2. Linda is a bank teller and is active in the feminist movement. 

It is a robust observation that most people confronted with the Linda prob­
lem choose option 2. However, as stated above, the probability of two events 
occurring together (being a bank teller and being active in the feminist 
movement) must be less than or equal to the probability of one event occur­
ring alone (being a bank teller). 

Tversky and Kahneman argue that most people get this problem wrong 
because they use the ‘representativeness heuristic’ to make this kind of prob­
ability judgement. This heuristic is a mental shortcut that people are con­
sidered to utilize on a daily basis to make judgements by comparing novel 
situations and information to familiar mental concepts, social categories, or 
‘internal stereotypes.’ Mental concepts, social categories, or internal stereo­
types are well-known concepts in social psychology, and reliance on these 
concepts lies at the foundation of various social psychological theories. For 
example, the social identity theory states that people classify themselves and 
others in diverse social groups based on the prototypical characteristics of 
the members of the groups. Classifications could be organizational mem­
bership, religious conviction, gender, or age (Ten Have et al., 2019, p. 50). 
Social categories also are important in the attribution theory, which states 
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that people use stereotypes, mental models, and ‘benchmarks’ to evaluate 
others and stimuli (Ten Have et al., 2019, p. 79). 

Applying the representativeness heuristic to the Linda problem based on 
the description of Linda, option 2 seems more ‘representative’ of her (even 
though it is clearly mathematically less likely) and so people falsely assume 
Linda is more likely to be a bank teller and an activist. The human brain 
thus seemingly prefers representativeness over logic. This is illustrated by the 
famous American naturalist Stephen Jay Gould, who described his struggle 
with the Linda problem as follows: 

I am particularly fond of this example because I know that the conjoint 
statement is least probable, yet a little homunculus in my head continues 
to jump up and down, shouting at me—“but she can’t just be a bank 
teller; read the description.” 

(Gould, 1989) 

The conjunction fallacy is also related to another phenomenon, the so-
called ‘base-rate fallacy.’ This bias describes the tendency to rely on specific 
information over statistics. As a result, people make predictions and prob­
ability judgements based purely on individuating information, disregarding 
the base-rate information. 

Secondary biases related to conjunction fallacy 

Representativeness heuristic—a mental shortcut used to come to judge­
ments by comparing novel situations and information to familiar men­
tal concepts or ‘internal stereotypes’ 

Base-rate fallacy—the tendency to rely on specific information rather than 
statistics 

What is the relevance of the conjunction fallacy to 
organizations and change? 

As stated earlier, one reason why people are prone to the conjunction fal­
lacy is because they make use of the representativeness heuristic. Perhaps 
unsurprisingly, the conjunction fallacy and the representativeness heuristic 
are also seen in organizations and change, thereby influencing employees’ 
perception, behaviour, and decision-making. A study from 2019 found that 
managers made biased decisions more than 50 percent of the time, many of 
which were based on representativeness (AlKhars et  al., 2019). The con­
junction fallacy specifically could have serious repercussions. For example, 
employees might hear separate rumours about possible layoffs and that the 
senior executive of their division is considering a career move. Employees 
judge each of these events on their own as unlikely—perhaps a 30 percent 
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chance of layoffs and a 25 percent chance of the executive leaving. How­
ever, in view of the conjunction fallacy, people tend to overestimate the 
likelihood of specific co-occurring events. So, when employees hear both 
rumours jointly, they could judge the probability of both events occurring 
as high as 50 percent or more. As a result, employees experience more psy­
chological stress, leading to negative health consequences such as exhaustion 
and burnout complaints. 

However, organizations can also turn the conjunction fallacy to their 
advantage. For example, marketing strategies could subtly craft marketing 
messages in such a way that two different stereotypes are activated simulta­
neously; commercial brands could make their consumers believe their prod­
ucts have multiple benefits in conjunction with each other. One example 
of this is the skincare brand Neutrogena. Neutrogena has built a platform 
that equates health with beauty (while these concepts are in fact not always 
synonymous). By using a statement or tagline that is related to health (for 
example, “Recommended by dermatologists”), the brand activates a rep­
resentation of healthy skin. By pairing this tagline with a photograph of 
a celebrity with beautiful skin, the consumers are prompted to think of 
beauty, and so the two concepts become linked in their minds. This way, the 
brand convinces the consumers that they will derive health as well as beauty 
benefits from its products. 

Considering the relevance of the conjunction fallacy to organizations, it 
seems wise for managers and organizational leaders to take note of the pos­
sible origins, manifestations, and consequences concerning this fallacy. 

Search strategy 

Relevant databases were searched using the terms ‘conjunction fallacy’ and 
‘conjunction error’ both separately and in combination with the terms 
‘organisation*,’ ‘work,’ ‘employ*,’ ‘leader*’ and ‘chang*.’ This search yielded 
80 results. After removing the duplicates and thorough examination, 0 
meta-analyses, 0 systematic reviews, and 5 studies were included. 

Main findings 

1.	 Scientific evidence supports the claim that people have the tendency to fall prey 
to the conjunction fallacy (Level B). 

In their original 1983 experimental study, Tversky and Kahneman let 
undergraduate students solve the Linda problem to explore the occur­
rence of the conjunction fallacy. The results showed that 85 percent of 
the participants fell prey to the conjunction fallacy (reporting that the 
statement “Linda is a feminist bank teller,” was more likely than the 
statement “Linda is a bank teller”). Moreover, the researchers reported 
similar rates of violations of the conjunction rule in several variations 
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of the question, including introducing more choice options and using 
a different fictitious character. So, according to this study, people are 
usually prone to commit the conjunction fallacy. The results of Tversky 
and Kahneman’s study were confirmed by various other studies. In most 
of these studies, the original method by Tversky and Kahneman, e.g., 
the Linda-problem or a variation of this problem, was replicated. In 
2003, Moutier and Houdé examined the prevalence of the conjunction 
fallacy amongst psychology students. Results of this study showed that 
the incidence rate of the conjunction fallacy was extremely high: All (!) 
participants exhibited biased reasoning and fell prey to the conjunction 
fallacy. Additionally, de Neys et al. (2011) studied the occurrence of the 
conjunction fallacy amongst undergraduate students and found that, 
in line with previous findings, the vast majority of participants (no less 
than 76 percent) committed the conjunction fallacy on classic problems 
such as the Linda problem. Lastly, an experimental study by Aczel et al. 
in 2016 confirmed the previous results. In their study, in which varia­
tions of the Linda problem were used, the researchers found that a high 
number of participants committed the fallacy (percentages between 55 
and 90). 

2.	 Even highly intelligent, statistically sophisticated people seem to be susceptible for 
the conjunction fallacy (Level C). 

In their 1983 experimental study, Tversky and Kahneman tested whether 
statistical education would eradicate the conjunction fallacy. They com­
pared a ‘naïve’ group of undergraduate students with no background in 
probability or statistics to a ‘sophisticated’ group consisting of PhD stu­
dents with advanced courses in probability, statistics, and decision theory 
to their credit. Results showed that even in the ‘sophisticated’ group, 
although the majority did obey the conjunction rule, the number of par­
ticipants committing the conjunction fallacy was still high. Additionally, 
Oechssler et al. (2009) examined if people with relatively high cognitive 
abilities would be less prone to commit the conjunction fallacy than 
people with lower cognitive abilities. The results of their study showed 
that, even though incidence rates of the conjunction fallacy were lower 
for people with higher cognitive abilities, they were substantial. In other 
words, even intelligent, cognitively skilled people commit the conjunc­
tion fallacy. The finding that even highly intelligent people advanced in 
probabilities and statistics commit the fallacy suggests that people might 
not commit it out of a lack of understanding of the fundamental rules of 
probabilities but more because they don’t perceive the Linda problem as 
a task that requires an application of these principles (or, for that matter, 
probabilistic reasoning). Instead, they rely on intuitive reasoning. As one 
of Tversky and Kahneman’s participants illustrates, “I thought you only 
asked for my opinion” (1983, p. 300). 
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3.	 Inhibition trainings could be promising in decreasing the prevalence of the con­
junction fallacy (Level C). 

In their 2003 experimental study, Moutier and Houdé trained partici­
pants to inhibit the conjunction bias by teaching them not to solely 
concentrate on specific elements of the event presented to them but to 
use the rules of propositional logic. After the training, the number of 
participants committing the conjunction fallacy was reduced by a mere 
50  percent. These results suggest that, through training, the human 
brain can overcome reasoning biases like the conjunction fallacy. 

4.	 People might be less likely to commit the conjunction fallacy in decision-making 
when they consult other people (Level D). 

Charness et al. (2010) explored the occurrence of the conjunction fallacy 
among university students through a series of experiments. In this study, 
they found that communication between participants influenced the inci­
dence rate of the conjunction fallacy. When they allowed the subjects to 
consult with other subjects before giving their answers, the proportions fell 
dramatically. This was particularly the case when the size of the group rose 
from two to three persons. According to Charness et al., “the presence of a 
third person in a group may create a ‘cascading effect,’ in which the person 
who finds the correct answer has a better chance of persuading one other 
member of the group and the weight of the two maybe sufficient to make 
the third member accept their conclusion even if not persuaded” (p. 555). 

5.	 Priming people with systematic processing skills might reduce their proneness to 
the conjunction fallacy (Level D). 

In an experimental study, Huntsinger and Ray (2016) observed the influ­
ence of emotions and processing styles on the conjunction fallacy. Results 
showed that participants in a positive mood primed with heuristic processing 
were more likely to commit the conjunction fallacy than similarly primed 
sad participants. However, when participants in a good mood were primed 
with a systematic processing style, they were less likely to commit the con­
junction fallacy. According to Huntsinger and Ray, happy people tended to 
adopt a more top-down, global style of thinking and reliance on stereotypes 
(e.g., heuristic processing style), making them more prone to commit the 
conjunction fallacy. This contrasts with a more bottom-up, detailed style of 
thinking (e.g., systematic processing style), which could act as a buffer against 
the conjunction fallacy. So, priming people with systematic processing styles 
could reduce the occurrence of the conjunction fallacy. 

Conclusion 

Scientific evidence supports the claim that people tend to commit the con­
junction fallacy, thereby falsely assuming that several specific conditions are 
more probable than a single generic one (Tversky & Kahneman, 1983). Even 
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highly intelligent people advanced in probabilities and statistics commit the 
fallacy (Tversky  & Kahneman, 1983; Oechssler et  al., 2009), which sug­
gests that committing conjunction fallacy is not necessarily because of a lack 
of understanding of the fundamental principles governing probabilities but 
instead because we are being governed by heuristics such as representativeness, 
which cloud our judgements and causes us to rely on internal stereotypes. 
However, it is not impossible for the human brain to overcome the conjunc­
tion fallacy. Simply making people aware of the fallacy and training them to 
inhibit it seems to be a good starting point (Moutier & Houdé, 2003). Moreo­
ver, consultation might be an effective strategy to minimize the occurrence of 
the conjunction fallacy in decision-making (Charness et al., 2010). 

Practical reflections 

Following these conclusions, we made some practical reflections for manag­
ers and organizations. 

Firstly, like many biases and heuristics, awareness is key when it comes 
to the conjunction fallacy. Both managers and employees should be aware 
of the fact the people are tended to rely on heuristics and internal stereo­
types, which causes them to make judgemental errors. Making the causal 
mechanisms that underlie the conjunction fallacy (such as representative­
ness) explicit might be an effective approach for managers to buffer against 
the conjunction fallacy in their organization (Moutier & Houdé, 2003). 

Secondly, research shows that consultation might be an effective strat­
egy to inhibit the conjunction fallacy (Charness et al., 2010). In this vein, 
it would be advisable for managers to stimulate consultation in formal 
decision-making processes. Moreover, managers can go one step further and 
encourage their employees to consult each other on a daily basis in individ­
ual decision-making situations. In communicating this to their employees, 
managers might even suggest forming groups of three persons instead of 
pairs, since three persons are even less likely to commit the conjunction 
fallacy than two (“three heads are better than one”). Lastly, we suggest that 
managers target the mental context in which emotions are experienced to 
prevent employees from falling prey to biases like the conjunction fallacy 
(Huntsinger & Ray, 2016). Specifically, it would be prudent for managers 
to promote employees’ systematic processing skills, which will deter them 
from relying solely on internal stereotypes and heuristics (as Huntsinger & 
Ray illustrate it: “a focus on the forest”) and feel encouraged to use a more 
bottom-up, detailed style of thinking instead (“a focus on the trees”). 

Framing effect 

What is the framing effect? 

Tversky and Kahneman (1981) first observed the framing effect—a bias that 
suggests that even when the outcome of two options is equal, our response 
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to those options could differ depending on the way the option is presented 
to us (e.g., which features of the option are highlighted). Levin et al. (1998) 
distinguished three types of framing: risky-choice framing, attribute fram­
ing, and goal framing. 

Risky framing refers to the decision-making process when confronted 
with a choice based on risks and probabilities. This is equivalent to the pros­
pect theory, in which people prefer the sure option in a positive frame and 
the risky option in a negative frame (see chapter 4 Controlling—prospect 
theory). Tversky and Kahneman (1981) used the Asian disease problem to 
demonstrate how frames influence decision-making. In this problem, sub­
jects had to choose between two separate statistically equal binary options 
described in a positive frame (lives saved) and negative frame (lives lost). 
Similar to the prospect theory, the subjects chose the riskier option when 
confronted with a negative frame (e.g., 400 out of 600 lives will be lost) and 
the less risky option when confronted with a positive frame (e.g., 200 out 
of 600 lives will be saved). 

Attribute framing refers to the tendency of making more positive evalu­
ations of stimuli framed positively and more negative evaluations of stimuli 
framed negatively. For example, Levin and Gaeth (1988) found that ground 
beef is rated as tastier when labelled in a positive valence (75 percent lean) 
than when labelled in a negative valence (25 percent fat). 

Goal framing refers to the difference in persuasive impact between mes­
sages set out from a positive frame of ‘gaining’ or ‘avoiding a loss’ and mes­
sages from a negative frame of ‘not gaining’ or ‘suffering a loss.’ So, whereas 
attribute framing describes the stimulus from a positive or negative valence, 
goal framing describes the outcome of a certain event in either a positive 
or negative way. Goal framing provides people with the motivation to take 
action when confronted with a possible ‘loss’ rather than a possible ‘gain.’ 

The framing effect is considered to be related to the ‘affect heuristic/ 
projection bias,’ which states that current emotions and not the long term-
effects of their decisions influence people in their decision-making. Follow­
ing this reasoning, framing information in an emotionally appealing way 
should be effective in influencing behaviour. In fact, research has shown 
that framing relies on emotional appeals and can be designed to have specific 
emotional reactions (Yacoub, 2012). 

The framing effect is also proposed to relate to the ‘unit bias,’ which relates 
to people’s tendency to want to complete a unit of a given item or task. 
A 2006 study by Geier et al. explored the unit bias in the consumption of 
soft pretzels. Results of this study indicated that participants’ consumption was 
influenced by the unit bias. When whole pretzels were offered, people ate an 
entire pretzel. However, when the pretzels were cut in half, people only ate 
half. The subjects thus perceived whatever portion they were given as a unit 
and felt the urge to eat up this unit. This is just one example of how people 
could be influenced in their behaviour by framing the unit of some entity. 
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Framing can also be linked to the ‘stress-appraisal theory,’ which states that 
peoples’ emotions to certain information or events are extracted from their 
evaluations of that information. Following this reasoning, framing infor­
mation in a positive way leads to a positive evaluation of that information, 
thereby evoking positive emotions and responses accordingly. 

In short, according to the framing effect, the way a message is framed 
(i.e., gain or loss, positive or negative) likely influences human percep­
tions, evaluations, and decisions. By overvaluing how something is said (the 
‘frame’ of the message) at the expense of valuing what is being said, the 
framing effect can trigger irrational behaviour and cause people to choose 
worse options that are more effectively framed over better options framed 
badly. 

One example of how the framing effect can influence decisions concerns 
patients’ preference regarding treatment. In 1989, O’Connor explored the 
influence of framing on patients’ preferences about cancer chemotherapy. In 
the study, she asked participants to choose between two cancer treatments. 
While the first treatment option was toxic, the second was nontoxic, but less 
effective than the first option. She framed the options in either a positive 
way (e.g., probability of living) or a negative way (e.g., probability of dying). 
Results showed that when she used a negative frame to present the options, 
patients were less likely to choose more toxic yet more effective treatment 
options (O’Connor, 1989). 

The effect is also likely to exert its influences in the field of media and 
politics. Journalists, for example, often use different ‘frames’ surrounding 
an issue to alter the reader’s perception without having to change the facts. 
Media channels deliberately choose certain words and images to cover a 
story (e.g., disaster vs. setback) (Bryant et al., 2013). In the field of poli­
tics, members of political parties use framing in their communication to 
emphasize certain characteristics or consequences of an issue or policy to 
the exclusion of other features. By increasing the accessibility of those char­
acteristics in people’s judgements, individuals can be swayed between sup­
porting and opposing a policy depending on the valence of the highlighted 
feature (Chong, 2019). 

Last, but not least, many well-known, global companies have used the 
framing effect to their advantage. For example, the multinational cof­
feehouse chain Starbucks has used its inviting interior, soothing back­
ground music, and special Italianized beverage names to successfully 
‘frame’ its products in such a way that it enhances people’s perception of 
its product quality. Through this clever packaging, the company differenti­
ates itself from its competitors in the coffee market and creates the idea 
among consumers that Starbucks coffee is the best. However, when the 
frame or ‘background’ is removed, the result will be a bare product (e.g., 
‘just’ coffee), which doesn’t seem to differ that much from other products 
anymore. 
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Secondary biases related to framing effect 

Affect heuristic/projection bias—type of mental shortcut in which people 
make decisions influenced by their current emotions 

Unit bias—the tendency to want to complete a unit of a given item or 
task 

What is the relevance of the framing effect to organizations 
and change? 

Within organizations, decisions are often made based on a particular flow 
of information. Information can be factual but not necessarily neutral. 
Whenever information is processed or a choice is presented, the way in 
which that information is presented matters. For instance, the framing of a 
particular organizational change or a project might influence whether the 
organization actually embarks on this change. The rationale, the big ‘why’ 
of the change, is essential to the success of organizational change (Ten Have 
et al., 2015). The frame in which a proposal is presented can help persuade 
managers or employees about the desirability of the change. However, the 
framing effect increases the subconscious focus on irrational ques rather 
than on the rational arguments, which could lead to suboptimal decision-
making. Therefore, organizations need to be aware of this effect to not let 
it cloud their judgement and use it to their advantage where possible and 
ethical. 

Search strategy 

Relevant databases were searched using the term ‘framing effect’ both sepa­
rately and in combination with the terms ‘organisation*,’ ‘work,’ ‘employ*,’ 
‘leader*,’ or ‘chang*.’ This search yielded 891 results. After removing the 
duplicates and thorough examination, 5 meta-analyses, 0 systematic reviews, 
and 3 studies were included. 

Main findings 

1.	 People can be influenced by (risky, attribute, and goal) frames during decision-
making processes (Level B). 

In a meta-analysis of 136 studies, Kühberger (1998) found scientific 
evidence that the framing effect influences people in their decision-
making. Twenty years later, Steiger and Kühberger re-evaluated Küh­
bergers’ dataset (2018). Both studies found that the magnitude of the 
framing effect differed across studies, because no clear conceptualization 
and methodologies are used throughout the literature. In their meta-
analysis of 51 studies, Piñon and Gambara (2005) acknowledged this 
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as well. In order to solve this issue, they distinguished three types of 
framing based on the taxonomy of Levin et al. (1998). In their study, 
they found that the magnitude of the impact differed across the differ­
ent types of frames—the impact of the risky framing effect and the goal 
framing effect was medium, while the impact of the attribute framing 
effect was small. In this way, the authors disentangled the conceptual 
overlaps, showing that the impact of the framing effect can differ for the 
specific types of framing effects. 

2.	 Gain frames induce positive emotions, while loss-frames induce negative emo­
tions, and stronger emotions increase the effectiveness of the framing effect (Level 
B). 

In their meta-analysis of 25 studies with a total of 5,772 participants, 
Nabi et al. (2020) investigated the relationship between emotions and 
loss/gain framing. According to their findings, gain frames tend to 
induce positive emotions, while loss frames induce negative emotions. 
Furthermore, these frames are more effective or persuasive when they 
induce more intense positive and negative emotions, respectively. Fol­
lowing this line of reasoning, emotions thus play a role in mediating the 
influence of framing effects. If these frames are to be used effectively, or 
conversely, if one wants to mediate their effects, the role of emotions 
and their intensity is then of considerable importance. 

3.	 The effectiveness of framing messages depends on a complex interaction of dispo­
sitional, situational, and individual factors (Level B). 

In their meta-analysis of 27 studies, Xu and Huang (2020) found a 
minimal effect size when it came to charity advertising and framing. 
Because the framing had no influence on the effect of the advertising, 
they point out that the persuasive impact of framing is highly depend­
ent on a complex interaction of dispositional, situational, and individual 
factors. Building on the previous main finding, pertaining to emotions, 
one can imagine that the effectiveness of framing has many moderators. 
To optimally understand and leverage the framing effect, more research 
on the possible moderator variables is necessary. 

4.	 Loss framing is more effective than gain framing in altering behaviour (level C). 

In their systematic review of 47 articles, Homar and Cvelbar (2021) 
investigated the importance of loss aversion in environmental decisions. 
According to the authors, when it comes to environmental decisions, 
people are more likely to change to pro-environmental behaviour if 
an environmental problem such as climate change is framed as a loss 
that must be prevented. They argue that policy makers should there­
fore continuously stress the losses of not performing pro-environmental 
behaviour and not the gains of performing said behaviour. 
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Conclusion 

The various findings seem to indicate the existence of some sort of over­
all framing effect, with the magnitude of the impact varying from small to 
medium. In addition, there is evidence of the existence of the different types of 
frames—risky framing, attribute framing, and goal framing. The studies show 
that different frames have different effects and that both positive and negative 
frames can influence people’s behaviour. The more intense emotions a frame 
evokes, the more persuasive the message is. The varying power of the frames 
could, in part, be caused by the way the bias is measured and conceptualized 
(Piñon & Gambara, 2005). It would be beneficial to test the different forms of 
the framing effect separately in disparate studies. This would give a more valid 
and complete view of the framing affect. Furthermore, different scholars argue 
that more framing research is needed to identify possible moderators. When 
there is a larger understanding of the moderators on the effects of framing, the 
framing effect can be better leveraged or mitigated when necessary. 

Practical implications 

The framing effect is associated with loss aversion from the prospect theory. 
When designing a particular message for persuasive effect, organizations ought 
to take insights from prospect theory into account (i.e., “losses loom larger than 
gains”). When used in combination, framing something as a loss that needs to 
be prevented could be leveraged. At the same time, it must be noted that posi­
tive or gain frames can also have a persuasive effect. As Nabi et al. (2020) argue, 
loss and gain frames induce negative and positive emotions, respectively. The 
more intense the emotion evoked, the more effective the respective framing 
messages become. This finding is consistent with the ‘affect heuristic.’ How­
ever, despite the link between loss aversion and the framing effect, it is not 
always advisable to use a negative or a loss frame within organizations, espe­
cially not in the long run. Negative frames can help create urgency and can 
help incite people to take action; however, in the long run this can also create 
a negative atmosphere in the organization. Positive frames, on the other hand, 
can help and stimulate people to improve performances for a longer period. 

In addition, organizational leaders must be aware of the framing effect 
and its impact on their employees to possibly prevent their organization to 
become too influenced by frames. Frames do partly remove rationality from 
decision-making, which makes decision-makers more prone to errors. In the 
literature, there is no proven method to mitigate the effects of framing but 
acknowledging its existence and being aware of frames is a good first step. 

Priming 

What is priming? 

Priming (or the priming effect) is a phenomenon where the introduction 
of one stimulus influences how an individual perceives (and, subsequently, 
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responds to) a subsequent stimulus. When people are being primed, a stimu­
lus (an image, word, sound, or smell) in their environment unconsciously 
activates certain associations in their memory. This activation influences 
their response to the stimulus. For example, a moment after we see the word 
‘dentist,’ we will be faster to recognize the word ‘tooth’ than an unrelated 
word like ‘house’ because the medical concepts are closely associated in our 
mind. This phenomenon is closely related to the recency effect, which per­
tains to better learning, storing, and retrieving recently presented informa­
tion than information presented earlier. 

Since the early 1980s, researchers have studied priming by considering 
how exposure to certain types of information can influence perceptions 
and thoughts. One of these researchers, social psychologist Bargh, defined 
priming as “the passive, subtle and unobtrusive activation of relevant men­
tal representations by external, environmental stimuli, such that people are 
not and do not become aware of the influence exerted by those stimuli” 
(Bargh & Huang, 2014). 

The concept of priming is strongly related to a secondary bias called ‘anchor­
ing,’ which is the susceptibility to compare a certain stimulus to a particular ref­
erence point or ‘anchor’ presented earlier. People are prone to relying heavily on 
the first piece of information presented to them, and when they do, they filter all 
new information through this existing framework. This is the foundation of the 
‘social judgement theory’ (Sherif & Hovland, 1961), which states that people per­
ceive and evaluate an idea by comparing it with current attitudes or their ‘anchor 
point.’ The closer the idea is to their anchor point, the more likely they are to accept 
the idea. 

Existing frameworks, called ‘social representations’ are fundamentally 
aimed at ‘making the unfamiliar familiar’ (Moscovici, 1984). This classifica­
tion of new information into pre-established (social) categories makes us 
reluctant to make significant changes to our beliefs, ideas, plans, behaviour, 
and even the tools we use. 

Secondary biases related to priming 

Anchoring—the tendency to compare stimuli to a particular reference 
point (‘anchor’) 

Conservatism bias—the tendency to revise one’s belief insufficiently when 
presented with new evidence 

Semmelweis effect—the tendency to reject new evidence or new knowl­
edge because it contradicts established knowledge, norms, or standards 

Law of the instrument—the tendency to over-rely on familiar tools 

Although priming occurs without conscious awareness, it can have a sig­
nificant impact on various aspects of everyday live. Priming has mostly been 
studied in the field of social psychology and has been linked to various 
social psychological concepts such as ‘stereotypes’ and ‘social representa­
tions.’ Accordingly, priming can exert its influence on social behaviour. An 
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experimental study by Bargh et al. (1996) showed that people primed with 
words associated with impolite behaviour were more likely to show ruder 
behaviour themselves, such as interrupting another’s conversation. This 
study also showed that priming people with certain stereotypes impacts 
behaviour. In the study, Bargh et al. primed one half of participants with 
words generally associated with stereotypes about elderly people. They did 
not provide the other half of the participants with a prime. Upon leaving 
the experiment site, people primed with the words related to older adults 
were more likely to walk more slowly than participants not primed (Bargh 
et al., 1996). Perhaps the best-known priming experiment was conducted 
in 1957 by American market researcher James Vicary, who primed cinema 
visitors by projecting the words ‘eat popcorn’ and ‘drink Coke’ onto the 
screen for such a short time it was barely visible to the naked eye. After this 
projection, however, popcorn sales rose by 58 percent (!) and Coke sales by 
18 percent (Marhenke & Imhoff, 2020). Regardless of the absence of high 
evidence-level studies replicating these findings, this study is illustrative of 
how certain priming cues, even when people are unaware of it, can have an 
impact on (social) behaviour. 

What is the relevance of priming to organizations and change? 

Central to the concept of priming is the idea that people can be greatly 
influenced by previous information when making decisions. As such, while 
many people might perceive their decisions to be based on pure intuition 
and ‘gut-feeling,’ it is actually highly influenced by their memory and previ­
ous experiences. As Napoleon once wrote, “On the battlefield, inspiration 
is usually nothing but recollection.” In other words, our choices are based 
on the rapid recognition of a situation that has readily been experienced 
and memorized, consciously or unconsciously. While past encounters can 
be a relevant source of information when making decisions, self-assured 
decision-making by those who place too much faith in their intuition run 
the risk of overseeing relevant information that could be beneficial in the 
current context. Therefore, organizational leaders and practitioners should 
be wary of the potential adverse effects of priming in decision-making 
processes. 

As stated in the introduction, priming can also impact people’s behaviour 
and social interactions. In that vein, priming can exert effects on employee’s 
organizational behaviour in negative as well as positive ways. For exam­
ple, linking priming to goal orientation and motivation—it is probable 
that priming employees with the concept of competitiveness makes them 
prone to behaving in a more competitive way. While this could improve 
job performance at an individual level, employees behaving competitively 
towards each other might result in a more hostile work environment. 
Similarly, organizational members primed with antisocial behaviour might 
consequently behave disrespectfully towards colleagues, thereby creating a 
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negative social work environment. On a more positive note, priming is 
increasingly being utilized by educators as a learning tool for students with 
learning disabilities (Wexler et al., 2016). Likewise, priming could be used as 
an educational intervention in organizations. Certain employees (e.g., those 
with learning disabilities or concentration problems) might perform better 
when they know what they can expect. So, by presenting new material 
before it is taught in trainings, employees are allowed to grow comfortable 
with it, enabling them to pay better attention during the actual training. 
These examples illustrate why priming is of great importance to the study of 
organizations and change. Since priming generally happens unconsciously, 
it often goes unnoticed by organizational members. However, an increased 
awareness of priming enables managers and organizational leaders to both 
mitigate its negative impact and seize its advantages. 

Search strategy 

Relevant databases were searched using the term ‘priming’ both sepa­
rately and in combination with the terms ‘organisation*,’ ‘work,’ ‘employ*,’ 
‘leader*,’ or ‘chang*.’ This search yielded about 140 results. After remov­
ing the duplicates and thorough examination, 5 meta-analyses, 0 systematic 
reviews, and 0 studies were included. 

Main findings 

1.	 People rely on stereotypical primes when forming judgements about others 
(Level B).

 Kidder et al. (2017) performed a meta-analysis on stereotype priming. 
Results showed that stereotype priming effects are genuine. Priming 
people with stereotypical information regarding a target influences their 
subsequent judgements about this target. The effect of the priming relies 
on several factors, such as the type of judgement to be made (quick vs. 
complex) and the characteristics of the target (age, race, gender, etc.). 
Results also showed that race produced the largest stereotype priming 
effects, suggesting that when forming judgements about others, people 
are more likely to be influenced by stereotypical information concern­
ing race than, for example, gender. 

2.	 Scientific evidence shows that priming influences attitudes and behaviour 
(Level B). 

In 2012, Cameron et al. performed a meta-analysis of more than 150 
studies examining the relationship between priming and behaviour. 
Results all pointed towards the same direction: Priming participants 
(using different stimuli such as names, images, or words) influenced 
behaviour—from behavioural intentions to actual behaviours such as 
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eating, drinking, and smoking. Furthermore, priming influenced par­
ticipants’ explicit attitudes such as political views, trait judgements, and 
beliefs about sexuality. 

3.	 Primed goals influence organizational behaviour, especially if these goals are 
valued highly by employees (Level A). 

A meta-analysis by Chen et  al. (2020) of 23 studies with a total of 
more than 3,000 participants examined the effect of primed goals on 
several outcomes such as performance, creativity, need for achievement, 
and persistence. Results showed that priming organizational members 
with achievement goals had an overall positive effect on their job per­
formance and the need for achievement. Additionally, primed goals as 
well as consciously set goals both had positive effects on organizational 
behaviour, and the effect of these two types of goals was shown to be 
additive. Another meta-analysis by Shantz and Latham (2011) reached 
more or less the same conclusion. In this study, call centre employees 
primed with a photograph of a woman winning a race raised signifi­
cantly more money from donors than those who were not primed. On 
the basis of these findings, Shantz and Latham concluded that employ­
ees primed to reach a certain goal exhibit better performance. Priming 
employees with goals seems to have the most impact when they value 
these goals highly. Weingarten et al. (2016) conducted a meta-analysis 
on the effects of primed goals on organizational behaviour and found 
that priming effects were stronger if people inherently valued the out­
come (e.g., students with a high achievement motivation attempting a 
graded intelligence test) or because value was manipulated to be high, 
such as in the use of incentives (e.g., money or a gift) in exchange for 
accurate responses. 

Conclusion 

In conclusion, scientific evidence consistently shows that priming influ­
ences human perceptions, attitudes, and behaviour. Stereotype priming is 
a valid phenomenon in social interactions. Research suggests that when 
people are primed with certain stereotypical information, they rapidly form 
a mental categorization of the other and make social judgements according 
to that social category. This in turn is likely to influence their social treat­
ment (Kiddler et al., 2017). Additionally, priming not only influences indi­
vidual behaviours such as drinking and smoking, it also impacts beliefs about 
politics and sexuality (Cameron et al., 2012). In addition, we can draw rel­
evant information from research in the organizational context. For example, 
priming employees with goals can have a positive effect on job achievement 
and job performance (Chen et al., 2020; Shantz & Latham, 2011), especially 
when these goals are valued highly by organizational members. However, 
this does not only apply to goals that are inherently valued. Creating a valued 
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goal by using incentives yields the same results (Weingarten et al., 2016). 
This last finding is in line with the conclusions from our earlier research on 
whether financial incentives are an effective way to encourage change and 
improve performance (Ten Have et al., 2016). A first and important find­
ing was that there is strong evidence that, overall, financial incentives have a 
moderate positive effect on performance (e.g., Cerasoli et al., 2014; Weibel 
et al., 2009). This positive effect is often referred to as the ‘price effect’—the 
financial incentive increases the intention to perform well because of the 
monetary benefit. However, this effect differs among forms of incentives, 
types of motivation, and performance outcomes. Additionally, our research 
from 2019 showed that monetary incentives had a positive effect only when 
large or significant enough; small incentives can have a negative effect on job 
satisfaction (Ten Have et al., 2019). 

Practical reflections 

The knowledge that priming influences human perceptions, judgements, 
and behaviour has some practical implications for organizations. Firstly, 
stereotype priming could have negative effects on the work floor, such as 
skewed social perceptions leading to undesired social behaviour. Therefore, 
it would be prudent for managers to organize trainings, seminars, or work­
shops for organizational members in which the effects of stereotype priming 
and the underlying causal mechanisms are made explicit. On a more positive 
note, priming effects could also be beneficial for organizations. One exam­
ple is the finding that higher valued goals yield stronger priming effects, 
eventually resulting in better performance. Managers might make use of this 
by looking into the goals that employees value intrinsically and use prim­
ing techniques accordingly. Monetary rewards could also be promising in 
guiding employee behaviour. Caution is warranted though, since the usage 
of bonuses or other monetary incentives may foster a competitive spirit in 
the workplace that undermines other values such as cooperation. Also, as 
our earlier research demonstrated, only large monetary incentives have a 
positive effect on job satisfaction. Since small incentives can lead to negative 
effects on job satisfaction, managers should either pay enough or not pay at 
all (Pouliakas, 2010). 

Recency effect 

What is the recency effect? 

The recency effect is a cognitive bias in which recently presented infor­
mation is better learned, stored, and retrieved over previously presented 
information. Researchers describe the recency effect as “an occurrence that 
happens when the information that is presented last in a series of infor­
mation units, has a particularly marked influence on a person’s subsequent 
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judgments” (Fang et al., 2018), or as “more weight that is put on the latest 
information by a decision-maker when he or she is requested to evaluate a 
short series of mixed information” (Yang et al., 2018). German psycholo­
gist Hermann Ebbinghaus discovered the recency effect during his memory 
experiments in which participants were asked to recall items from a list 
of words. Ebbinghaus found that the location of a word on the list had a 
pronounced influence on the participants’ ability to accurately recall that 
word. Specifically, they recalled items at the end of the list best (the recency 
effect). During these experiments, Ebbinghaus also discovered that partici­
pants recalled the first few items better than those in the middle. This is 
called the ‘primacy effect.’ The recency and primacy effect are often named 
simultaneously and are together considered serial-position effects—the ten­
dency for people to better learn or remember facts, impressions, or items 
presented at the beginning or end of a sequence than that presented in the 
middle of it. Media and communication strategists often refer to the serial 
position effects and use them to enhance the effectiveness of their com­
munication strategies. For example, a frequently repeated piece of advice 
for presenters, which is commonly seen as the framework for any successful 
presentation, is “Tell them what you’re going to tell them, tell them, and 
then tell them what you’ve told them.” This advice actually is rooted in 
ancient Greek philosopher Aristotle’s philosophy and is referred to as the 
‘Aristotelian triptych.’ By emphasizing the message at the beginning and 
repeating it at the end, speakers assure that their messages are better remem­
bered by the audience. This structure has been adopted by many coaches, 
trainers, and news channels. 

The recency effect has been studied in various domains and sectors. Par­
ticularly in the commercial field, the proposition that the most recently 
displayed information has a particular marked influence on recollection and, 
ultimately, consumption behaviour has fascinated marketers. Commercial 
companies have designed their selling strategies according to this princi­
ple; for example, making sure advertisements usually end in a positive and 
appealing way. The recency effect is also suggested to influence the legal 
field, since it assumes that a jury’s ultimate decision concerning a certain 
case might be mostly dependent on a lawyer’s closing argument. Another 
example where the recency effect can exert its influence is the stock market: 
investors might falsely believe a rising market will continue to appreciate or 
that a declining market or stock is likely to keep falling, merely based on the 
most recent market information they’ve received. 

What is the relevance of the recency effect to organizations and change? 

The recency effect can have great influence on the organizational and 
change context. If employees are pronouncedly influenced by recent infor­
mation, the effectiveness of change communication might thus be par­
tially dependent on the communication structures and storylines used by 
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managers and change leaders. The recency bias might also have repercus­
sions on social perceptions and employee behaviour towards colleagues. For 
example, when managers base professional judgements of their colleagues 
solely on their most recent performance instead of their longer-term profes­
sional development, it could result in skewed perceptions and judgements 
concerning their professionalism and capabilities and ultimately their behav­
iour. The recency bias relates to organizational concepts such as change 
communication, social judgements, and decision-making. Understanding 
the relationship between the recency effect and these concepts can provide 
managers with tools to better understand, and ultimately manage, organiza­
tional behaviour. 

Search strategy 

Relevant databases were searched using the term ‘recency effect’ and 
‘recency bias’ both separately and in combination with the terms ‘organisa­
tion*,’ ‘work,’ ‘employ*,’ ‘leader*,’ and ‘chang*.’ This search yielded about 45 
results. After removing the duplicates and thorough examination, 2 meta-
analyses, 0 systematic reviews, and 5 studies were included. 

Main findings 

1.	 The information presented last, in a series, is remembered more clearly and influ­
ences people’s subsequent judgements (Level B). 

A meta-analysis of Holbrook et al. (2007) explored the results of more 
than 500 experiments on the recency effect. The analysis showed sig­
nificant recency effects across the experiments. Another meta-analysis 
across 158 experiments exploring the recency effect by Bishop and 
Smith (2001) showed that 15  percent reflected significant recency 
effects. The 1990 study by Tubbs et al. to explore the relation between 
the recency effect and decision-making by auditors indicated that the 
information presented last to auditors had a marked influence on their 
eventual judgements. A similar study by Yang et al. (2018) on investors 
drew the same conclusion: presenting investors with positive informa­
tion last resulted in a higher chance of them investing. 

2.	 The recency effect is more likely to occur when people receive information that is 
relatively long, difficult to understand, preceded by other information, or com­
municated orally (Level B). 

Bishop and Smith (2001) found that, if information is transferred orally 
and the message is long, people are more likely to be influenced by the 
recency effect. Furthermore, Holbrook et al. (2007) found that ques­
tions that were hard to understand together with full-sentence answer 
choices also increased recency effects. Additionally, Holbrook et  al. 
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found a positive relation between the number of questions answered 
previously and the recency effect. 

3.	 Indications are found that teamwork could temper the severity of the recency bias 
(Level D). 

One of the main conclusions of a study executed by Ahlawat (1999) 
was that teamwork could have a decreasing effect on recency effects. 
According to Ahlawat (1999), using audit teams causes superior com­
prehension and recall of evidence and results in judgements that are 
less biased. An important note: This study was done on auditors, and 
the results should therefore not be generalized without corresponding 
caution. 

4.	 The recency effect might influence the perceived traits of others (Level D). 

Fang et al. (2018) studied the influence of the recency effect on per­
ceived traits. They found that the final emotion an individual showed 
had a more pronounced impact on how others perceived the traits of 
that individual compared to preceding emotions. These findings suggest 
that when making trait judgements about others, observers weigh heav­
ily on the most recently displayed emotions in dynamic expressions. 
Apparently, these leave an ‘imprint’ on observers, causing them to draw 
trait inferences from these emotions. 

Conclusion 

Recency effect—the bias in which people weigh recent information more 
heavily than preceding information—has been studied in various domains, 
from social settings to the organizational context. Meta-analytical evidence 
shows that recency effect influences human judgements and behaviours. 
Less high-quality scientific evidence has been found regarding social judge­
ments; however, the available (albeit low-quality) research does point out 
that the recency effect could influence trait judgements. Several factors 
have an influence on the recency effect. Studies have shown that when 
information is relatively long, difficult to understand, is preceded by other 
information, or communicated orally, the recency effect is more likely to 
occur. Furthermore, the recency effect might be tempered by teamwork. 
However, considering the low evidence levels of the study included, some 
caution is warranted in generalizing this finding. 

Practical reflections 

For organizations and change, the proposition that people are profoundly 
influenced by the recency effect could hold significant relevance. For exam­
ple, when communicating an upcoming organizational change, managers 
are advised to end their stories with positive and uplifting messages since 
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employees are likely to rely on this information when forming opinions 
and judgements about the change. Furthermore, an important implication 
can be drawn from the study by Ahlawat, suggesting that teamwork tempers 
the severity of the recency bias. According to Ahlawat, a group discussion 
may enhance cognitive involvement and causal reasoning, leading to a more 
complex problem analysis. So, it would be advisable for managers and lead­
ers to form groups to arrive at (strategic) organizational decisions. 

Halo effect 

What is the halo effect? 

The halo effect is a type of cognitive bias in which positive impressions of 
a stimulus in one area positively influence perceptions or feelings of that 
stimulus in other areas. The halo effect is also referred to as the ‘physical 
attractiveness stereotype’ or the ‘beauty-is-good stereotype.’ However, this 
effect doesn’t just affect people’s perceptions of others or objects based on 
their attractiveness. It can cover other assumed traits as well. People who are 
socially skilled or kind, for example, may also be seen as more likeable and 
intelligent. Perceptions of one quality or trait thus leads to biased judge­
ments about other qualities or traits. 

The term ‘halo effect’ refers to the religious concept of ‘halo’ (derived 
from the Greek ἅλως, meaning glory or aureole), which is a crown of light 
rays around or above a saint’s head, bathing the individual in a heavenly 
light to show their goodness. The effect was originally identified by the 
American psychologist Frederick L. Wells (1884–1964) in 1907. However, 
psychologist Edward Thorndike was the first to coin the term ‘halo effect’ 
in a 1920 paper titled “The Constant Error in Psychological Ratings.” In his 
study, Thorndike asked two commanding officers to evaluate their soldiers 
in terms of physical qualities, intellect, leadership skills, and personal quali­
ties. Thorndike’s goal was to see how the ratings of one quality would affect 
other qualities. Results of the study showed that high ratings of one quality, 
such as physique, correlated with high ratings of other characteristics, such 
as leadership. When Thorndike originally coined the term ‘halo effect,’ he 
was referring only to people; however, its use has been greatly expanded to 
other areas. In marketing, the halo effect exerts itself when perceived posi­
tive features of one product extend to the whole brand. An example is the 
popularity of Apple’s iPod causing great public enthusiasm for Apple’s other 
products such as the iPad, iMac, etc. 

The halo effect is suggested to have detrimental effects on various fields 
and domains, such as education, the judicial context, politics, and leadership. 
For example, one study by Harari and McDavid (1973) found that teachers 
gave the highest grades to pupils with the most attractive names. A more 
recent study from 2016 found that teachers’ judgements of academic perfor­
mance were influenced by their students’ attractiveness (Talamas et al., 2016). 
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Lastly, a 2010 study found that attractiveness is a strong predictor of 
decisions regarding who is put in a position of leadership (Verhulst et al., 
2010). 

A bias that is considered to be related to the halo effect is the ‘the law of 
small numbers.’ This is the tendency to generalize about all members of a 
certain group based on knowledge about just one or very few people (see 
the frame containing related biases). Stated bluntly, people tend to generalize, 
and they do it based on very little evidence. Like the halo effect, the law of 
small numbers has been a popular subject of study over the last few decades. 
The most noticeable difference lies in the fact that the halo effect is studied 
mostly in the domain of social psychology, while the law of small numbers is 
linked to mathematics and statistics. Nevertheless, since both biases concern 
the formation of hasty generalizations based on one or a few pieces of infor­
mation, the main findings concerning the halo effect in the section below 
might also be applicable to the law of small numbers. 

Secondary biases related to the halo effect 

The law of small numbers—the tendency to generalize about all members of 
a certain group based on information about just one or very few people 

What is the relevance of the halo effect to organizations and change? 

The halo effect can be of high relevance to organizations and change as 
it applies not only to people but also to organizations. As financial per­
formance is one of the most available characteristics of an organization, 
companies with outstanding financial success can become the subject of 
the halo effect and consequently turn into popular objects of imitation. 
One example is General Electric (GE) in the late 1990s when Jack Welsh 
was CEO. The company’s highly favourable position on the stock market 
urged many companies to copy GE’s practices, methods, and approaches, 
the most well-known of which was the ‘forced ranking’ system. This evalu­
ation system ranked employees’ performance based on mutual comparison 
by putting employees in one of three categories (top 20 percent, middle 
70 percent, and the lowest-performing 10 percent). However, while many 
companies initially adopted this system, most quickly gave it up because of 
its presumed negative consequences on team cohesion and motivation. This 
illustrates how under the influence of the halo effect, organizations can be 
misled in their strategic decision-making by blindly copying their competi­
tors’ best practices. 

In addition, the halo effect is considered one of the most common biases 
affecting performance appraisals and reviews. Supervisors may evaluate sub­
ordinates based on the perception of a single characteristic rather than their 
entire performance. For example, employees with high enthusiasm and a posi­
tive attitude but lacking the required knowledge or ability to perform their 
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job successfully may receive better ratings from their colleagues than their per­
formance deserves. The halo effect could also play a role in recruitment and 
selection. If future employers perceive applicants as attractive or likeable, they 
could more likely perceive them as intelligent and qualified. Researchers also 
suggest that the halo effect could have an impact on income. A study by Par­
ret (2015) published in the Journal of Economic Psychology found that, on aver­
age, food servers perceived as attractive earned approximately $1,200 more 
per year in tips than their other counterparts. A study by Judge et al. (2009) 
found that physical attractiveness had a positive effect not only on people’s 
self-confidence but also on their overall income and financial well-being. The 
halo effect could also apply to organizations. High-performing organizations 
such as Google are thus attributed with a brilliant strategy or excellent leader­
ship, even though this has not necessarily been proven. 

Search strategy 

Relevant databases were searched using the terms ‘halo effect’ and ‘physical 
attractiveness stereotype’ both separately and in combination with the terms 
‘organisation*,’ ‘work,’ ‘employ*,’ ‘leader*,’ or ‘chang*.’ This search yielded 
701 results. After removing the duplicates and thorough examination, 2 
meta-analyses, 0 systematic reviews, and 8 studies were included. 

Main findings 

1.	 People perceived as physically attractive are generally evaluated more positively 
than those who are not (Level B). 

A meta-analysis of 78 experiments concluded that people perceived as 
physically attractive were also seen as more sociable, dominant, sexu­
ally warm, mentally healthy, intelligent, and socially skilled than others. 
However, people perceived as physically attractive were not perceived 
as possessing greater character (e.g., being an honest, trustworthy, or 
kind person) and were seen as less modest than others (Feingold, 1992). 
This meta-analysis also looked at whether (and to which extent) those 
perceived as physically attractive possess these characteristics associated 
with physical attractiveness (e.g., sociability, dominance, etc.). In other 
words, are those considered good-looking really what people think 
them to be? The short answer to this question was no. No notable rela­
tionships were found between physical attractiveness and basic personal­
ity traits such as sociability or dominance. 
A meta-analysis of 76 studies concerning the physically attractiveness 

stereotype by Eagly et al. (1991) reached the same conclusion: 
People perceived as good-looking were also perceived as being more 

socially competent than others. They were also perceived as being 
vainer and less modest. Importantly, the researchers found that 
the strength of the halo effect differed across perceived personality 
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traits. For example, where good looks induced strong inferences 
about social competence, they caused weaker judgements about 
intellectual competence and had almost no impact at all on beliefs 
about integrity and concern for others. Therefore, Eagly et al. con­
cluded: “Although the consensus among social psychologists has 
been that the beauty-is-good stereotype is extremely strong and 
robust, this meta-analysis found there was considerable variation in 
the strength of the beauty-is-good effect from study to study and 
from measure to measure within studies” (p. 121). 

2.	 The halo effect is stronger when women are targeted compared to men, and the 
effect is weaker when one receives personal information about the individual 
(Level B). 

In his meta-analysis, Feingold (1992) not only found that physically 
attractive people were perceived as more sexually warm, but he also 
found that this effect was stronger when the targets concerned physi­
cally attractive women compared to men. In the meta-analytic study by 
Eagly et al. (1991), results showed that the halo effect was weaker when 
subjects received individuating information about the target. According 
to the study, looks should thus be relatively less important in the percep­
tions of friends, acquaintances, family members, and colleagues than in 
perceptions of strangers because perceivers have extensive information 
about these people in addition to their physical appearance. 

3.	 The halo effect could be related to organizational reputation management (Level C). 

Coombs and Holladay (2006) investigated the halo effect in light of 
an organization’s reputation and crisis management through an experi­
mental study. Results indicated that when an organization has a very 
favourable public reputation, this can create a halo effect that protects 
it during a crisis. When this is the case, the halo effect might work as a 
shield that deflects the potential reputational damage following a crisis. 
However, this was only the case for organizations with highly favour­
able reputations. When an organizations’ reputation was only moder­
ately favourable, the halo effect was not strong enough to protect the 
organizational reputation. In 2015, Pitsakis et al. also investigated the 
halo effect in the field of organizational reputation management. In a 
cross-sectional study of over a hundred English and Scottish universities 
and their 1,117 spinoff firms, they found empirical evidence that the 
reputation of an organization’s secondary activities can influence public 
perception of that organization’s main activities. Thus, according to this 
study, venturing into peripheral activities, which is a common organiza­
tional endeavour, can generate positive spill overs for established activi­
ties through the halo effect. Furthermore, Cui et al. (2019) examined 
how congruence between a sports sponsorship and an organization’s 
public image was related to the customers’ attitude towards it through 
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the halo effect. The results of their experiment indicated that when 
consumers remember a sponsorship they perceive to be congruent with 
the sponsoring company’s public image, the memory produces a strong 
halo effect, provoking positive company attitudes. This implies that 
when organizations want to establish a positive reputation, they should 
consider how the halo effect influences customers’ organizational atti­
tude formation and match their marketing strategies accordingly. 

4.	 The halo effect might be stronger when people are aroused or in a positive mood 
and have low social interaction anxiety (Level D). 

In 1996, Bagozzi studied the halo effect in the context of attitudes 
towards blood donation. He found arousal to be a moderating factor in 
the occurrence of the halo effect. Specifically, when people had posi­
tive attitudes towards giving blood and received physical arousal, this 
led them to more strongly believe that positive consequences of giving 
blood would occur. So, according to this study, when someone per­
ceives an action to be positive and when that person is also physically 
aroused, the more likely it is that the halo effect occurs, causing them to 
expect more positive consequences. 

Furthermore, an experimental study by Forgas (2011) found that 
mood can either strengthen or decrease the halo effect. According to 
this study, a positive mood enhances the halo effect, while a negative 
mood can eliminate it. Lastly, Y. Li et al. (2019) conducted an experi­
mental study to explore the physical attractiveness stereotype in service 
encounters. The results indicated that physical attractiveness of service 
providers positively affects customer citizenship behaviour. Custom­
ers were friendlier towards service providers they considered physically 
attractive and were more willing to share helpful ideas with them in 
the future than with other employees. However, the effect only existed 
for customers with low social interaction anxiety. People who were 
anxious to interact with the attractive service providers did not show 
greater customer citizenship behaviour. According to this study, being 
physically attractive is thus no longer advantageous when the perceiver 
is anxious to interact with them. 

5.	 The halo effect might be important in customer–employee interactions (Level D). 

Several experimental studies have explored the halo effect in organi­
zational settings. As mentioned, the study by Y. Li et al. (2019) found 
that the physical attractiveness of service providers positively affects cus­
tomer citizenship behaviour. Another study by Reingen and Kernan 
(1993) explored the halo effect in the personal-selling context. Par­
ticipants in an experimental setting were asked to rate the selling skills 
of attractive and unattractive salespersons based on their pictures. As 
expected, more favourable selling skills were attributed to physically 
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attractive salespersons compared to their unattractive counterparts. In 
addition, participants yielded to a request to donate money significantly 
more if the one making the request was attractive compared to their 
less attractive colleagues. Another experimental study on the halo effect 
in customer service was conducted by Dagger et al. (2013). Frontline 
employees of a medical clinic were trained to improve their interper­
sonal skills. The improvement of frontline employees’ interpersonal 
skills led to a more positive overall service evaluation by customers 
through the halo effect. However, the trainings not only increased cus­
tomers’ positive perceptions of these specific employees, these also led 
to more positive perceived service attributes of other medical personnel 
in the clinic. This study seems to demonstrate a manifestation of not 
necessarily the halo effect, but rather ‘the law of small numbers’ bias 
that was described in the introduction of this chapter. It shows that the 
evaluation of a whole group or organization can be influenced by the 
evaluation of one single member of that group. 

Conclusion 

Research into the halo effect shows us clearly that books will be judged 
by their covers. In general, people perceived as phyisically atractive are 
perceived as possessing more positive character traits than people perceived 
as less physically attractive. Specifically, they are seen as more sociable, 
dominant, sexually warm, mentally healthy, intelligent, and socially skilled. 
However, they are also generally seen as less modest and vainer. Several 
factors have been shown to moderate the physical attractiveness stereo­
type, such as sex and individuating information. Arousal, mood, and social 
interaction anxiety also might be moderating factors, although the level 
of evidence available is quite low. The halo effect seems to play a role 
in organizational reputation management. Also, studies have shown that 
the physical appearance of employees might influence customer–employee 
interaction and customers’ behaviour, although some caution is warranted 
since the quality of these studies is not high. All in all, initial impressions 
can linger and, to the extent that they do, our behaviour is likely to be 
stereotypically governed. This conclusion makes the halo effect certainly 
relevant to organizations. 

Practical reflections 

Several practical reflections for managers and organizations can be made. 
When communicating organizational change, managers and leaders could 
make use of the halo effect. As Bagozzi’s study (1996) illustrated, under 
arousal conditions, people are more prone to fall prey to the halo effect. 
According to Bagozzi, arousal could be simulated through the use of 
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persuasive communications conjuring up emotionally charged memories 
or images. One suggestion for managers or leaders is to use inspiring stories 
and story structures in communicating organizational change, also called 
storytelling, to positively influence employees’ attitude towards the change. 
Note, however, that for the halo effect to occur, employees’ attitude towards 
the change has to be positive. When employees perceive the change to 
be negative or show resistance towards it, arousing them with emotionally 
charged stories is not likely to have the same impact through the halo effect. 
This doesn’t necessarily mean that storytelling has no effect on employees 
when they hold negative attitudes towards the change. However, when this 
is the case, the halo effect doesn’t play a role in changing their opinions. 

Managers could also make use of the halo effect to strengthen their 
organizational reputation. According to Pitsakis et al. (2015), they could use 
the halo effect as a strategically managed tool to generate the popularity of 
the firm’s core business. As the study showed, when organizations ventur­
ing into noncore activities clearly signal this to their customers, this could 
create a positive reputation of these activities. Through the halo effect, this 
could in turn positively influence the reputation of the organization’s core 
business. A  suggestion for managers and leaders is thus to not only ‘step 
out of their comfort zone’ and explore secondary activities that strengthen 
their reputation, but also to actively communicate these activities to their 
customers, thereby strengthening the popularity of their organization. Note, 
however, that the manner in which the organization is able to perform these 
secondary activities successfully is a crucial determinant in the customers’ 
perception and, with this, the organization’s popularity. So, managers are 
advised to focus on executing those secondary activities they believe will 
strengthen their reputation. Also, the study by Cui et al. (2019) pointed out 
that sports sponsorship that is highly congruent with a company can pro­
duce positive and amicable reactions from consumers through a halo effect. 
So, when attempting to establish a positive organizational reputation, man­
agers should make use of the halo effect by matching the type of sponsorship 
with their type of company. 

Even though the halo effect can be used to more effectively communicate 
organizational change and strengthen organizational reputation, managers 
should also be aware of the negative consequences of the halo effect, for 
example, in recruiting procedures. Studies have shown that, unlike what is 
common practice (that people are often unaware of), selecting people on 
the basis of their looks is not always a good human resource strategy when 
recruiting frontline employees. For example, as the study by Y. Li et  al. 
(2019) suggests, if customers have high social interaction anxiety, they may 
prefer to interact with a service provider of average attractiveness to avoid 
creating a negative impression on the attractive provider. 

Moreover, Forgas (2011) points to the importance of forming accu­
rate impressions on the basis of limited information in the working field, 
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especially in organizational, industrial, and clinical settings. The halo effect 
disturbs this formation of accurate impressions as it causes affective factors 
to influence social judgements. As Forgas’s study illustrated, certain circum­
stances, like a positive mood, can increase the halo effect. According to 
Forgas, 

The possibility that positive affect may increase halo effects has impor­
tant practical implications in areas where impression formation is 
important, such as in the legal, forensic, clinical, educational, counsel-
ling and human resources fields. Training programs for professionals 
working in these fields may be designed to increase people’s awareness 
of such affectively induced biases. 

(p. 816) 

Investing in training programmes might thus be a helpful first step for 
organizations to prevent the halo effect from influencing social judgements. 

Similarity bias 

What is the similarity bias? 

The similarity bias (also called ‘similarity heuristic’ or ‘affinity bias’) 
occurs when individuals evaluate people they perceive as similar in a 
more favourable light than those they find less similar (Sacco et al., 2003). 
Stated bluntly, we prefer what is like us over what is different (in-group 
vs. out-group). The similarity-attraction paradigm (Byrne, 1997) pos­
its that people tend to feel attracted to similar others. The notion that 
similarity is a crucial determinant of interpersonal attraction is well illus­
trated by well-known proverbs such as “birds of a feather flock together.” 
The growing popularity of this phenomenon has given rise to extensive 
research on the similarity bias over the last few decades. Several social 
psychological theories are related to the similarity bias, such as the social 
impact theory, proposing that the amount of social influence an indi­
vidual experiences in group settings is partly dependent on the presence 
of those they perceive as close to them. In other words, we are more 
influenced by people we think are more similar to us than people who 
(in our perception) are not. 

Another related theory is the theory of cooperation/competition, which 
states that how people believe they are socially interdependent on others 
impacts their dynamics and performance. According to American social 
psychologist Morton Deutsch, who proposed the theory in 1949, “if you’re 
positively linked with another, then you sink and swim together; with nega­
tive linkage, if the other sinks, you swim, and if the other swims, you sink” 
(Deutsch, 2012, pp.  278–279). Positive interdependence can result, for 
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example, from the need to share a resource, but also from mutual sympathy 
for each other and the feeling of ‘closeness’ (Ten Have et al., 2019). The 
social exchange theory is the third social psychological theory related to 
the similarity bias. The theory states that people tend to form relationships 
with others whose values and opinions generally are in agreement with their 
own. Also, they are more likely to bond with others who are ‘equal to them,’ 
as viewed as the sum of abilities, performances, and characteristics. In short, 
people are more likely to form bonds with people they consider similar to 
them. For example, a study on college-dorm roommates showed that indi­
viduals with shared attitudes, values, backgrounds, and academic achieve­
ments usually became friends (Newcomb, 1961). Interestingly, it could also 
be the individual’s perceived similarity to another person, rather than their 
objective similarity, which breeds liking. As such, research has found that 
individual’s perceived similarity with another forms potential for attraction 
in romantic relationships, even when actual similarity is reported to be low 
(Montoya et al., 2008). 

What is the relevance of the similarity bias to organizations 
and change? 

The similarity bias could have a great deal of impact on various organiza­
tional processes, such as selection and recruitment. For instance, in inter­
view evaluations, similarity-attraction may manifest in racial similarity bias 
when interviewers favour those of the same race over others (Buckley et al., 
2007). Or interviewers may give the green light to candidates who went 
to the same university or sports club as themselves, being unconscious that 
their decision might not be based on very solid ground. 

Indeed, consistent evidence supports the view that surface-level char­
acteristics, such as race, gender, and other demographic variables, of both 
the applicant and the interviewer may influence the interviewer’s evalua­
tions (de Kock & Hauptfleisch, 2018, p. 138). So, hiring with unchecked 
similarity bias could impact the workplace by onboarding a narrow pool of 
candidates, who in many aspects resemble the employers of the organiza­
tion, thereby possibly negatively affecting diversity in the workplace. It is, 
therefore, necessary to learn more about this bias, where it comes from, how 
it could affect employees and organizations, and to explore possible strate­
gies effective in minimizing it. 

Search strategy 

Relevant databases were searched using the term ‘similarity bias’ and ‘simi­
larity heuristic’ both separately and in combination with the terms ‘organi­
sation*,’ ‘work,’ ‘employ*,’ ‘leader*,’ or ‘chang*.’ This search yielded about 
36 results. After removing the duplicates and thorough examination, 0 
meta-analyses, 0 systematic reviews, and 3 studies were included. 
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Main findings

1. People could evaluate others they perceive to be similar to themselves (race or gen-
der) in a more favourable light than those they perceive as less similar (Level D).

In a 2018 study, de Kock & Hauptfleisch investigated the occurrence 
of similarity bias in recruitment procedures. Specifically, the researchers 
examined if interviewers showed a racial similarity bias towards applicants 
(i.e., a preference for those racially similar to them). Results indeed indi-
cated that when interviewers requested general responses from applicants 
(such as ‘Tell me more about yourself ”) and evaluated responses using 
their own criteria, they assigned significantly higher scores to applicants 
from the same race group as compared with applicants from the opposite 
race group. Another study by Elkins et al. (2001) explored the existence 
of a gender-similarity bias in evaluations of gender discrimination allega-
tions. Participants in the study were asked to read a scenario describing 
either a male (in one scenario) or a female employee (in the other sce-
nario) who worked as pilots for a fictitious airline. Each had applied for 
a promotion to the supervisory position of chief pilot. Both scenarios 
also indicated that the nonrecipient of the promotion had filed a claim 
of gender discrimination against the company. The participants were 
then asked to evaluate the gender discrimination allegations. Results 
suggested that female evaluators tended to be favourably biased in favour 
of female plaintiffs, supporting the existence of a gender-similarity bias.

2. Personal threat might affect our susceptibility to the similarity bias (Level D).

In 2002, Elkins at al. conducted a study comparable to their 2001 study 
in which they explored possible gender-similarity bias in evaluations of 
sex discrimination allegations. The results of the study confirmed the 
findings of Elkins et al.’s 2001 study: Women differentiated plaintiffs on 
the basis of gender, whereas men did not. At first glance, these findings 
suggest that men, for some reason, might be more objective observers 
than women, at least in this context. However, the researchers found 
that in another scenario involving a child-custody proceeding, men 
exhibited a similarity bias and thus seem to be equally susceptible to the 
bias. Elkins et al. point to the role of perceived threat. Their findings 
showed that in the context of sex-discrimination allegations, women 
fell prey to the bias because they perceived employment discrimination 
as personally threatening to themselves. Likewise, men found the child 
custody scenario to be more threatening than women did and subse-
quently exhibited a similarity bias.

3. The use of highly structured interviews might be a possible way to suppress simi-
larity bias during selection and recruitment procedures (Level D).

In the aforementioned study by de Kock and Hauptfleisch (2018), 
researchers examined if the similarity bias could be affected by the type 
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of structure used in the interview. To test this, they compared low-
structured interviews, consisting of broad questions requesting general 
responses from the applicant (“Tell me more about yourself ”), to high-
structured interviews containing specific “What would you do if.  .  .” 
questions that are informative of applicants’ competencies and therefore 
widely used in interview practices. Findings indicated that interview­
ers favoured racially similar applicants less in high-structured interviews 
than in low-structured ones. According to de Kock and Hauptfleish, 
this could be explained by the fact that imposing an interview structure 
guides interviewers’ impression formation processes towards job-rele­
vant information and away from irrelevant interviewee characteristics 
such as race, thereby suppressing automatic heuristics such as the simi­
larity bias. 

Conclusion 

Despite the widespread use of the saying “birds of a feather flock together,” the 
availability of scientific evidence for the similarity bias with high evidence level 
seems to be limited. The available research although does point to the direction 
that the bias exists and that people are affected by perceived similarity regard­
ing gender and race. Some signs indicate that perceived personal threat affects 
our proneness to fall prey to the bias; however, more high-quality empirical 
research is needed to fully support this notion. Lastly, a possible method to 
minimize the similarity bias could be the use of highly structured interviews, 
presumably because imposing an interview structure influences interviewers’ 
information processing and causes their attention to shift away from irrelevant 
characteristics and towards job-relevant information. 

Practical reflections 

The practical reflection for organizations with regard to the similarity bias 
predominantly concerns the selection and recruitment processes. Managers 
are first and foremost well advised to be aware of the similarity bias possibly 
influencing their hiring decisions. Furthermore, as the results of de Kock 
and Hauptfleisch’ study (2018) suggest, it would be prudent for them to use 
structured interviews when selecting applicants for positions. According to 
de Kock and Hauptfleish, practitioners who disregard research evidence of 
this nature and keep using low-structured interviews will continue to make 
poor selection decisions and might even risk exposing their organizations to 
equal-employment litigation (de Kock & Hauptfleisch, 2018, p. 149). Also, 
Elkins et al. (2002) suggest that, when being faced with allegations of dis­
crimination managers and organization should ensure that the investigations 
regarding sex discrimination allegations are conducted by a panel of internal 
compliance officers from both genders. In this way, there would be the 
potential for an ‘offsetting’ effect of the gender-similarity bias (Elkins et al., 
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2002, p. 290). Lastly, when trying to combat this bias, it is not sufficient to 
simply bring together people with diverse backgrounds. When people have 
worked long in the same organization, they will share the same experiences, 
successes, and obstacles. As a result, they will likely form the same attitudes, 
believe the same stories, and develop a preference for the same ‘similar oth­
ers.’ Instead of merely recruiting people with diverse backgrounds, leaders 
should ensure ‘cognitive diversity’ (e.g., including people with diverse skills, 
perspectives, and areas of expertise). An example of this is a bank CEO 
giving legal experts, risk management specialists, and investment special­
ists a voice in strategic decision-making. By ensuring sufficient cognitive 
diversity, the board can make decisions based on the valuable contributions 
of different experts. This way, more alternative ideas and opinions are likely 
to be shared and evaluated than if decision-makers were very similar to each 
other. 
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A First Short Story of Controlling, Biases, and Change 
Controlling is the need for perceived contingency between behaviour and out­
comes. A certain sense of control urges people to improve or learn from past or 
present situations in order for them to increase their control even further. Dur­
ing organizational change, people may feel that their existing sense of control 
and competence is challenged or threatened. The replacement or adjustment of 
routines, habits, cultural patterns, and cognitive schemes necessary for change 
could lead to serious stress and resistance to change. To foster their sense of 
control, people tend to overestimate the degree of control over events that are 
in essence uncontrollable (illusion of control). The heightened perception of 
control and competence spans past, present, and future situations. For instance, 
people tend to overestimate their foresight knowledge of an event after the event 
has occurred, with the potential repercussions of overestimating the responsibil­
ity of others and limiting (organizational) learning (hindsight bias). The longing 
for control is also present in decision-making. People may tend towards seeking 
more and more information sometimes, even when it cannot affect the outcome 
of the decision (information bias). Furthermore, in most cases, people attach 
more weight to avoiding losses than to acquiring equivalent gains (prospect 
theory). Lastly, people tend to prefer smaller immediate rewards over larger later 
rewards, a tendency associated with impulsive, risk-taking, and procrastinating 
behaviour (delay discounting). Despite popular belief that people tend to display 
more risk-taking behaviour when safety measures are in place, scientific research 
has not found support for this claim (risk compensation). 

Introduction 

Controlling is the need for coherence between people’s behaviour and the 
given outcomes. It is one of the two cognitive social motives (the other one 
is understanding). The social motive to exercise control over one’s behav­
iour and one’s circumstances makes people feel competent, effective, and 
in control of themselves and their environment. The absence of perceived 
control can lead to feelings of helplessness and cause stress and anxiety. In 
addition, it is evolutionarily advantageous to have an enhanced sense of 
control because it increases the ability to learn from situations. If a person 
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Figure 4.1 Primary Biases Related to the Core Social Motive of Controlling 

has no control over certain outcomes, there is simply no reason to change or 
improve behaviour. If people feel like they can or could have changed the 
given outcome, they will learn more from their mistakes and successes. The 
increased perception of control, therefore, facilitates an advanced learning 
ability in humans and increases their survival odds. 

In the context of organizations and, especially during change, the existing 
sense of control and competence may be challenged or threatened. Changing 
organizational circumstances could demand replacement or adjustment of rou­
tines, habits, cultural patterns, and cognitive schemes. In times of change, peo­
ple may experience serious stress as a consequence of perceived loss of control. 
This could, therefore, result in resistance. Controlling is related to change and 
management concepts such as change capacity, culture, resistance to change, 
commitment, and performance management. Since controlling increases the 
survival odds of humans, the brain is programmed with several biases to increase 
one’s perception of control (Fiske, 2004, p. 20). We have identified the follow­
ing six primary biases that relate to the social motive of control: 

Primary biases 

Illusion of control 
Hindsight bias 
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Information bias
 
Risk compensation
 
Prospect theory
 
Delay discounting
 

In addition, the following secondary biases are identified to be related to the 
social motive of control. These secondary biases are (when relevant) incor­
porated in the sections concerning the primary biases. 

Secondary biases 

Ambiguity effect
 
Disposition effect
 
Dread aversion
 
Pseudo-certainty effect
 
Default effect
 
Extension neglect
 
Neglect of probability
 
Exaggerated expectation
 
Zero-risk bias
 
Outcome bias
 
Hot hand fallacy
 
Impact bias
 
Money illusion
 
Reactance
 
Parkinson’s law
 
Planning fallacy
 

The first primary bias this chapter discusses is the overarching bias that gives 
a heightened sense of control over situations in general—the illusion of 
control. However, people not only tend to cognitively attain control over 
their present situations but also over circumstances in the past and the future. 
We have, therefore, categorized the remaining six biases in chronological 
order based on the past, present, and future. First, we describe the bias 
that increases an elevated sense of control over past situations, the hindsight 
bias. We then illustrate the two biases that direct the present perception 
of control—the information bias and risk compensation. Finally, we will 
elaborate on the biases that yield the feeling of control over future events— 
the prospect theory, framing effect, and delay discounting. 

Illusion of control 

What is the illusion of control? 

The term ‘illusion of control’ was originally coined by Langer (1975), who 
defined it as “the expectancy of a personal success probability inappropriately 
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being higher than the objective probability would warrant.” More generally, 
the illusion of control is the tendency to overestimate the degree of control 
over events that are in essence uncontrollable. The illusion of control can 
be linked to the expectancy theory, which states that the expectation of the 
given outcome affects people’s behaviour. The illusion of control is shared 
under the larger set of positive illusions. These positive illusions consist of 
the three following biases: (1) overestimation of one’s abilities compared 
to that of others (illusory superiority), (2) optimism about the future that 
is unrealistic (optimism bias, see chapter 5, Trusting), and (3) the illusion 
of control over things that cannot be controlled (i.e., illusion of control) 
(Kruger et  al., 2009). The positive illusions are prime examples of self-
serving biases, in which the perception of reality is distorted to maintain and 
enhance self-esteem or any other favourable perception of oneself. 

The illusion of control can be seen in disparate situations in which people 
want to increase their extent of control. A striking example is the rainmaking 
rituals performed across the world throughout history. Various tribes and soci­
eties have tried to influence the uncontrollable weather with certain rituals to 
create optimal circumstances for their crops and other environmental benefits. 
Another example of the illusion of control is superstition. For instance, the 
five-time best football player in the world Cristiano Ronaldo is considered 
to be one of the hardest working players on and off the field. However, to 
maximize his feeling of control, he has unusual rituals, such as always entering 
the pitch with his right foot first, which do not objectively support his per­
formance on the field. These unproven beliefs people follow to enhance their 
perception of control can be both conscious and nonconscious. The illusion 
of control is often visible when analysing behaviour of gamblers, stock traders, 
and medical patients. They all have the common belief that despite their situa­
tion not being controllable, any form of control could benefit their outcomes. 

Secondary (nonscientifically researched) biases related 
to the illusion of control 

Illusory superiority—the tendency to overestimate one’s qualities and abili­
ties compared to those of others 

Self-serving bias—the tendency to hold a distorted perception of reality to 
maintain and enhance self-esteem or any other favourable perception 
of oneself 

Planning fallacy—the tendency to make overconfident estimations about 
the duration of a future task and underestimation of the time needed 

What is the relevance of the illusion of control to 
organizations and change? 

The illusion of control can be of great importance in the organizational 
context. For example, at the individual level, the discrepancy between 
believed control and actual control of managers (over the behaviour of their 
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employees) can influence how they set goals and objectives and interact with 
their employees. But also at the organization level, an overestimation of con­
trol could have a significant impact and lead to impervious goals and ambi­
tions. Similar to the repeatedly researched application of the bias in gambling, 
the illusion of control could be used to understand organizational forecasts 
and investment decisions (Durand, 2003). The illusion of control is closely 
related to the workings of the planning fallacy, which defines that estimations 
about the duration of a future task are overconfident and underestimate the 
time needed. Mitigating the illusion of control could prevent risky invest­
ments, unrealistic forecasts, and unattainable goals. Also in times of organiza­
tional change, leaders might have a perception of enhanced control over their 
organization and employees, while in most cases a discrepancy exists between 
the perception of control and the true degree of control. Recognizing these 
discrepancies could lead to a better understanding of the extent of their 
organizational control. Leaders can, in that case, focus more on the things 
they have control over instead of wasting time on noncontrollable variables. 
A realistic perception of organizational control makes a positive outcome in 
the change context more plausible and will lead to attainable goals. 

Search strategy 

Relevant databases were searched using the term ‘illusion of control’ both 
separately and in combination with the terms ‘organisation*,’ ‘work,’ 
‘employ*,’ ‘leader*,’ or ‘chang*.’ This search yielded 303 results. After 
removing the duplicates and thorough examination, 2 meta-analyses, 0 sys­
tematic reviews, and 2 studies were included. 

Main findings 

1.	 People tend to overestimate the degree of control over events that are in essence 
uncontrollable (Level B). 

Stefan and David (2013) found a consistent effect in their meta-analysis 
of 34 studies. This finding indicates the existence of the illusion of 
control as a psychological bias. They state that “the illusion of control 
appears constantly, to variable degrees, in association with numerous 
situational and psychological factors.” Similar to the findings of Stefan 
and David, Presson and Benassi’s (1996) meta-analyses of 53 studies sug­
gest a lack of agreement in terms of the definition and measurement of 
the illusion of control in scientific research. Presson and Benassi (1996) 
stipulate that illusory judgement would be a more fitting term, mainly 
because the studies reviewed in their meta-analysis do not so much 
reflect the specific aspect of control as they do judgement. Nonetheless, 
when taking into account that different conceptualizations and meas­
urement methods are used for the illusion of control, Stefan and David 
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stress that the consistent effect they found is a strong indicator of the 
existence of the illusion of control. They underline the importance of 
clear conceptualization of the bias in future research to create more 
robust conclusions but are still quite confident to conclude that people 
tend to overestimate the degree of control over events. 

2.	 A strong perception of organizational control by the top management could lead 
to an overestimation of the success of their organization in forecasts (Level D). 

Durand (2003) investigated the effect of organizations’ illusion of con­
trol on their forecasting ability, with a survey taken by 785 French 
CEOs. He found that “a firm’s illusion of control, manifested by higher 
relative investments in R&D and high self-perception, increases posi­
tive forecast biases.” This means that organizational illusion of control 
leads companies to overvalue their resources but undervalue that of 
their competitors, which makes their own forecast wrongly positive 
and causes an inaccurate assessment of risks. Durand states that proper 
forecast ability is a competitive advantage, which in turn could lead to 
above-average performances. Durand presupposes that an organization 
that invests in legitimate market-information gathering and employee-
capability management could mitigate these effects. This could lead to 
a firm being better aware of its environmental conditions (i.e., other 
players in the market) and provide an appropriate judgement of its own 
capabilities. 

3.	 Illusion of control is associated with a lower performance in stock trading (Level D). 

Fenton-O’Creevy et al. (2003) analysed the role of the illusion of con­
trol in stock trading in four City of London investment banks with 107 
stock traders. They found that traders with higher levels of an illusion 
of control performed worse than those less biased. The scholars sug­
gest that traders with a high perception of control ignore feedback that 
reflects their lack of control and that they stick to their original invest­
ment strategy even if this strategy is not effective. 

Conclusion 

There is substantial empirical evidence for the illusion of control. The 
illusion of control appears constantly in various situations, even when we 
consider the different methods of measuring and the different conceptual­
izations. The scientific evidence presented in the meta-analyses by Presson 
and Benassi (1996) and Stefan and David (2013) confirms that there is a 
general effect pertaining to the illusion of control, meaning that there is evi­
dence that people tend to think they have control over things they do not. 
However, the research regarding this phenomenon seems to be still in devel­
opment. Further studies on the bias would need to find a clear definition 
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of what the concept does and does not entail. This would build towards the 
operationalization of one unambiguous definition, which could increase the 
validity and reliability of the studies on the illusion of control. When the 
bias is systematically untangled, it will increase the knowledge about the 
extent of the effect of the illusion of control on people and organizations. 

Practical reflections 

The illusion of control has been shown to be present in the organizational 
context, together with the adverse consequences that come with it. The 
believe to be in control in a situation where little or no control can be exer­
cised can lead to overconfident (organizational) forecasts in which risks are 
inaccurately assessed, which in turn could lead to ineffective goal-setting. 
Similar effects of the illusion of control are found in investment decisions. 
A stronger illusion of control leads to the impaired performance of invest­
ment bankers and possibly because of overconfidence and inadequate risk 
assessment. Following the adverse effects on forecasting abilities, risk-taking, 
and investment performances, organizations should counter the effects of the 
illusion of control. Keil et al. (2007) suggest that a possible solution could 
be a heightened level of awareness about the illusion of control through 
education, training, and discussion about potential situations the bias may 
appear. On the other hand, they argue that education could also aggravate 
the problem by making people overconfident in their ‘control’ over the 
illusion of control. It is clear that organizations would benefit from research 
with a clear conceptualization of the illusion of control and subsequently 
research on how to mitigate the illusion of control. 

Hindsight bias 

What is hindsight bias? 

Hindsight bias causes people to overestimate their foresight knowledge of 
an event after the event has occurred, and they believe they ‘knew it all 
along.’ For instance, after the market crashed in 2008, people stated that the 
housing market was an economic bubble predestined to burst. However, till 
the market collapsed, very few people acted like they knew the market was 
based on a distortion. Hindsight bias is a retrospective illusion of control that 
can lead to impactful misjudgements of past events. It prompts people to 
overestimate the responsibility of others for a specific outcome because the 
consequences of their deeds occur to others as more foreseeable and con­
trollable. The bias can also limit the opportunity to learn from experiences 
(Blank et al., 2007). If people believe that they knew it all along, they have 
no reason to question their previous analyses and decisions. A proper under­
standing of hindsight bias may help people recognize the bias and withstand 
its tendencies (Guilbault et al., 2004). 
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Despite the large number of studies concerning hindsight bias, the influ­
ence of different cognitive and motivational processes on hindsight bias is 
fairly unknown (Guilbault et al., 2004). Hawkins and Hastie (1990) have, 
based on prior research, come up with the frequently used conceptual theory 
that consists of four processes of hindsight judgement where hindsight bias 
plays a role. The first is the recall of the belief before the event. If this mem­
ory is not cognitively available, the second process is to rejudge the outcome 
to reconstruct the belief before the event. A proposed way of doing this is 
the third conceptual process—anchoring on the current outcome (Groß & 
Pachur, 2019). People adjust their current beliefs and attempt to imagine 
how they would have reacted without knowing the outcome before the 
event. This process is closely related to the outcome bias—the tendency to 
focus more on the outcome rather than on other available information at the 
time in deciding if a past decision was correctly made. The final proposed 
process is a motivational process. If people are motivated to be seen in a 
positive light, they will be more inclined to say that they knew it all along. 

Secondary (nonscientifically researched) biases related 
to hindsight bias 

Outcome bias—the tendency to focus primarily on the outcome rather 
than on other available information at the time in deciding if a past 
decision was correctly made 

What is the relevance of the hindsight bias to organizations and 
change? 

Hindsight bias has been demonstrated to affect people in a variety of (organ­
izational) situations, such as in the workplace, courtroom, classroom, and 
clinic (Guilbault et al., 2004). Legal situations are one organizational context 
where hindsight bias specifically plays a large role. During a lawsuit, people 
always regard the case and the presented facts with outcome knowledge, 
which makes them especially prone to hindsight bias. Giroux et al. (2016) 
give a striking example of a 2009 Italian trial: “In 2009, six Italian scientists 
were asked to predict whether a large earthquake would strike L’Aquila, 
Italy, after a series of small tremors had frightened the city. These scientists 
concluded that it was impossible to predict a large earthquake. To their 
and many innocent victims’ misfortune, an earthquake 6.3 in magnitude 
shook L’Aquila 6 days later, killing over 300 people. Because the scientists 
had failed to predict this large quake, they were convicted of manslaughter 
and sentenced to 6 years in prison for their ‘criminally mistaken’ assessment 
of risks” (p. 190). As can be seen from the example, judgements based on 
hindsight bias, which attributes greater predictability to certain events, can 
have a devastating impact on people’s lives in legal settings. Luckily for the 
scientists, the charges were overthrown in appeal. 
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Hindsight bias has also been shown to be prevalent in medical settings. 
Radiologists who were cognizant of cancer in a patient could detect anoma­
lies in earlier radiographs for 82  percent of the time, even though these 
radiographs were originally diagnosed as normal (Muhm et al., 1983). This 
could lead to an inflated perception of doctors’ responsibility to diagnose 
patients with diseases. The financial sector is another organizational context 
where hindsight bias plays a role. Financial institutions often reward bonuses 
to their investors on the basis of hindsight bias. If a high-risk investment leads 
to a positive outcome, the investor is honoured with a bonus. If an invest­
ment with a similar risk assessment does not have a positive outcome, no 
bonus is granted to the investor, and the investor could even be disciplined. 
The bonuses are given based on the assumption that the investor made a 
good or bad prediction about the outcome of the investment. This line of 
reasoning attaches too much foreseeability to a volatile financial system. 
This foregoing reward system, based on hindsight bias, reinforces risk-taking 
behaviour, which can lead to taking unwanted financial chances. In addi­
tion to these specific work contexts, hindsight bias is a psychological effect 
that also frequently occurs in daily practice within a broader organizational 
context. As said earlier, hindsight bias may lead to an inability to learn from 
certain situations and could hinder the prevention of harmful situations. 

Search strategy 

Relevant databases were searched using the term ‘hindsight bias,’ ‘knew­
it-all-along phenomenon,’ and ‘creeping determinism’ both separately and 
in combination with the terms ‘organisation*,’ ‘work,’ ‘employ*,’ ‘leader*,’ 
or ‘chang*.’ This search yielded 192 results. After removing the duplicates 
and thorough examination, 3 meta-analyses, 0 systematic reviews, and 0 
studies were included. 

Main findings 

1.	 In a substantial number of cases people tend to overestimate their foresight 
knowledge of an event after the event occurs (Level A). 

The meta-analyses of Christensen-Szalanski and Willham (1991) of 122 
studies, and Guilbault et  al. (2004) of 252 studies, showed an overall 
small to medium effect of hindsight bias. This indicates that people gen­
erally can accurately establish former judgements, but in a substantial 
number of cases people tend to retrospectively enlarged their foresight 
knowledge of an event of which they know the outcome. 

2.	 The effect of hindsight bias is larger for neutral events than for positive or negative 
events (Level A). 

Christensen-Szalanski and Willham (1991) and Guilbault et al. (2004) 
state that people show less retrospective judgement influenced by 
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hindsight bias when the event, of which the outcome is known, is posi­
tive or negative. People tend to evaluate neutral events with more hind­
sight bias. The researchers presuppose that positive and negative events 
are more memorable and that it makes the recollection of the earlier 
assessment more accurate, which decreases hindsight bias. There was no 
difference found between the prevalence of hindsight bias with positive 
or negative events, which implies that they are both equally memorable. 

3.	 Experts and nonexperts are both equally susceptible to hindsight bias (Level A). 

Guilbault et  al. (2004) found no difference between hindsight bias 
in experts and nonexperts. They state that even the most experi­
enced individuals are prone to hindsight bias. The scholars emphasize 
the importance of proper training to reduce hindsight bias in experts 
because their erroneous decisions can lead to highly undesirable out­
comes. Christensen-Szalanski and Willham (1991) found a difference 
between people familiar with the task or event and those not familiar. 
Guilbault et  al. (2004) argue that not everyone familiar with a topic 
is an expert. Also, in the meta-analysis from 1991, people assigned to 
the ‘nonfamiliar’ group were those who had participated in studies 
about word problems. Therefore, Guilbault et al. (2004) concluded that 
the comparison between ‘familiar’ and ‘nonfamiliar’ as methodized by 
Christensen-Szalanski and Willham (1991) was not a valid way to com­
pare experts with nonexperts. 

4.	 There is no difference in hindsight bias regarding events that did occur or did not 
occur (Level A). 

Guilbault et al. (2004) found in their meta-analysis no difference in the 
degree hindsight bias affects judgements about events that did occur or 
did not occur. This is an important finding for the legal context; for 
instance, in criminal law, both an unlawful omission and the perpetra­
tion of an offence are punishable and yet affected by hindsight bias. 
Christensen-Szalanski and Willham (1991) however found a significant 
difference between events that did or did not occur. Guilbault et  al. 
(2004) tried to replicate these opposing findings from the 1991 meta-
analysis. Nevertheless, the replication did not result in any noticeable 
differences between events that did or did not happen. They state that 
the meta-analysis from 1991 used a couple of unpublished articles to 
which they had no access, but that it would be very unlikely that adding 
these articles would result in a significant difference. 

5.	 There is no difference in hindsight bias between different age groups (Level B). 

The meta-analysis from Groß and Pachur (2019), in which they evalu­
ated nine studies that comprised a total of 366 young adults and 368 
older adults, showed no difference in judgement accuracy between 
young adults and older adults. Both groups were equally affected by 
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the hindsight bias. The study additionally found that older adults were 
less likely to correctly recollect their judgement before a specific event 
and, therefore, relied more on the process that reconstructs the former 
judgement. They call this the ‘recollection bias.’ 

6.	 No intervention supported by high-level scientific evidence exists that can reduce 
hindsight bias (Level A). 

Guilbault et al. (2004) show that studies that created a manipulation to 
reduce the effect of hindsight bias did not help reduce it. This is con­
sistent with the aforementioned notion that it is unclear what under­
lying processes generate hindsight bias. Nevertheless, Guilbault et  al. 
(2004) also showed that manipulations to increase hindsight bias were 
effective. These recent studies could create a more profound insight 
into the workings of hindsight bias. Clear knowledge of the underlying 
processes of hindsight bias can help create a technique to reduce these 
judgement errors in the future. 

Conclusion 

The three included meta-analyses including a large number of studies show 
that hindsight bias causes people to overestimate their foresight knowledge of 
an event after the event has occurred. The studies show only a small to medium 
effect of the bias. This leads to the assumption that people often can accurately 
establish former judgements. But in a substantial number of cases, hindsight 
bias has an undeniable effect on people’s judgements and decision-making. 
Despite the small effect, hindsight bias can have detrimental consequences, as 
can be seen in the Italian trial example. Furthermore, in the cases hindsight 
bias affects people’s cognitive processes, it can have far-reaching consequences 
in the organizational context. The studies show that a wide variety of people 
are affected by the bias. Accordingly, experts are as susceptible to hindsight 
bias as nonexperts, and different age groups are identically affected by the 
bias. The effects of the bias differ per situation. If the event has a positive or 
negative outcome, the recollection of the original judgement is more accurate 
than in a neutral situation. It is suggested that an emotional outcome is more 
memorable. For situations where a certain event did or did not occur, there is 
no difference found in the effects of the hindsight bias. The meta-analyses all 
show the inadequacy of earlier studies to identify the underlying processes of 
the hindsight bias. This absence has prevented scholars from coming up with 
a proper intervention to reduce the effects of the hindsight bias. 

Practical reflections 

As said earlier, hindsight bias has a small effect on judgements and decision-
making but can have large consequences if the judgements and decisions 
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are based on hindsight bias. The first organizational effect of hindsight bias 
is the overestimation of others’ responsibilities following the belief that the 
outcome was foreseeable. In a lot of countries, the foreseeability of an out­
come is used as a legal measure to assess the extent of responsibility to an 
outcome (Giroux et  al., 2016). This distorted perception of responsibil­
ity due to hindsight bias can lead to a greater (legal) liability in personal 
and organizational contexts. Hindsight bias could also affect organizational 
reward systems due to the attribution of greater responsibility to the out­
come of an event. This could lead to higher rewards and tougher discipli­
nary measures than objectively appropriate, which, in turn, could promote 
undesired organizational behaviours. The second effect of hindsight bias in 
an organizational context is the possible limiting effect on (organizational) 
learning. If people believe that they had correctly predicted the outcome, 
they have no reason to reevaluate their previous thought process, which 
would lead them to behave in the same way the next time they are in a 
similar situation. 

The meta-analyses could not make a distinction in which people are more 
prone to the hindsight bias, but it did show that certain events are reviewed 
with more hindsight bias. This causes us to believe that most people are 
affected by the bias, but that the extent of hindsight bias differs per situa­
tion. Despite the difference in situations, the studies could not explain the 
inner workings of hindsight bias, which makes it harder to come up with 
an adequate intervention against the bias. Hence, future research should try 
to uncover a remedy for hindsight bias to lower its possible negative effects 
within organizations. 

Information bias 

What is information bias? 

The information bias pertains to the “tendency to seek information even 
when it cannot affect the outcome” (Vaughan, 2013). This means that peo­
ple tend to seek more and more information because they believe this will 
help them make educated decisions. The information bias relates strongly 
to the ‘zero-risk bias’ (the tendency to prefer the elimination of risks) and 
‘ambiguity effect’ (the tendency to prefer options of which the odds of a 
favourable outcome are known). Accumulating information can heighten 
their present sense of control over their decision-making and the expected 
outcomes. This is in line with another well-known bias, ‘Parkinson’s law,’ 
which dictates that people tend to increase the complexity or expand the 
duration of a task to fill the time available for its completion. The same hap­
pens when people seek information. If there is plenty of time available, all 
this time will be used to seek more information. However, more information 
does not always increase the quality of the decisions. After a certain point, 
new information does not consistently add value to the decision-making 



92 Hendriks, Vernooij, & ten Have  

 

process and the favourability of the outcome of the decision. The informa­
tion provided might be about irrelevant alternatives or irrelevant factors 
for the given choice (Baron et al., 1988). Remarkable about the informa­
tion bias is that other biases that oppose the information bias, such as the 
‘confirmation bias’ (chapter 6, Self-enhancing) and groupthink (chapter 7, 
Belonging). Both biases theorize that people search or discuss information 
they are already familiar with, instead of accumulating additional (unknown) 
information (Zhang et al., 2014). 

Secondary (nonscientifically researched) biases related 
to Information bias 

Zero-risk bias—the tendency to prefer the complete elimination of risks 
(and benefits) of certain elements, even when alternative options pro­
duce greater overall risk reduction 

Ambiguity effect—the tendency to prefer an option for which the odds of a 
favourable outcome are known over one for which they are unknown 

Parkinson’s law—the tendency to increase the complexity or expand the 
duration of a task to fill the time available for its completion 

What is the relevance of the information bias to organizations 
and change? 

Although the body of work and the amount of research on the information 
bias is scarce, it is not hard to envisage how it could affect organizations and 
change. The tendency to seek more information could impede the effi­
ciency of a decision-making process, assignment, or any other set of objec­
tives. According to the information bias, employees and managers would 
constantly be looking for new, unknowingly irrelevant, information even 
when currently available information is sufficient for the given purpose. 
This would unnecessarily lengthen processes, increase costs, and possibly 
increase the risk of erroneous decision-making due to the pollution of the 
available information with an abundance of irrelevant information. Further­
more, if people would spend a substantial amount of time on searching for 
new (unnecessary) information, this leaves them with lesser time for their 
normal work, which could induce stress. 

Search strategy 

Relevant databases were searched using the terms ‘mere exposure effect’ and 
‘familiarity principle’ both separately and in combination with the terms 
‘organisation*,’ ‘work,’ ‘employ*,’ ‘leader*,’ or ‘chang*.’ This search yielded 
202 results. After removing the duplicates and through examination, 0 
meta-analyses, 0 systematic reviews, and 1 study was included. 
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Main findings 

1.	 People tend to incorporate information that does not affect the outcome in their 
decision-making (Level D). 

Baron et al. (1988) found that people tend to consider information not 
relevant to their decision-making. In their experiments, they instructed 
subjects to diagnose a certain disease and either gave them information 
about irrelevant alternatives or gave them extra (relevant) information. 
The subjects evaluated this information, even if the information could 
not alter the outcome in terms of diagnosing the disease. Their finding 
pertained to testing for particular diseases. But the broader implication 
is that their evidence suggests that the information bias exists in that 
people seek more information even when unnecessary. The finding 
provided by Baron et al. (1988) is specific to the medical context. This 
poses a problem for the generalizability of this finding. When it pertains 
to medical experiments, people might be more inclined to prefer more 
information as it concerns their health. 

Conclusion 

The information bias, while initially intuitive, is not backed by a substantive 
amount of evidence. Baron et al. (1988) seem to be the only ones to have 
conceptualized this particular ‘cognitive’ understanding of the information 
bias. 

Practical reflections 

Although in the current world, with information flow being enormous, 
the information bias might still be quite influential and, therefore, seems 
relevant for scholars to investigate. Follow-up research is needed to be able 
to draw conclusions for the organizational and change context. 

Risk compensation 

What is risk compensation? 

Risks of an unwanted outcome are always present. When driving a car you 
can get into an accident; when running a business, you can go bankrupt; or 
when going outside your house during a pandemic, you can get infected. 
People try to avoid these outcomes by mitigating these risks with safety 
regulations or measures. However, the bias of risk compensation possibly 
devaluates these safety measures. Risk compensation is a form of behavioural 
adaptation that causes people to display more risk-taking behaviours when 
safety regulations/measures are in place. Risk compensation could (partly) 
offset the positive effect of the safety measures taken. Risk compensation 
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thus contravenes the zero-risk bias (the tendency to prefer the elimination 
of risks). In the light of controlling, (safety) regulations can feel like a restric­
tion of one’s autonomy, hence risk compensation can be seen as taking back 
autonomous control when other people impose boundaries and regulations. 
This bias is, therefore, very closely related to the bias of reactance (the ten­
dency to respond when a person feels that someone or something is taking 
away their choices or limiting the range of alternatives). 

Risk compensation played a large role in the discussion concerning the 
obligation to wear face masks in public locations due to the COVID-19 
pandemic. It was said that face masks would give people a false sense of secu­
rity, which would lead them to violate the social distancing rules. Therefore, 
it was hypothesized that mandatory face masks would increase the spread of 
the COVID-19 virus compared to the already effective distancing measures. 
Due to this bias, policymakers are often hesitant to introduce certain safety 
measures, because it is generally unclear if the measures do more good than 
harm. It is essential to understand the workings of this bias to stimulate 
effective safety measures or to reduce the bias if necessary. 

Three possible outcomes follow risk compensation. One, a general 
risk is reduced after taking safety measures, but risk compensation partly 
reduces the total effect of the safety measure. Two, risk compensation 
behaviour levels out the benefits of the safety measure, so the safety meas­
ure has no effect on the overall risk. Three, due to risk (over)compensa­
tion, the safety measure has a counterproductive effect, which makes the 
situation worse than before the safety measure. In the first scenario, the 
safety measure is still expedient; in the latter two scenarios, the safety 
measure has no desirable outcome especially if perceived from a cost– 
benefit ratio. 

Studies concerning risk compensation primarily focus on safety meas­
ures in traffic situations. A very popular subject is the effect of the bicycle 
helmet regulation on head trauma statistics (Hoye, 2018; Esmaeilikia et al., 
2019). Other traffic-related studies include driving feedback applications 
(Reinmueller et al., 2020), railway crossing visibility (Ward & Wilde, 1996), 
and seatbelt regulations (Janssen, 1994). If the bias works as is hypothesized, 
these safety measures would have little to no effect on the actual safety of 
traffic participants. Another popular subject regarding risk compensation 
research is the use of protective measures to counter the spread of HIV (Liu 
et al., 2013; Ortblad et al., 2019). 

Secondary (nonscientifically researched) biases related 
to risk compensation 

Reactance—the tendency to respond when a person feels that someone 
or something is taking away their choices or limiting the range of 
alternatives 
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What is the relevance of risk compensation to organizations and 
change? 

As mentioned previously, the main focus of scholars regarding risk com­
pensation has been on traffic and sexual safety. We found no relevant stud­
ies that focused on risk compensation within organizations. However, it is 
very likely that risk compensation also has its influence within organiza­
tions. For instance, safety measures concerning manual labour could lead 
to employees being less attentive due to a false sense of security. This could 
hinder the workings of the prescribed measures. The same principle applies 
to risk-taking behaviour in the financial sector. After the market crash in 
2008, various financial regulations were installed to prevent said events from 
happening again. However, if people in financial institutions develop a false 
sense of security due to these regulations, they could display increased risk-
taking behaviour and initiate behaviours that could lead to a new crisis. 

Furthermore, a considerable amount of medium to large companies has 
a risk and compliance department. This signals the importance of risk man­
agement within companies. Organizations acknowledge the negative out­
comes of risks and try to mitigate risks till an acceptable level is reached. 
Proper risk management enables effective and safe governance and business 
processes. Risk compensation could interfere with proper risk management 
and should, therefore, be reduced to a bare minimum. 

Search strategy 

Relevant databases were searched using the term ‘risk compensation,’ ‘risk 
homeostasis,’ ‘Peltzman effect,’ and ‘behavioural adaptation’ both sepa­
rately and in combination with the terms ‘organisation*,’ ‘work,’ ‘employ*,’ 
‘leader*,’ or ‘chang*.’ This search yielded 281 results. After removing the 
duplicates and thorough examination, 2 systematic reviews of which one 
was also a meta-analysis, and 1 study were included. 

Main findings 

1.	 The available literature shows minimal to no evidence for the effects of risk com­
pensation (Level A). 

The combined systematic review and meta-analysis of 21 studies by 
Hoye (2018) and the systematic review of 23 studies by Esmaeilikia 
et al. (2019) found no evidence for risk compensation with helmeted 
cyclists. They even found that helmeted cyclists displayed less risky 
behaviour than unhelmeted cyclists. Hoye (2018) states that this dif­
ference cannot solely be interpreted in terms of behaviour adaptation 
via risk compensation. Most reviewed studies in both Hoye (2018) and 
Esmaeilikia et al. (2019) did not directly measure the causal relationship 
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between mandatory helmet use and risk compensation, which may lead 
to inaccurate results. Furthermore, several possible moderators are con­
ceivable. Hoye suggests that this difference may be due to the general 
difference between people who wear and do not wear helmets. How­
ever, the majority of the used studies are based on real life data, and in 
real life other moderator variables are always at play. On the basis of 
these two studies, combined with the absence of other studies with a 
proper research design, we conclude that the effects of risk compensa­
tion in scientific research are either not shown or very limited. 

2.	 If risk compensation affects behaviour, it would likely still be beneficial to pro­
mote safety measures to mitigate unwanted risks (Level D). 

Yan et al. (2021) investigated the effect of risk compensation of face-
mask regulations on time spent at home during the COVID-19 
pandemic. They found that the two weeks after the introduction of 
face-mask regulations, people spent on average 11–24 minutes less at 
home per day and increased visits to commercial locations. The scholars 
estimated that this increase was partly the result from social-distancing 
fatigue. A  limitation of this study is that it does not measure, physi­
cal distance, handwashing, and face-mask wearing. Furthermore, it is 
unclear if COVID-19 infections increased to the decrease in time spent 
at home. This makes it hard to generate any evidence regarding risk 
compensation. If we were to evaluate risk compensation in light of 
the time spent at home, the risk of spending time outside increases 
by 1.1–2.5  percent of the total average time awake. This very small 
increase combined with the conclusion of the main finding 1, brings us 
to conclude that in the vast majority of cases it would still be beneficial 
to promote safety measures and that their effect will not be completely 
levelled out by risk compensation. 

Conclusion 

The effects of risk compensation are either not shown in scientific research 
or very limited. Both systematic reviews found counterintuitive results 
regarding risk-compensating behaviour when wearing a bicycle helmet. 
The face-mask study that found a very small effect of possible risk compen­
sation could not control for other variables and could not test the actual out­
come of the safety measure, which makes this study not the most robust for 
testing risk compensation. However, the study did show a small difference 
between the before and after measure, which could be explained by risk 
compensation. This small difference cannot be interpreted as a complete 
compensation of the risk, but more as a small decrease of the effectiveness 
of the safety measure. This small possible discount outweighs the negative 
outcomes when no safety measure is effective. 
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Practical reflections 

Unwanted risks should be mitigated to increase the potential performance 
of an organization. The belief in the risk compensation theory threatens 
the introduction of effective safety measures. One of the main arguments 
opposing obligatory face masks during the COVID-19 pandemic was that 
people would gain a false sense of security when wearing a face mask, which 
would lead them to disregard other safety measures such as social distancing. 
It was argued that face masks would not reduce the spread of the coronavi­
rus due to hypothesized risk-compensating behaviour. This argument lasted 
for a considerable amount of time in different parliaments, during which 
time more infections could have been prevented by adequate safety meas­
ures. As can be seen by this example, arguments that have no foundation 
in the scientific literature can lead to hazardous and ineffective situations. 
We, therefore, suggest that until further evidence appears in the scientific 
literature, the risk-compensation bias should not be included as an argument 
in discussions about safety measures. It hinders the process of the effective 
introduction of beneficial preventative measures. There is no clear evidence 
of the existence of risk compensation, but unnecessary risk should be miti­
gated. Therefore, it is wise to monitor the effectiveness of safety measures, 
and if risk compensating behaviour is detected, it should be investigated and 
tempered if possible. 

Prospect theory 

What is prospect theory? 

The prospect theory was first conceptualized by Kahneman and Tversky 
(1979). It was formulated as a critique and alternative to the mainstream 
‘expected utility theory,’ which was the standard model for decision-making. 
The quintessential phrase to typify the new contribution of the model, was 
“losses loom larger than gains.” This phrase delineates the prospect theory, 
which suggests that when it comes to decision-making people attach more 
weight to losses than gains. When faced with a risky choice for a gain, peo­
ple become risk-averse, but when faced with a risky choice for a loss, they 
become risk-seeking. People thus want to prevent a loss at all times, even 
when objectively the expected utility value attached to a particular choice 
is lower. This is most vividly illustrated by the value function shown in 
the next paragraph. The steeper function for losses than for gains illustrates 
that losses have a larger perceived impact on value than gains with a similar 
magnitude. 

Kahneman and Tversky (1979) state that when people are faced with 
a choice, they prefer a sure win over a probable win, even when the 
expected value of the probable win is higher. For instance, when people 
are presented with the choice between A (you have a 100 percent chance 
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on € 100 [expected value is € 100]) and B (you have a 50 percent chance 
on € 210 and a 50% on € 0 [expected value is € 105]), the majority of 
people will choose option A, implying they are risk-averse when faced 
with a risky gain even when option B has a statistically higher expected 
value. Conversely, when faced with the choice between a sure loss and a 
probable loss, the same people prefer the risky loss with lower expected 
value over the sure loss—A (you have 100 per cent chance to lose € 100 
[expected loss is € 100]) and B (you have a 50 percent chance to lose € 
210 or a 50 percent chance to lose € 0 [expected loss is € 105]). When 
faced with a loss, people tend to be more risk-seeking and thus loss 
averse. When people want to avoid losses more than they want to seek 
gains, it is called ‘loss aversion.’ A striking nonmonetary example of loss 
aversion is an example by Kahneman (2011) that mentions a study on 
golfers by Pope and Schweitzer. The objective in golf is to have the least 
points at the end of the day. A par is seen as 0 points and a birdie as −1. 
They found that golfers (unconsciously) try a little harder when putting 
for par (avoiding a loss) than for putting a birdie (acquiring a gain). Kah­
neman and Tversky (1979) stated at the time that prospect theory departs 
from the idea that people are rational economic agents, arguing that there 
is a degree of irrationality due to people basing their decisions on refer­
ence points and displaying loss aversion. This bias, therefore, contradicts 
the rational model of the theory of planned behaviour, which is a person’s 
attitude towards behaviour, subjective norms, and perceived behavioural 
control in combination shape that person’s behavioural intentions and 
behaviours. 

The prospect theory is one of the overarching biases from Kahneman and 
Tversky (1979) and is therefore strongly related to several other decision-
making biases. The focus on avoiding a loss or a negative situation is strongly 
related to the negativity bias (chapter 5, Trusting). As illustrated by the pre­
ceding example, people do not evaluate the expected value of their decision, 
which shows that they are also influenced by another bias, ‘the neglect of 
probability’ (the tendency of people to disregard probability when making 
a decision under uncertainty). Two other biases are apparent in the gain 
choice of this example—‘the (pseudo) certainty effect,’ which theorizes that 
people have the tendency to prefer an apparent certain option and ‘the 
ambiguity effect,’ which hypothesizes that people prefer a choice of which 
the odds of a favourable outcome are known. Based on ‘dread aversion,’ the 
fear of a loss is also apparent in people’s perception of the future. This bias 
states that people generally attach more weight to possible negative future 
events as opposed to positive future events. Finally, loss aversion and the 
prospect theory are also linked to a more practical bias, ‘the disposition 
effect.’ This bias is based on the tendency of investors to sell assets that have 
increased in value and holding assets that have lost value. This bias shows 
that investors are not willing to take risks with assets that have gained value 
and are willing to take risks with already owned depreciated assets, which in 
turn is related to the ‘sunk-cost fallacy.’ 
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Secondary (nonscientifically researched) biases related 
to prospect theory 

Disposition effect—the tendency of investors to sell assets that have increased 
in value while holding assets that have lost value 

Dread aversion—the tendency to attach more weight to possible negative 
future events as opposed to positive future events 

Pseudo-certainty effect—the tendency to prefer an apparent certain option 
even though it is factually uncertain 

The neglect of probability—the tendency to disregard probability when 
making a decision under uncertainty 

Sunk-cost fallacy—the tendency to follow through on an endeavour if 
time, effort, or money are already invested into it 

What is the relevance of the prospect theory/loss aversion to 
organizations and change? 

The prospect theory can be a factor in decision-making and risk-taking within 
organizations. Managers or decision-makers might often try harder to avoid 
possible losses than gaining possible benefits (Tversky & Kahneman, 1991). 
This means that an organization could be led by the fear of losing rather than 
by the ambition of gaining and growing. This could lead to smaller invest­
ments in innovations through R&D, which could induce the risk of being 
overtaken by innovative competitors and make the organization irrelevant. 
Another plausible example of the prospect theory can be found in the ration­
ale behind hiring external expertise. Organizations are less likely to hire exter­
nal expertise to increase growth or smoothen processes when they are doing 
well, but they would be more likely to hire external expertise when perfor­
mances have been poor. However, oftentimes it would be wise to “repair the 
roof when the sun shines” and hire external expertise even when the organi­
zation is doing well to gain an advantage or to avoid future losses and augment 
growth. Furthermore, as can be seen from the simple experiment mentioned 
earlier, people tend to not choose the statistical better choice when it opposes 
the prospect theory, which leads to suboptimal decision-making. 

Prospect theory is also relevant in explaining risky behaviour by and in 
organizations. People experience a general loss aversion, but their loss aver­
sion might induce risk-seeking behaviour when it comes to sure losses and 
probable losses (Tversky & Kahneman, 1992). Risk-seeking under the pros­
pect of sure losses is illustrative of the phrase “a drowning man will clutch 
at a straw.” When faced with certain loss, firms might consider irrational 
or very risky investments, even when there is a high probability of an even 
greater loss than the sure loss. 

Search strategy 

Relevant databases were searched using the terms ‘loss aversion’ and ‘prospect 
theory’ both separately and in combination with the terms ‘organisation*,’ 
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‘work,’ ‘employ*,’ ‘leader*,’ or ‘chang*.’ This search yielded 6098 results. 
After removing the duplicates and thorough examination, 2 meta-analyses, 
1 systematic review, and 1 study were included. 

Main findings 

1.	 People tend to prefer avoiding losses to acquiring equivalent gains, specifically in 
decision-making concerning product choices and monetary gains (Level B). 

In their meta-analysis of 33 studies Neumann and Böckenholt (2014) 
analysed the role of loss aversion in product choice. Their findings con­
firm that there is loss aversion among consumers when it comes to 
product choice, as loss aversion was significant across their 109 product-
choice observations. At the same time, the existence of a loss aversion 
is dependent on contextual factors such as product type and consumer 
characteristics. For example, durable goods are, according to the find­
ings of the Neumann and Böckenholt (2014), subject to more loss aver­
sion than nondurable goods. The scholars state that durable goods are 
often higher in price and more complex, thus consumers are most at 
risk of the perception of losing a bigger investment because they can 
actually lose a bigger investment. This suggests, that when it comes 
to consumer goods, loss aversion is subject to particular moderators as 
portrayed in the experiments by Kahneman and Tversky (1979) and 
Tversky and Kahneman (1991, 1992). Wilson et al. (2008) conducted 
a series of experiments to analyse loss aversion in individual decision-
making. Their general results are in line with the concept of loss aver­
sion when it comes to individuals evaluating their financial gains and 
losses. In addition, their findings indicate that the prospect theory might 
be of less explanatory value when it comes to decisions outside the 
financial domain. According to the authors, the value function in envi­
ronmental and social domains bears a closer resemblance to a utility-
based model, where the losses and gains are weighed equally. When 
it comes to social relations and goods or other things that cannot be 
measured in monetary value (such as the environment), loss aversion 
could be less prevalent. 

2.	 Loss framing is more effective than gain framing in altering behaviour (Level C). 

In their systematic review of 47 articles, Homar and Cvelbar (2021) 
investigated the importance of loss aversion in environmental decisions. 
According to the authors, when it comes to environmental decisions, 
people are more likely to change to pro-environmental behaviour if 
an environmental problem such as climate change is framed as a loss 
that must be prevented. They argue that policymakers should, there­
fore, continuously stress the losses of not performing pro-environmental 
behaviour and not the gains of performing said behaviour. 
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 3. Loss aversion is considered to be a factor in causing unethical behaviour (Level B). 

Belle and Cantarelli (2017) conducted a meta-analytic review of 137 
experiments on the causes of unethical behaviour. Among the twelve 
causes identified, loss aversion is one possible cause of unethical behav­
iour according to their findings. However, no hard generalizable con­
clusions can be drawn from this meta-analysis, because only five studies 
have investigated the effect of loss aversion on unethical behaviour. 

Conclusion 

There is consistent evidence for the existence of the prospect theory. This 
means that people tend to experience loss aversion, consistent with Kahne­
man and Tversky’s original “losses loom larger than gains” paradigm. There 
are some questions when it comes to measuring prospect theory and the 
different effects it predicts. Prospect theory does not merely include loss 
aversion, it also includes the cognitive weighing of gains. Nonetheless, loss 
aversion seems to be the effect that is most often measured and researched. 
Also, some questions pertaining to the workings of this bias have been raised 
regarding nonmonetary value. In real-life situations, an action is often not 
evaluated on the basis of exact monetary costs or gains with attached prob­
abilities. On the contrary, decision-making is often highly complex with 
unknown outcomes, and it also often involves decisions that are not within 
the financial domain. 

Practical implications 

The prospect theory and in particular loss aversion can benefit and hamper 
change in organizations. Although loss aversion could be less prevalent in 
day-to-day decision-making when the effect of decisions is not expressed in 
concrete monetary value, it is still conceivable that the prospect theory can 
play a role in the organizational context. The findings of Homar and Cvelbar 
(2021) suggest loss-framing can be used to alter organizational behaviour. 
One could imagine that framing particular assignments as a failure that must 
be prevented might increase the pressure on employees/managers, and with 
that productivity. This might be done via nudging as these authors describe. 
However, considering consistently framing something as a loss increases the 
pressure, it is questionable whether it makes an organization more produc­
tive in the long run. 

Furthermore, loss aversion can affect decision-making within organi­
zations, which makes the decision-making process more error-prone. For 
instance, loss aversion might prevent organizations from making much-
needed changes when confronted with the probabilities of losses. In addi­
tion, they might also display reckless behaviour when comparing sure and 
probable losses. A change project might not be cancelled even when there is 
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a high probability of a large loss, because firms want to prevent sure losses at 
all times. This is in part related to the ‘sunk-cost fallacy’. Even when deci­
sions cannot clearly be defined in monetary value, it is important for board 
members and other employees not to cloud their judgement because of loss 
aversion. 

Delay discounting 

What is delay discounting? 

People tend to prefer smaller immediate rewards over larger later rewards. 
This bias is called ‘delay discounting’ or ‘hyperbolic discounting’ because the 
extent of discounting often follows a hyperbolic curve (Logue, 1988). The 
subjective value of a reward is ‘discounted’ if the delay till the receipt of the 
reward increases. For example, people often prefer to receive € 100, today 
over € 110, in a week, but prefer € 110, in an hour instead of € 100, right 
now. It is remarkable that people cognitively devaluate future rewards but 
based on the ‘money illusion’ tend to mistakenly value money at face value 
(nominal value) instead of its purchasing power (real value). This means 
that people generally do not devaluate monetary value based on objective 
devaluation such as inflation. Delay discounting also applies to nonmonetary 
rewards, for instance, in health behaviour. People tend to choose short-term 
unhealthy behaviours, such as smoking, drinking, gambling, and overeating, 
instead of the long-term health benefits that follow from abstaining from 
these behaviours. Delay discounting was first introduced by behavioural 
economists as a theoretical model (Bleichrodt & Gafni, 1996). Later, delay 
discounting research became very popular in experimental psychology and 
clinical neuroscience (Noda et  al., 2020). Scholars see delay discounting 
as a component of self-control and relate the concept to various maladap­
tive behavioural concepts such as impulsiveness, procrastination, addiction, 
and risk-taking. Regarding the social motive of control, the less people are 
affected by delay discounting the more control they have over their future. 

Secondary (nonscientifically researched) biases related 
to delay discounting 

Money illusion—the tendency to mistakenly value money at face value 
(nominal value) instead of its purchasing power (real value) 

What is the relevance of delay discounting to organizations 
and change? 

Delay discounting can be very relevant in an organizational context and for 
organizational change. Several notions can be made about the relevance of 
delay discounting. Firstly, organizations should care for and support their 
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employees because healthy employees are more productive and cost less (Ford 
et  al., 2011). They should prevent or decrease delay discounting among 
their employees to make them less susceptible to unhealthy and maladaptive 
behaviours associated with delay discounting. Reducing delay discounting 
among employees could also decrease procrastination and increase their effi­
ciency. Thirdly, firms should try to reduce delay discounting specifically 
among employees responsible for negotiating deals with third parties or cus­
tomers considering it reduces the subjective value of a reward but does not 
diminish the absolute value of rewards over time (inflation not included). 
Therefore, if dealmakers are susceptible to delay discounting, this could lead 
to suboptimal agreements for the organization. Fourthly, awareness of delay 
discounting among dealmakers could also be used the other way around. 
This bias could be exploited for marketing purposes to increase the value 
in the agreements made. Many organizations already use the effects of delay 
discounting; for instance, the ‘buy now, pay later’ principle is very common 
these days for consumer products. Furthermore, various organizations cur­
rently offer loans to consumers, which makes it possible for them to buy 
immediately without having to save up for the product. This construct often 
incorporates high interest rates, which makes consumers pay a lot more for 
the product over time. 

Search strategy 

Relevant databases were searched using the term ‘hyperbolic discounting’ 
and ‘delay discounting’ both separately and in combination with the terms 
‘organisation*,’ ‘work,’ ‘employ*,’ ‘leader*,’ or ‘chang*.’ This search yielded 
720 results. After removing the duplicates and thorough examination, 5 
meta-analyses and 2 systematic reviews were included. 

Main findings 

1.	 There is strong neuroscientific evidence for the cognitive processes of delay dis­
counting (Level A). 

In their systematic review of 31 neuroscientific MRI-studies Noda 
et  al. (2020) found that delay discounting has a strong neurological 
basis. The MRI-studies display activation of the brain parts responsible 
for reward valuation, cognitive control and predictions, and affective 
networks during a delay-discounting task. In people with addiction or 
psychiatric disorders, the activation of these brain parts is even greater. 

2.	 Delay discounting is associated with impulsive, risk-taking, and procrastinating 
behaviour (Level C). 

Story et al. (2014) found in their systematic review of 112 studies that 
the degree of delay discounting does not solely predict impulsive and 
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risk-taking behaviour. The study focused primarily on impulsive and 
risky health behaviours regarding smoking, drug use, and overeating. 
They concluded that intention-incongruent actions are often triggered 
by environmental cues or motivational changes that make it impossible 
to predict impulsive or risky (health) behaviours based solely on delay 
discounting. In addition, Steel (2007) found in his meta-analysis of 691 
independent correlations that delay discounting is a possible predictor 
of procrastination. However, other cognitive processes also affect this 
behaviour, which makes it remarkably difficult to predict procrastina­
tion solely based on the tendency to discount delays. These studies show 
that delay discounting affects behaviour but that a substantial amount of 
other cognitive and environmental factors should be considered when 
attempting to predict behaviour. 

3. Delay discounting is slightly to moderately related to risky choices (Level B). 

Johnson et al. (2020) found in their meta-analysis of 26 studies, a small 
to moderate correlation between delay discounting and risky choices. 
As the correlations across the studies are highly variable, it is hard to 
make solid conclusions about the relationship between delay discount­
ing and risky behaviour. Johnson et al. (2020) suppose that the high var­
iation of correlations results from possible moderator variables. Because 
of this presumed multitude of moderator variables, it is problematic to 
predict risky behaviour based solely on delay discounting. Therefore, 
possible moderators such as environmental cues or motivation changes, 
intelligence (see main findings 2 and 4) should be taken into account. 

4. Intelligent people are less prone to delay discounting (Level B). 

In their meta-analysis of 24 studies, Shamosh and Gray (2008) showed 
that intelligent people are less susceptible to delay discounting. Intel­
ligent people demonstrated less of a preference for immediate smaller 
rewards versus delayed larger rewards. They state that this finding has a 
broad social impact because people with a higher delay discount tend to 
have a higher credit card debt and insufficient retirement savings and are 
generally less able to accumulate financial assets over time. 

5. There is no difference in delay discounting for men and women (Level B). 

Cross et al. (2011) hypothesized that because men are over-represented 
in socially problematic behaviours, they are more impulsive than women, 
which they linked to delay discounting. However, in their meta-analysis 
of 277 studies with 741 effect sizes, they found no difference between 
women and men regarding delay discounting. 

6. Delay discounting can be reduced by training and manipulations (Level A). 

Scholten et al. (2019) revealed in their meta-analysis of 98 studies that 
manipulations and trainings can successfully reduce delay discounting. 
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Their study showed that delay discounting is a changeable cognitive 
construct. The scholars found it remarkable that simple manipulations 
showed a greater reduction of delay discounting than active trainings. 
However, they presuppose that this difference stems from the research 
method used in the reviewed studies. The manipulation studies often 
used a within-subject design and tested the effect right after the manip­
ulation, which makes it easier to detect an effect. The studies based 
on the trainings were generally looking for the long-term effect of the 
training on delay discounting. Because the effects of manipulations can 
be short-lived in practice and training focuses on long-term change, the 
scholars favour trainings over simple manipulations. They found that 
acceptance/mindfulness-based and future-oriented trainings as most 
promising to investigate further in future research. It is yet unclear what 
causes the trainings to reduce delay discounting; however, the scholars 
suggest that training should focus on the perception of time and the 
magnitude of the reward. 

Conclusion 

The bias of delay discounting has substantial scientific backing in the avail­
able literature. Noda et al. (2020) found neuroscientific evidence of delay 
discounting and showed the brain parts most strongly associated with the 
existence of the bias. In scientific evidence, delay discounting is linked to 
impulsive, risk-taking, and procrastinating behaviour. The meta-analyses 
show that predicting behaviour solely based on delay discounting is diffi­
cult because of the numerous variables that affect behaviour and moderate 
the effect delay discounting has on behaviour, such as environmental cues 
or motivational changes. In addition, two important moderating variables 
have been thoroughly researched, intelligence and sex differences. Studies 
show that intelligent people are less likely to discount future rewards and 
are, therefore, less prone to the previously stated dysfunctional behaviours. 
Furthermore, there is no difference between men and women regarding 
delay discounting. Despite the inability to create isolated, causal under­
standing of the effect of delay discounting on behaviour, it is beneficial to 
reduce this bias within people, because, in coherence with other factors, it 
is associated with erroneous and unhealthy behaviours. Scholars have found 
trainings focused on the long-term based on acceptance/mindfulness and 
future-oriented trainings most promising to investigate and use in practice. 

Practical reflections 

Following aforementioned findings, we can conclude that delay discount­
ing has an effect on behaviour and is associated with behaviours with nega­
tive outcomes. However, the findings also state that understanding and 
predicting behaviour is complex and cannot solely be done based on delay 
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discounting. This means that reducing delay discounting can have benefi­
cial effects on the behaviour of employees, however behaviour will also 
be affected by copious other variables. Delay discounting should be taken 
seriously, but reducing this bias is not a magic bullet. Reducing delay dis­
counting within employees could benefit their health, efficiency and could 
be profitable for dealmakers in the organization. Therefore, organizations 
could include long-term based acceptance/mindfulness-based and future-
oriented trainings to reduce delay discounting bias for their employees. 
Furthermore, the understanding of delay discounting could be used for 
marketing purposes; however, ethical considerations should be taken into 
account. 
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 5 Trusting, biases, 
organizational behaviour 
and change 

Judith Stuijt, Cornell Vernooij, and Flore Louwers 

A First Short Story of Trusting, Biases, and Change 
Trusting is the need to view others as basically benign and to see the world as a 
benevolent place. Trust in leadership and trust in the organization have beneficial 
effects on commitment, job satisfaction, and performance. Conversely, a lack of 
trust in the organization’s leaders may hinder change by causing or aggravating 
resistance to change. To be able to have confidence or faith in the people and 
the world around us, people rely on several mental shortcuts. People have the 
tendency to prefer information because of repeated exposure to that informa­
tion (mere exposure effect). Thus, to create trust, organizational leaders should 
increase visibility of the change and themselves as leaders of the change in the 
organization. People have the tendency to judge the trustworthiness of informa­
tion by relying on the - either positive or negative - valence of information. They 
put greater weight on negative events or stimuli compared to positive instances 
(negativity bias). As people perceive themselves to be more likely to experience 
positive events compared to others (optimism bias), they are likely to become 
overly optimistic about the time they need to complete a certain task. People 
make (inaccurate) decisions based on assigning causes to behaviour of them­
selves and others (attributional bias). Better understanding attributions can help 
to design and develop well-thought-out and contextual, sensitive and sensible 
‘paths to change’ and to being more able to deal with resistance to change. 

Introduction 

Trusting, the need to view others as basically benign and to see the world as 
a benevolent place, is the fourth core social motive and one of the two affec­
tive motives (the other one is self-enhancing). Trust involves “confidence 
or faith that some other, upon whom we must depend, will not act in ways 
that occasion us painful consequences” (Boon, 1995). People are naturally 
inclined to trust others. This can make them vulnerable, but also facilitates 
interactions with others. People differ and some people are relatively para­
noid instead of trusting, although most people are biased towards seeing the 
best in other people and do expect fairly good outcomes from the interac­
tion with other people (Fiske, 2004). From an evolutionary perspective, 
trusting is advantageous since it facilitates group cohesion and provides a 
relatively efficient mechanism for group functioning (Fiske, 2004). 
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In the organizational context, trust is ‘materialized’ in bonds or relational 
ties between organizational members that reduce stress and provide security, 
safety and comfort. Trusting is present or visible in, for example, organi­
zational citizenship behaviour, cooperation, commitment, organizational 
values and acceptance of change. Trust in general, also among employees, 
is a vital component of effective working relations. Leaders, managers and 
change agents must be aware of the potential effects of trust or a lack of 
trust in their organizations, especially during change processes. Trusting is 
related to change and management topics such as leadership, organizational 
culture, communication, resistance and capacity to change. Trust in leader­
ship as well as organizational trust have beneficial effects on a wide variety 
of organizational outcomes such as organizational commitment, job satisfac­
tion and performance (Dirks & Ferrin, 2002; Colquitt et al., 2007). Trust 
in leadership or management represents the belief that managers will act in 
their people’s best interests (Fugate, 2013). Research shows that supervi­
sory trust relates positively to affective commitment to a change initiative 
(Neves & Caetano, 2006). Reversely, a lack of trust in an organization ‘s 
leader may hinder change by causing or aggravating resistance to change 
(Kriegel & Brandt, 1996). 

We have identified four primary biases related to the social motive of 
trusting: 

Availability bias Conjunction fallacy 

Framing effect 

Attentional bias 

Priming effect Recency bias 

Halo effect 

Similarity bias 

Egocentric bias Overconfidence bias 

Confirmation bias 

Experimenter bias 

Endowment effect 

Sunk-cost fallacy 

Conformity 

Groupthink 

Social desirability 

Status quo bias 

Mere-exposure effect 

Negativity bias 

Optimism bias 

Attributional bias 

Illusion of control 

Hindsight bias Information bias 

Risk compensation 

Prospect theory 

Delay discounting 

System justification 

Figure 5.1 Primary Biases Related to the Core Social Motive of Trusting 
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Primary biases 

Mere exposure effect
 
Negativity bias
 
Optimism bias
 
Attributional bias
 

Additionally, the following secondary biases are identified to be related to 
the social motive of trusting. These secondary biases are (when relevant) 
incorporated in the sections concerning the primary biases. 

Secondary biases 

Automation bias
 
Normalcy bias
 
Pro-innovation bias
 
Truthiness
 
Rhyme-as-reason effect
 
Illusory truth effect
 
Subjective validation
 
Declinism
 
Pessimism bias
 
Actor–observer bias
 
Empathy gap
 
Third person bias
 

In this chapter, the primary biases are categorized into (1) biases related 
to judgements regarding the trustworthiness of information and (2) biases 
related to judgements in prospective and causal reasoning. 

Biases relating to judgements regarding the trustworthiness of 
information 

One of the mental shortcuts that people take to have confidence or faith in 
others and the world around them is to falsely perceive information to be 
more trustworthy because of repeated exposure to—or familiarity with— 
that information (mere exposure effect). Another bias is the tendency to 
make judgements about the trustworthiness of information by relying on 
the valence of information (negative vs. positive) (negativity bias). 

Biases relating to judgements in prospective and causal reasoning 

People’s inherent need to trust also leads to systematic errors in prospective 
and causal reasoning. One of these errors is their tendency to falsely assume 
that they are more likely than others to experience positive events, while 
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perceiving they are less at risk than others to experience negative events 
(optimism bias). The second bias is all about the errors people make when 
assigning causes to their own behaviour and that of others (attributional bias). 

Mere exposure effect 

What is the mere exposure effect? 

The mere exposure effect describes the human tendency to develop prefer­
ences for stimuli that are familiar. For this reason, it is also known as the 
‘familiarity principle.’ A frequently used example is that when you hear a 
song on the radio for the first time, you hate it, but having heard it many 
times, you begin to like it. And after a while, you might even prefer the 
song over all other songs you know. The earliest recordings of the mere 
exposure effect date back to the end of the nineteenth century, when Ger­
man psychologist Gustav Fechner wrote of a ‘glow of warmth’ felt in the 
presence of something familiar. But American social psychologist Robert 
Zajonc was the first to empirically test the mere exposure effect in 1968. 
In his experiments, Zajonc found that subjects who were shown Chinese 
characters several times responded more favourably to these characters. After 
Zajonc’s study, the mere exposure effect has been documented by countless 
empirical studies and has had its influence and pervasiveness trumpeted by 
numerous psychology textbooks (e.g., Kalat, 2010; Myers & Dewall, 2016; 
Schacter et al., 2015) and reviews of the literature about human attraction 
(e.g., Berscheid & Walster, 1978; Berscheid & Reis, 1998; Montoya & Hor­
ton, 2014; Montoya et al., 2017). 

Over the years, scientists and researchers have developed a multitude of 
theories about why the mere exposure effect occurs. The four most influen­
tial models so far are (1) Zajonc’s affective model, (2) the original two-factor 
model, (3) the modified two-factor model, and (4) the processing fluency 
model. Zajonc’s affective model states that people have evolved to experi­
ence an instinctive fear response when exposed to a novel stimulus. This fear 
response declines on repeated exposure of the stimulus and in the absence of 
negative consequences of the stimulus. This is called ‘stimulus habituation.’ 
Berlyne’s two-factor model is consistent with Zajonc’s approach. However, 
it goes one step further and proposes a second process besides habituation 
called ‘stimulus satiation.’ Satiation increases the amount of boredom after 
repeated exposure to the same stimulus, resulting in less positive affection 
towards the stimulus after having been exposed to it numerous times. As a 
third model, Bornstein, in 1989, introduced the modified version of the 
two-factor model, in which he added an evolutionary explanation for the 
mere exposure effect: 

It is adaptive for adults to prefer the familiar over the novel. Although 
there are sometimes advantages to exploring the new and unfamiliar 
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in certain situations (e.g., one may be more likely to come upon an 
unnoticed but potentially useful object when unfamiliar stimuli are 
explored), some risk is inherent in any venture into the unknown. 

(p. 282) 

The fourth model, the ‘processing fluency model’ was introduced by Jacoby 
and colleagues. The model proposed that previously perceived stimuli are 
encoded and processed more quickly and more easily than novel stimuli. 
However, people tend to ‘misattribute’ this fluency to liking, resulting 
in a more positive attitude towards the stimulus. These four models have 
been influential in thinking about and explaining the mere exposure effect. 
Although the scientific evidence about these theories is not conclusive (for 
more explanation, see main finding 2). 

One concept related to the mere exposure effect is the ‘illusory truth 
effect,’ which describes the human tendency to believe information more 
easily when it has been repeated numerous times. One recent example 
of the illusory truth effect was displayed in the early stages of the global 
COVID-19 pandemic when the belief among American citizens arose that 
the drug ‘hydroxychloroquine’ would be a promising cure. The frequently 
made claims by Donald Trump and other politicians regarding the supposed 
effectiveness of the drug were repeated so often that many people started to 
believe them, even though there was little or no scientific evidence to back 
these claims. 

Secondary biases related to the mere exposure effect 

Illusory truth effect—the tendency to judge information as more valid after 
being exposed to it numerous times 

Rhyme-as-reason effect—the tendency to judge a saying or aphorism as 
more accurate or valid when written in rhyme 

Automation bias—the tendency to prefer suggestions from automated sys­
tems and to falsely ignore contradictory information made without 
automation (i.e., by humans) 

A second related concept is the ‘rhyme-as-reason effect’, which posits that 
people are more likely to remember and believe statements when it con­
tains a rhyme. This is why many popular statements, general sayings, or 
aphorisms use rhymes, for example, the following traditional aphorisms: 
“An apple a day keeps the doctor away,” “What sobriety conceals, alcohol 
reveals,” and “Woes unite foes.” The mere exposure effect is suggested to 
be a factor explaining why people perceive rhyming statements as more 
truthful. Following the reasoning of the mere exposure effect, when people 
become more familiar with a statement due to repeated exposure to it, they 
tend to find it more convincing over time. So, if people repeat a certain 
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statement more frequently because it contains a catchy rhyme, the repetition 
of the statement could cause them to find it more and more convincing. 

Another bias considered to be related to the mere exposure effect is the 
‘automation bias’ or the tendency to favour suggestions from automated 
decision-making systems and to ignore contradictory information made 
without automation, even if this information is correct (Cummings, 2004). 
Over the last few decades, the popularity and relevance of this bias have 
grown significantly, presumably because of our increasing usage of comput­
erized decision-making systems based on artificial intelligence. The repeated 
exposure to automated decision-making systems is suggested to increase our 
familiarity with these systems and, eventually, cause an overreliance on them. 

What is the relevance of the mere exposure effect to organizations 
and change? 

The tendency to prefer the familiar over the unknown is also highly relevant 
to organizations, since it could have implications for decision-making, for­
mation, and perseveration of norms and values and organizational behaviour. 
The appeal of the familiar is nearly ubiquitous in all organizations and can 
serve important functions—mostly as a way to increase predictability. For 
example, organizations often create norms and routines to reduce uncertainty 
and, presumably, increase the efficiency and productivity of the organiza­
tion. Companies may pursue activities that feel familiar, including prospect­
ing around familiar networks of individuals and organizations, hiring people 
with familiar backgrounds and skills, and rejecting novel—unfamiliar— 
approaches and initiatives (see similarity bias, chapter  3, Understanding). 
However, a company that favours its current business model simply because 
the management has grown familiar with it may miss  out on necessary 
organizational changes that require novel behaviours. One example of such 
a company was Pan American World Airways, or Pan Am, America’s former 
largest international air carrier for most part of the twentieth century. Pan 
Am was the first airline to offer jet aircrafts and computerized reservation 
systems, which gave them the status of industry innovator. However, Pan 
Am was unable to let go of its familiar, existing business model and did not 
invest in alternatives. This over-investment in its current business model 
led to the company’s downfall in 1991, when Pan Am filed for bankruptcy 
protection, with competitor Delta Air Lines purchasing the remaining prof­
itable assets for $416 million. Today, Pan Am’s independent training organi­
zation called Pan Am’s International Flight Academy is the only surviving 
division of Pan American World Airways. 

Search strategy 

Relevant databases were searched using the terms ‘mere exposure effect’ and 
‘familiarity principle’ both separately and in combination with the terms 
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‘organisation*,’ ‘work,’ ‘employ*,’ ‘leader*,’ or ‘chang*.’ This search yielded 
303 results. After removing the duplicates and thorough examination, 2 
meta-analyses, 0 systematic reviews, and 3 studies were included. 

Main findings 

1. People tend to prefer the familiar over the unknown (Level A). 

There is empirical evidence for the mere exposure effect with consist­
ent results for different stimuli, measurement instruments, modes of 
presentation, and exposure durations. In 1989, Bornstein performed a 
meta-analysis of 134 studies on the mere exposure effect. In this analy­
sis, Bornstein identified a reliable effect of exposure on liking, con­
cluding that “The first 20 years of research on Zajonc’s (1968) mere 
exposure effect leaves little doubt the mere exposure-affect relationship 
is a robust and reliable phenomenon.” Bornstein also studied methodo­
logical and subject variables influencing the exposure–affect relationship 
and found that the mere exposure effect was present using several types 
of incentives or stimuli (photographs, objects, words, etc.). Results also 
showed that the mere exposure effect was strongest within participants 
(1) when incentives were complex (vs. simple), (2) when participants 
were exposed to the incentive between one and ten times, (3) when 
the duration of exposure was relatively short, and (4) when there was 
a delay between exposure to the stimulus and the affect rating. Lastly, 
participants who clearly recognized the incentives showed less positive 
affect towards these incentives. So, according to the meta-analysis, rec­
ognition of an incentive is not a prerequisite for the mere exposure 
effect but could actually inhibit the effect. Around 28 years later, Mon­
toya et  al. (2017) confirmed Bornsteins’ conclusions. Like Bornstein, 
they found several variables or moderators influencing the mere expo­
sure effect, such as type of incentive, duration of exposure, and delay 
between presentation and affect rating. Montoya et al. concluded that 
the study found “tremendous consistency among mere exposure effects 
for different stimuli, measurement instruments, modes of presentation, 
and exposure durations.” 

2. Several models explain the mere exposure effect but none has found full scientific 
support (Level A). 

As pointed out in the introduction, the four most popular models for 
the mere exposure effect are Zajonc’s approach, the original- and modi­
fied two-factor model and the processing fluency model. These mod­
els diverge somewhat in their predictions: In general, Zajonc’s model 
stands apart from the other theories because it states that repeated expo­
sure always leads to liking (rather than it having a negative effect on 
liking after numerous exposures, as presumed by the other models). 
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The two-factor models put weight on satiation, or ‘boredom,’ in the 
face of repeated exposures. Processing fluency models are different from 
the other models in the way they emphasize how individuals experi­
ence and then make sense of fluency (= misattribute fluency to liking). 
Despite these clear theoretical differences between the models, they all 
share two elements: Firstly, the models agree that an initial exposure 
produces a mental representation and subsequent exposures strengthen 
that representation. Secondly, they agree that exposure to previously 
viewed stimuli produces habituation or a decline in the initial fear 
response (Montoya et al., 2017). According to Montoya et al. (2017), 
a fifth model could explain the mere exposure effect—the ‘representa­
tion matching model.’ According to this model, the more a person is 
exposed to a stimulus, the more a person regards that stimulus as correct 
or how it should be, resulting in liking for that stimulus. However, this 
theory is not yet supported by empirical evidence. All in all, no single 
model of exposure effects has clearly emerged as one that is best sup­
ported by the range of empirical findings (Bornstein, 1989). The mere 
exposure effect raises a simple question: “Why do we like a stimulus 
the more frequently we have seen it?” The answer, however, seems to 
require a relatively complicated response, involving an understanding of 
memory systems, habituation, inhibition, neural responsiveness, cogni­
tive representation formation, and recognition and preference systems 
(Montoya et al., 2017). 

3. People who are highly motivated to connect with others seem to be more suscep­
tible to fall prey to the mere exposure effect (Level B). 

In two randomized controlled studies among Singaporean university 
students, Kwan et al. (2015) found that when subjects had a relatively 
high motivation for social connectedness, more exposure to a certain 
object caused them to assume more familiarity with others and to prefer 
the object more. In contrast, when there was a strong motivation for 
personal distinctiveness, more exposure did not affect personal pref­
erence. So, the need for social connectedness seems to be positively 
related to the mere exposure effect. Importantly, results also showed that 
frequent exposure to an object enhanced affect-based trust. 

4.	 Exposure from in-group to out-group attributes leads to greater liking of the out-
group by the in-group. However, if the in-group experiences a threat to identity 
the effect is reversed (Level B). 

Two randomized controlled studies by Crisp et  al. (2009) investi­
gated the mere exposure effect in intergroup contexts. The research­
ers explored whether repeated exposure to out-group-relevant attitude 
objects would lead to less liking following a threat to identity. Results 
indeed showed that while exposure to out-groups led to greater lik­
ing under baseline conditions, this relationship was reversed following 
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identity threat. These findings illustrate the possible negative effects of 
the mere exposure effect in the social context when people face a threat 
to their social identity. 

5. Preferring the familiar over the unknown could result in more compliant behav­
iour (Level B). 

Another randomized controlled study of the mere exposure effect in 
social settings was done by Burger et al. (2001). The study investigated 
the impact of the mere exposure effect on compliance. Results showed 
that simply sitting across the table from a confederate (=mere exposure) 
momentarily increased liking enough to significantly increase compli­
ance, as participants were more likely to comply with requests. These 
findings indicate that the mere exposure effect could result in more 
compliance. 

Conclusion 

There is strong empirical evidence for the existence of the mere exposure 
effect. People do tend to prefer the familiar over the unknown. Several 
models have been found to explain the mere exposure effect. However, 
none has found full scientific support. The answer to why we like something 
we experienced more frequently is rather complex and subject for further 
scientific research. Some interesting moderators and effects in intergroup 
context have been highlighted. People who are strongly motivated to con­
nect with others seem to be more susceptible to prefer the familiar over the 
unknown. Exposing people to attributes of the out-group results in greater 
liking. However, when there is a threat to the identity of the in-group, 
the effect is reversed. Lastly, the mere exposure effect could prompt more 
compliant behaviour, as simply sitting close to someone we’ve met before 
increases our likelihood to comply with requests. 

Practical reflections 

Firstly, we point to the importance of trust and the need for leaders and 
managers to acknowledge this core social motive within their organization. 
This is highlighted by attachment theory, a theory of social and interper­
sonal behaviour of individuals developed by the British psychiatrist Bowlby 
(1907–1990). The theory proposes that trust is ‘materialized’ in attach­
ments—enduring emotional bonds between people in family, group, and 
organizational settings that reduce stress and provide security, safety, and 
comfort. These attachments have implications for both the physical and 
psychological well-being of the individual. 

Findings from scientific research point to the direction that mere expo­
sure could increase trust (Kwan et  al., 2015). This has implications for 
organizational leaders when managing a change process, especially since 
research has shown that trust positively relates to affective commitment to 
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a change (Neves & Caetano, 2006). To create trust, organizational leaders 
are advised to increase their visibility in the organization, for example, by 
scheduling regular visits to divisions or teams. This can be enhanced by 
stimulating the need for connectedness within the organization and pro­
moting the desire to connect with organizational members, for example by 
organizing team-building activities (Kwan et al., 2015). Combining expo­
sure with strengthening the need for connectedness can thus be a powerful 
approach to effectuating the desired change. 

Secondly, leaders and managers should be aware of the negative con­
sequences that the mere exposure effect could have on their business. As 
pointed out in the introduction, a main focus on the familiar could ham­
per innovation and change within organizations. So, by proactively looking 
for unfamiliar experiences and letting go of risk-aversive behaviour instead, 
organizations have a good chance of strengthening their competitive advan­
tage. Managers and organizational leaders must be aware of the value of 
diversity and new experience. One way to encourage diversity is by increas­
ing the percentage of female managers and directors at the top of the organi­
zation. Following the reasoning of the mere exposure effect, being exposed 
to more female business leaders could result in employees becoming more 
accepting of them, thereby paving the way for more diversity at the top in 
the future (Kwan et al., 2015). 

Some other practical suggestions derived from the main findings, such as 
frequent exposures to narratives or metaphors that embody certain organi­
zational properties could foster the development of positive affective feel­
ings and shared perceptions of organizational culture (Kwan et al., 2015). 
Managers and organizational leaders are thus advised to enhance the visibil­
ity of narratives or metaphors in the organization, such as a mission state­
ment, a corporate vision, corporate values, or a corporate strategy. These 
social objects “influence organisations’ members’ ways of understanding and 
behaving in organisations” (Laroche, 1995, p. 62). They are essentially aimed 
at constructing a social meaning, which is an important process in organi­
zations. Leaders can and must facilitate taking care of the ‘management of 
meaning’ (Smircich & Morgan, 1982) (Ten Have et al., 2019, p. 72). 

Negativity bias 

What is negativity bias? 

The negativity bias (also named ‘negativity effect’ or ‘negative bias’) is the 
general tendency to attend to, - put greater weight on and to more eas­
ily believe negative information, events, or stimuli than positive instances 
(Joseph et  al., 2020; Hilbig, 2009). The negativity bias is a crucial bias 
regarding the social motive trusting. As said earlier, trust takes years to build 
and only seconds to shatter. This entails the larger influence of negative 
behaviour on trust than positive behaviour. The negativity bias is a well-
studied concept. Various reviews of the existing literature concerning this 
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bias conclude that the belief “bad is stronger than good” is common across a 
wide range of social cognitive domains such as impression formation, mem­
ory, decision-making, and many others (Hilbig, 2009). The negativity bias is 
proposed to be evolutionarily adaptive because it predisposes our attentional 
processes to pay extensive attention to negative stimuli, allowing people to 
evade dangerous, life-threatening stimuli (Vaish et  al., 2008). Paul Rozin 
and Edward Royzman were the first to coin the term negativity bias in 
their 2001 paper “Negativity Bias, Negativity Dominance, and Contagion.” 
Since then, the bias has been investigated within various social psychologi­
cal and cognitive domains, such as social impression formation, attention, 
learning, and decision-making. 

In another 2001 book, The Power of Bad: How the Negativity Effect Rules Us 
and How We Can Rule, research psychologist Roy F. Baumeister and jour­
nalist John Tierney posit that there is plenty of real-world evidence for the 
negativity bias. For example, the notion that negative information usually 
has a stronger pull on our attention than positive information could explain 
why bad news sells more papers or why successful films, plays, and books are 
usually packed with negative events. The phenomenon ‘truthiness’ might 
help explain the link between the negativity bias and the excessive coverage 
of negative events by media. Truthiness refers to the belief that a particular 
statement or claim is true not because of supporting facts or evidence but 
because of a feeling that it is true or a desire for it to be true. The term was 
coined by American television comedian Stephen Colbert in his political 
satire programme The Colbert Report in 2005 to refer to the misuse of appeal 
to emotion and ‘gut feeling’ as a rhetorical device in American political dis­
course. The term has gained much public popularity and was even named 
Word of the Year for 2005 by the American Dialect Society. 

When Colbert originally coined the term, he was referring only to poli­
tics; however, the accusation of misuse of appeal to emotion as a rhetorical 
device is also not uncommon in media. By framing information negatively, 
television makers, public figures, writers, and journalists are suggested to 
appeal to the public’s emotion, thereby influencing the perceived plausibility 
of their messages regardless of actual evidence supporting this information. 

Secondary biases related to the negativity bias 

Truthiness—the tendency to judge a claim or statement as valid because 
of a personal feeling or desire for it to be true regardless of the absence 
of supporting facts or evidence 

Subjective validation—the tendency to judge a statement or another 
piece of information to be correct if it has any personal meaning or 
significance 

Declinism—the belief that a society is tending towards decline 
Pessimism bias—the tendency to overestimate the likelihood of negative 

events while underestimating positive events 
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A phenomenon related to this is ‘subjective validation’ or people’s tendency 
to consider a statement or another piece of information to be correct if it has 
any personal meaning or significance to them. Because negative information 
holds more significance for people, they could be prone to judge this infor­
mation as more valid. A third related phenomenon related to the negativity 
bias is ‘declinism’ or the belief that the society is tending towards decline. 
This belief supposedly stems from the predisposition to view the past more 
favourably and the future more negatively. The term ‘declinism’ was coined 
by German historian Oswald Spengler in his book, The Decline of the West, 
which was released after the World War I and speculated that each civiliza­
tion was destined to fail (Gopnik, 2011). The negativity bias could be one of 
the factors causing people to experience declinism. Since the negativity bias 
leads people to be more affected by emotionally negative events than similar, 
but positive, events, this could cause them to falsely perceive a general trend 
towards decline. The term ‘negativity bias’ is sometimes also referred to as 
the ‘pessimism bias.’ However, the two concepts are somewhat distinctive. 
While the negativity bias refers to the natural human tendency to attend to 
and put greater weight on negative information, pessimism bias refers to the 
proneness to overestimate the likelihood of negative events while underes­
timating the likelihood of positive events. This concerns beliefs about per­
sonal events and societal events. It is proposed to be the opposite of the 
optimism bias (also see the next section). However, empirical research sug­
gests that people are generally optimistic about themselves, but pessimistic 
about society (Roser & Nagdy, 2014). 

The negativity bias could have various effects on a daily basis by influenc­
ing social perceptions and impression formations. Firstly, when people are 
given both positive and negative adjectives to describe someone’s personal­
ity, they place greater weight on the negative descriptions when forming a 
first impression (Hilbig, 2009). Secondly, memory and learning are likely 
to be affected by the negativity bias. Some research suggests that punish­
ments for incorrect responses could be more effective in enhancing learn­
ing than rewards for correct responses since punishments are more likely 
to leave an imprint on our memory than rewards (Costantini & Hoving, 
1973). Another domain in which the bias can have an influence is decision-
making. Kahneman and Tversky (1984) found that when making decisions, 
people continuously place greater weight on negative aspects of an event 
in comparison to positive ones. In their prospect theory, Kahneman and 
Tversky (1979) state that potential costs are more heavily considered than 
potential gains (chapter 4, Controlling). 

What is the relevance of the negativity bias to organizations 
and change? 

The negativity bias could certainly be relevant to organizations and change. 
As stated in the introduction, the bias can have an impact on various 



122 Stuijt, Vernooij, & Louwers  

 
 
 
 
 

 
 

  

 

 
 
 

 
 
 
 
 
 

 
 

processes such as impression formation, memory, and decision-making. 
As such, how employees convey certain information, cues, or issues and 
respond to this is highly likely to be influenced by this bias, thereby possibly 
impacting organizational and change-related outcomes. The negativity bias 
could also be an explanation as to why many big, established companies 
remain cautious and conservative, even in the face of profound technol­
ogy advances and disruptions in the marketplace. As stated by the prospect 
theory, potential costs are more heavily weighted than potential gains. This 
could result in risk-aversive behaviour, thereby preventing organizations 
from innovating and taking the necessary risks to adjust to changing envi­
ronments. An example of this is the international film photography com­
pany Kodak. When the photography market began shifting towards digital 
photography during the end of the twentieth century, Kodak was too risk-
averse to innovate and instead remained focused on its core strength, film 
photography. However, film photography eventually became outdated, and 
its business decision made Kodak lose its competitive advantage to rival 
companies, such as Sony and Canon, that adjusted to the changing envi­
ronment. This resulted in the company eventually filing for bankruptcy 
in 2002. Organizations, especially those involved in highly competitive 
and fast-changing markets, should be aware of the negativity bias since it 
can significantly affect competitive advantages and capacity to change. It 
would be advisable for organizational leaders, managers, and employees 
to deepen their knowledge about the processes that underlie the bias, the 
consequences, and possible interventions. 

Search strategy 

Relevant databases were searched using the term ‘negativity bias’ and ‘nega­
tivity effect’ both separately and in combination with the terms ‘organisa­
tion*,’ ‘work,’ ‘employ*,’ ‘leader*,’ or ‘chang*.’ This search yielded about 42 
results. After removing the duplicates and thorough examination, 1 meta-
analysis, 0 systematic reviews, and 2 studies were included. 

Main findings 

1. People put greater weight on negative events or stimuli compared with positive 
instances (Level A). 

In 2020, Joseph et al. conducted a meta-analysis on the occurrence of 
the negativity bias in which nearly 55,000 men and women of various 
cultural backgrounds were studied. The included studies used various 
methods to elicit negative and positive emotions in participants, such 
as watching a movie clip, looking at photographs, or reading a story. 
Across these studies, findings revealed a strong human tendency to be 
negatively biased. The impact of negative stimuli (e.g., sad, scary, or 
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aggressive movie clips, photos, or stories) on participants’ affective state 
was about twice as strong as the impact of positive stimuli. 

2. People might perceive information as more valid when it is more negative (Level 
D). 

In a 2009 experimental study, Hilbig (2009) investigated the relation­
ship between the negativity bias and judgements of truth. The premise 
of this study was that people are more likely to accept negative informa­
tion as being the truth. This claim was derived from findings of previ­
ous research, indicating that negative instances tend to demand more 
attentional resources and that more elaborate processing can render 
messages more persuasive. In three experiments, Hilbig assessed partici­
pants’ judgements of truth concerning statistical statements framed in 
either a positive or negative way. For example “85 percent of attempted 
instances of rape are successful” (negative frame) versus “15 percent of 
attempted instances of rape are unsuccessful” (positive frame). Although 
the information was the same in both conditions, framing the provided 
information in a negative way led the participants to judge them as 
more valid. This effect was robust across different judgement domains, 
using different assessment methods and different samples of participants. 
Interestingly, research has given very little attention to the cognitive 
mechanisms underlying these reported effects. Hilbig suggests that neg­
ative information can lead to more thorough processing, which may 
then produce the negativity bias since more elaboration can increase 
the persuasiveness of messages. He also points to social processes as a 
possible explanation. For example, we might have learned to trust nega­
tive information more, simply because others are much more unlikely 
to lie to us when bringing us bad news, whereas they may well exag­
gerate when informing us about something good. Likewise, people 
might propose that negative messages are more likely to be conveyed by 
sources they tend to trust, especially the media, given the strong focus 
on negative events in the news (Hilbig, 2009). 

3. It seems that since people have stronger reactions to the occurrence of future nega­
tive events compared to positive events, people tend to overestimate the probabil­
ity of future negative events happening (Level D). 

Bilgin (2012) conducted research on the relation between the negativity 
bias and subjective probability, which is referred to as the individual’s 
personal judgement about whether a specific outcome is likely to occur 
(pessimism bias). Bilgin hypothesized that, through its impact on atten­
tion and information processing, a negativity bias would manifest in an 
increase in subjective probability. To test this hypothesis, Bilgin told his 
participants to assume that they were considering playing a gamble that 
offered a fifty-fifty chance of winning or losing $25. Participants were 
then asked to imagine playing the gamble and losing it. Results showed 
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that the more unpleasant someone anticipated losing the $25 to be, the 
less confident that person was to win the gamble. Thus, the perceived 
unpleasantness of the loss was associated with ratings of the likelihood of 
winning the gamble. This has the potential downside of people usually 
being more pessimistic about their chances than objective probabili­
ties justify. One positive note by Bilgin considering this finding is that 
increased subjective probability of potential losses may help people act 
sooner to reverse these losses, or if they are not reversible, to better cope 
with their outcomes (Bilgin, 2012). 

Conclusion 

Empirical evidence points to the existence of negativity bias, as scientific 
research has consistently shown that individuals display stronger reactions 
to negative than positive stimuli. There are also indications that people tend 
to perceive negative information as more valid and trustworthy and because 
they have stronger reactions to the occurrence of future negative events than 
positive ones, they tend to overestimate the probability of future negative 
events happening. However, some caution is warranted in generalizing these 
findings because of the low evidence level of these studies. 

Practical reflections 

Although most research has not (yet) focused on the negativity bias in the 
organizational context and its practical relevance to organizational leaders 
and managers, several practical reflections can be derived from the preced­
ing findings. First and foremost, organizational leaders and managers would 
do well to acknowledge that organizational members are more likely to be 
affected by negative information than positive information. This knowledge 
could be particularly useful when communicating about change processes. 
As Hilbig’s study (2009) indicated, people might perceive negative infor­
mation as more valid and trustworthy. Managers or leaders could thus use 
stories and story structures that communicate a sense of urgency in commu­
nicating organizational change. That is to say, instead of solely focusing on 
the gains following the change, managers are advised to communicate what’s 
at stake or what will be missed if the organization fails to act. A sense of 
urgency is often seen as a prerequisite for effective change. To illustrate this, 
Kotter (2012) states: “By far the biggest mistake people make when trying to 
change organizations is to plunge ahead without establishing a high enough 
sense of urgency in fellow managers and employees” (Ten Have et al., 2019). 
However, notwithstanding the stimulating effects of fear appeals or a sense 
of urgency, some caution is warranted. Negative stimuli such as threats and 
urgency can be effective in change. However, positive ambitions mirroring 
positive emotions and feelings create more self-efficacy (e.g., confidence 
one has to achieve the desired result) or action control when dealing with 
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changes and challenges because they provide people with a broader scope of 
attention, more openness, and behavioural variety (Ten Have et al., 2019), 

On a more general note, the negativity bias can significantly affect 
organizations’ competitive advantages and capacity to change. Since 
potential costs are more heavily weighted than potential gains, organi­
zational members are prone to engage in risk-aversive behaviour, which 
prevents organizations from innovating and adjusting to their environ­
ments. In order to prevent this, organizational leaders should create 
a climate of innovation by encouraging their employees to engage in 
new behaviours necessary to drive the company to achieve new heights 
and provide them with the tools necessary to carry out these behav­
iours. However, to avoid excessive risk-taking that might jeopardize the 
organization, it would be prudent to clearly communicate the limits to 
risk-taking and to install procedures for review of any proposed risk that 
would breach these limits. In this way, organizational leaders cultivate 
a culture of curiosity and innovation, thereby ultimately strengthening 
their company’s competitive advantage. 

Optimism bias 

What is the optimism bias? 

The optimism bias (also called the ‘optimistic bias’) refers to people’s ten­
dency to perceive that they are likelier than others to experience positive 
events (such as being financially successful) and less at risk for negative events 
(such as getting cancer, injured, or divorced). Researchers have investigated 
this phenomenon extensively, and it appears to be remarkably resilient. Both 
men and women of all ages, ethnicities, and educational levels seem prone 
to fall prey to this bias (Weinstein & Klein, 1996). Psychologist Neil Wein­
stein first encountered the optimism bias in a 1980 experiment, in which 
over 200 college students participated. Weinstein asked the students to rate 
how much their chances of experiencing a certain event (positive or nega­
tive) differed from that of their classmates. It appeared that more than half 
of the students rated themselves either below average for a negative event or 
above average for a positive event. Weinstein concluded that people gener­
ally overestimate their chances of experiencing positive events and underes­
timate their chances of experiencing misfortune (Weinstein, 1980). 

Various motivational and cognitive factors have been suggested to be the 
root cause of the optimism bias. On a cognitive level, people have more 
information available about themselves than they do about others. When 
people evaluate their own risks, they tend to focus on themselves instead 
of realistically looking at how they compare to others. As a result, when 
making judgements and comparisons about their risk compared to that of 
others, people generally ignore the average person and primarily focus on 
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their own feelings and experiences (Shepperd et al., 2002). People are highly 
motivated to be optimistic because positive predictions are satisfying and 
make them feel good about themselves and their lives. As a result, peo­
ple tend to focus on finding information that supports what they want to 
see happen rather than what will happen to them (Shepperd et al., 2002). 
From an evolutionary perspective, the tendency to see the glass half-full 
could have been advantageous for human survival. By believing that they are 
unlikely to fail and more likely to succeed, people increase their self-esteem, 
lower their stress levels, and eventually improve their overall well-being. 

One bias proposed to be related to the optimism bias is the ‘normalcy 
bias,’ which is a psychological state of denial people enter in the event of a 
disaster, as a result of which they underestimate both the possibility of the 
disaster happening and its effects on their lifes. Experts attribute this denial 
to people’s tendency to interpret warnings optimistically, often resorting to 
ambiguities to justify their neglect (Omer & Alon, 1994). This bias might 
explain why people are plagued by inaction during natural disasters or global 
crises. One example is the public response to the outbreak of COVID-19 
in 2020. To slow the spread of the virus, many governments implemented 
social distancing policies, which urged civilians to stay home as much as pos­
sible. While most people complied with these regulations, others underes­
timated their personal risk of contracting the disease and therefore engaged 
less in protective behaviours by deciding to ignore these rules. The proposed 
influence of the optimism bias on adherence to social distancing policies was 
confirmed by a 2021 study. Findings indicated that individuals with high 
optimism bias engaged in less behavioural changes during the COVID-19 
pandemic (Fragkaki et al., 2021). 

Secondary biases related to the optimism bias 

Normalcy bias—the tendency to respond to threat warnings with disbelief 
or minimization and to underestimate a disaster’s potential adverse 
effects 

Pro-innovation bias—the belief that all members of a social system should 
adopt and diffuse an innovation rapidly, without considering or allow­
ing for an alteration to that innovation 

Planning fallacy—the tendency to be overly optimistic regarding task 
completion times, leading to an underestimation of the time needed 
to complete a future task 

A specific type of optimism bias is the ‘pro-innovation bias’ or a proneness to 
be highly optimistic regarding innovations. An example is the nuclear opti­
mism that emerged the 1950s, which was characterized by a general feeling 
that all power generators in the future would be atomic in nature and that 
everything would use a nuclear power source in a positive and productive way 
(Sovacool, 2011). So far, however, this great evolution has not taken place. 
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The optimism bias can have serious repercussions, both at an individual 
level and at a systematic level. At an individual level, the bias could lead to 
feelings of well-being and self-esteem. According to research by Baumeister 
et al. (2003), self-esteem seems to be a valuable resource. People with high 
self-esteem are more active, happier, and in many ways better able to deal 
or cope with their environment. Baumeister (1993) also sees self-esteem 
as ‘the likeliest candidate for a social vaccine’ that protects people against 
susceptibility to a wide range of social vulnerabilities. However, the opti­
mism bias could also cause people to ignore relevant information, thereby 
influencing decision-making. Furthermore, the bias could encourage more 
risky behaviours by causing people to ignore the potential unwanted out­
comes (Shepperd et al., 2002) or stop them from taking preventative meas­
ures, such as buying insurance. At a systematic level, the optimism bias 
could even (partly) explain the global response to climate change (Pahl 
et al., 2014). The assumption that global warming doesn’t affect us person­
ally is proposed to prevent people from taking preventive measures. The 
optimism bias is also suggested to impact financial markets. Several econo­
mists have named the bias one of the core causes of the financial down­
fall in 2008. Unrealistic expectations of financial analysts and government 
officials that the market would continue growing, despite evidence to the 
contrary, and banks continuously engaging in high-risk decision-making, 
likely contributed to the eventual collapse (Sharot, 2011). Furthermore, the 
optimism bias is presumed to influence decisions in planning and (time) 
management. According to the bias, the costs and completion times of big 
projects tend to be underestimated and the benefits overestimated, possi­
bly leading to an overspend on large-scale investment projects (Flyvbjerg, 
2011). This relates to another bias, the ‘planning fallacy,’ or a specific form 
of optimism bias whereby people make highly favourable estimates of the 
time it will take to complete an upcoming task (even though they are 
aware that similar tasks have taken longer in the past). The main findings 
concerning the optimism bias below might thus also be applicable to the 
planning fallacy. 

What is the relevance of the optimism bias to organizations 
and change? 

The optimism bias could be highly relevant to organizations and change 
leaders, considering its presumed impact on corporate financial and invest­
ment decisions. By having unrealistic expectations of financial growth and 
success, organizations are prone to engage in high-risk decision-making 
and invest in loss-making activities. For instance, Barros and Silveira (2007) 
found that organizations with optimistic managers tend to choose a more 
aggressive financing policy, which causes the company to have more liabili­
ties than assets, thereby putting the company in a high financial-risk cat­
egory. Also, a 2011 study by Campbell et al. found that CEO turnover was 
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related to the level of CEO optimism. Organizational boards discharged 
high-optimism CEOs more frequently than moderately optimistic CEOs 
(Wang et al., 2014). The optimism bias could also have detrimental effects 
on the planning and execution phase of organizational projects by causing 
employees to overestimate the benefits or financial gains, while underesti­
mating costs, completion time, or other negative effects. This could eventu­
ally result in excessive costs or even project abandonment. One example of 
this is the famous Sydney Opera House, which was expected to be com­
pleted in 1963. However, unforeseen obstacles caused the project to drag on 
for 10 years longer than planned. The original cost was estimated at $7 mil­
lion, its delayed completion, however, led to a cost of $102 million. One 
major reason for this was the government’s insistence on starting construc­
tion early, even though construction plans were not yet finished. According 
to premier Joseph Cahill, it was crucial to start with the construction when 
public opinion about the Opera House was still favourable and funding was 
still in place. In his enthusiasm to complete the project, however, the pre­
mier disregarded criticisms and relied on intuitive estimations for its costs, 
ultimately leading to its massive delay and extra costs (Murray, 2003). All in 
all, organizations falling prey to the optimism bias are at risk of engaging in 
high-risk decision-making, venturing into loss-making activities, and poor 
execution planning. Therefore, it would be useful for organizational leaders 
to be aware of this bias and its possible impact on their business. This way, 
they can prematurely recognize this tendency before exerting its influence 
on the organization. 

Search strategy 

Relevant databases were searched using the term ‘optimism bias’ and ‘opti­
mistic bias’ both separately and in combination with the terms ‘organisa­
tion*,’ ‘work,’ ‘employ*,’ ‘leader*,’ or ‘chang*.’ This search yielded about 23 
results. After removing the duplicates and thorough examination, 1 meta-
analysis, 0 systematic reviews, and 2 studies were included. 

Main findings 

1. People tend to perceive they are more likely than others to experience positive 
events (Level A). 

Klein and Helweg-Larsen (2002) conducted a meta-analysis on the 
optimism bias, studying more than 5,000 participants from different 
nationalities, ages, and educational levels. Findings showed that people 
fall prey to the optimism bias irrespective of gender, age, or educational 
level. 

2. When people engage in group discussions, they are more likely to be overly opti­
mistic about the predicted time needed to complete a certain task (Level B). 
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Scientific evidence for a certain kind of optimism bias in the prediction 
of task completion time, e.g., the planning fallacy (as stated in the intro­
duction), comes from research by Buehler et al. (2005) and Koole and 
van’t Spijker (2000), who conducted experiments to investigate this bias 
among university students. Essentially, results indicated, people usually 
predict they will finish a task sooner than they actually do. According to 
Buehler et al. (2005), people commit this fallacy even though they have 
experienced needing more time for similar tasks in the past. Apparently, 
then, this bias exerts stronger effects on people than their past experi­
ence or knowledge. 

Also, Buehler et al. (2005) used an experimental study to explore the 
effects of group discussion on the planning fallacy. In this study, partici­
pants firstly predicted—individually and together—when they would 
complete several upcoming group projects. Then their actual comple­
tion times were measured. Results showed that participants generated 
more optimistic predictions through group discussion than they did 
individually. So, through group discussion, participants’ tendency to 
focus primarily on factors promoting successful task completion was 
heightened. This selective focus on ‘planning for success’ enhanced the 
planning fallacy. 

3. The optimism bias is related to greater perceived control over future events 
(Level B). 

In the beforementioned meta-analysis performed by Klein and Helweg-
Larsen (2002), researchers also explored the relationship between per­
ceived control and the optimism bias. Perceived control is described as 
the amount of control people perceive they have over future events. 
Klein and Helweg-Larsen found that greater perceived control showed 
a strong association with greater optimism bias. However, it is not clear 
in which causal direction the relationship between perceived control 
and optimism bias flows. One possibility is that beliefs in control over 
an outcome lead to more optimistic beliefs about the probability of 
that outcome. However, an alternative explanation is that an increase in 
optimism bias results in the feeling of being in control. 

4. Concrete action plans can be an effective aid in countering the optimism bias 
(Level B). 

In an experimental study performed in 2000, Koole and van ‘t Spi­
jker examined whether the optimism bias could be reduced through 
the formation of implementation intentions or concrete action plans 
that specify when, where, and how to act to reach particular goals. 
Results showed that the formation of implementation intentions led 
to an increase in optimistic completion predictions. This is in line with 
previous findings that contemplating the implementation of one’s goals 
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fosters an optimistic mindset (Armor & Taylor, 1998; Taylor & Gollwit­
zer, 1995). However, this increase in optimism bias was exceeded by an 
increase in actual rates of goal completion. The net result of the imple­
mentation intentions was thus a reduction in unfounded optimism in 
task-completion predictions. Therefore, the researchers concluded, the 
formation of implementation plans can be an effective aid in attacking 
optimistic bias in task-completion predictions. 

Conclusion 

In conclusion, scientific evidence consistently shows that the optimism 
bias influences human perceptions, attitudes, and behaviour and transcends 
gender, age, and other personal factors. The planning fallacy, which can be 
described as optimism during the planning phase of a project, is a frequently 
studied type of optimism bias. When participating in group discussions, peo­
ple are more likely to be overly optimistic in time predictions, since the 
individual tendency to focus primarily on factors promoting successful task 
completion is heightened through group discussions. Furthermore, perceived 
control (e.g., perceived control over future events) is positively related to 
the optimism bias, although the causal direction of this relationship remains 
unclear. Lastly, a promising intervention for countering the effects of the 
optimism bias seems to be the formation of concrete action plans. 

Practical reflections 

If anything, these findings concerning the optimism bias confirm the 
relevance of the bias to organizations and change and can be applied in 
organizational and change contexts. There are several suggestions for organ­
izational leaders. While planning for a certain (change) project, managers 
or project leaders should be aware of the effects of the optimism bias on 
time judgements (e.g., planning fallacy), since employees tend to be overly 
optimistic regarding their estimates of the time it will take to complete the 
project (phase). One suggestion to combat this is by forming implementa­
tion intentions or concrete action plans that specify when, where, and how 
to act to reach particular goals. The importance of goal setting is emphasized 
by Kouzes and Posner (2012) who state: “People need to know if they’re 
making progress toward the goal or simply marking time. Their motivation 
to perform a task increases only when they have a challenging goal and 
receive feedback on their progress.” Also, Heller (1998) addresses the con­
cept of ‘goal setting’ as a way to influence or change employee behaviour. 
He advises: “Set personal objectives for people so they focus their minds on 
performance; reaching the goals will reinforce their enhanced drive.” Imple­
mentation intentions are suggested to be effective because it requires vivid 
imagination of an intended action. The individual has to really visualize the 
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situation in which a particular behaviour will be enacted. Moreover, the 
formation of implementation intentions explicitly recruits the individuals 
will power by asking them to commit themselves to the intended behav­
iour. Research has shown that such wilful commitment greatly enhances 
the effectiveness of implementation intentions (Koole & van’t Spijker, 2000, 
p. 883). It might thus be useful for leaders and managers to invest in train­
ings, seminars, or workshops aimed at applying implementation intentions 
for all employees, including the top management. However, Koole and van 
‘t Spijker mention some considerations for the usage of implementation 
intentions. Firstly, implementation planning only helps when people have 
chosen reasonable goals. Secondly, forming implementation intentions is 
only expected to be effective when people are committed to their goals. 
Thirdly, forming implementation intentions to execute a specific behav­
iour might reduce a person’s flexibility to perform alternative behaviours, 
which may be harmful under rapidly changing conditions where flexibility 
is essential. Fourthly, people’s limited energy resources to engage in wilful 
planning should be taken into account. 

Companies could also note the detrimental effects of group discussions. 
Presumably, people engage in consultation or discussion because they believe 
it will improve the accuracy of their predictions. However, group discus­
sion can exacerbate the tendency towards unrealistic predictions through an 
even greater tendency to ‘plan for success’ (Buehler et al., 2005). This is an 
important finding for organizations, since planners or project managers in 
organizations often develop their predictions during team meetings. Even 
when these employees make predictions individually, they usually interact 
with others to collect information, opinions, and advice (Heath & Gonza­
lez, 1995). It may be beneficial for planners and (project) managers to collect 
individual predictions or information instead of engaging in group discus­
sion. Another suggestion would be to consult external, neutral observers 
rather than relying solely on predictions from members within the organiza­
tion (Buehler et al., 2005). 

Attributional bias 

What is attributional bias? 

In social psychology, the attributional bias is a group of biases that refers to 
the systematic errors that people make when assigning causes to behaviour 
of themselves and others. Research on attributional biases is founded in 
attribution theory, which explains how and why people create meaning 
about others’ and their own behaviour (also mentioned in attentional bias, 
chapter 2, Understanding). It’s a form of sense-making and linking the cause 
and effect of behaviour. Two questions are central to attribution theory: (1) 
Why do I do what I do? (2) Why do others do what they do? 
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The starting point of the attribution theory was in 1958, when well-
known psychologist Fritz Heider published his book The Psychology of Inter­
personal Relations. Heider classified the attribution theory into two types: 

1. Internal attributions—attributing “the locus of causality to factors within 
the individual such as personality traits, skill, and effort” (Gok et al., 
2012) 

2. External attributions—attributing “the locus of causality to situational 
factors beyond the control of the individual such as task difficulty and 
luck” (Gok et al., 2012) 

Heider stated that “our perceptions of causality are often distorted by our 
needs and certain cognitive biases” (Forsyth, 1987). In other words, because 
people are motivated to find explanations for behaviours, they fall prey to 
attributional biases. Over the years, researchers have identified various types 
of attributional biases, all of which propose ways in which people display 
biased interpretations of information. One of these biases is the ‘fundamen­
tal attribution error,’ which is the tendency to explain others’ behaviour 
as being caused by a given person’s personality (i.e., internal attribution), 
while ignoring the surrounding situational demands. For example, when 
an employee is late for a meeting, colleagues are more likely to assume it’s 
because of laziness rather than, for example, a traffic jam. 

Very closely related to the fundamental attribution error is the ‘actor– 
observer bias.’ Social psychologists Jones and Nisbett, who introduced this 
bias in 1971, state that when we observe other people, we tend to focus on 
the person, whereas when we are actors, our attention is focused on situ­
ational factors. For example, when another person receives a low score on a 
general knowledge quiz, people are inclined to ascribe this score to their low 
intelligence. However, when they receive the same low score, they are more 
likely to assign this to the difficulty or inappropriateness of the questions. 

Another related bias is the ‘third-person bias,’ which is when that people 
tend to overestimate the effects of mass media communication on others 
compared to themselves. According to Perloff (1999), the vast majority of 
research on the third-person bias attributes the psychological underpinnings 
of this bias to attribution theory. A last attributional bias related to this is the 
‘empathy gap,’ or the presumed tendency to underestimate the influence of 
varying mental states on our own behaviours and that of others. Following 
this reasoning, the human inability to consider how others may be affected 
by their emotions causes people to make errors when assigning causes to the 
behaviours of others. 

Secondary biases related to the attributional bias 

Fundamental attribution error—the tendency to overvalue dispositional 
explanations of others’ behaviours (i.e., make internal attributions) 
while undervaluing dispositional explanations 
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Actor–observer bias—the tendency to assign causes of behaviour differently 
depending on whether one is an actor or an observer 

Third-person bias—the proneness to overestimate the effects of mass media 
communication on others compared to oneself 

Empathy gap—the tendency to underestimate the influence of varying 
mental states on self behaviour and make decisions that only satisfy 
one’s current emotion, feeling, or state of being 

Hostile attribution bias—the tendency to interpret others’ ambiguous 
behaviours as hostile rather than benign 

One type of attributional bias that receives some specific attention, specif­
ically considering its possible impact on organizations and change, is the 
‘hostile attribution bias’ or the tendency to interpret others’ ambiguous 
behaviours as hostile rather than benign. For example, when people observe 
two other people whispering, they may assume that those people are talking 
negatively about them. In this case, they made an attribution of hostile intent, 
even though the other people’s behaviour was potentially benign. The term 
‘hostile attribution bias’ was first coined in the 1980s by Nasby, Hayden, and 
DePaulo. In an experimental study, the researchers showed a group of aggres­
sive adolescent boys (aged 10–16 years) several photographs of people. It was 
found that a subgroup of them (particularly aggressive and/or rejected chil­
dren) exhibited a consistent tendency to attribute hostile intent to the pho­
tographs, even when the cues were ambiguous or benign. This finding led to 
a considerable amount of scientific research exploring the link between the 
hostile attribution bias and aggression. So far, the available scientific research 
on this hypothesized relationship has shown mixed results. hostile attribution 
bias can be linked to moral disengagement, a term first coined by Albert 
Bandura in 1999, referring to the justification of immoral behaviour when 
it is not consistent with dominant norms and values. It is a process of cogni­
tive reframing to prevent people from feeling bad when doing bad things 
(Ten Have et al., 2019). Both cognitive mechanisms are proposed to relate 
to aggressive behaviour. While the hostile attribution bias is assumed to be a 
precursor to aggression, moral disengagement can be seen as a justification of 
it, applied by people to rationalize and justify their past aggressive behaviour. 

Attributional biases are presumed to have significant consequences at the 
individual as well as societal level. The attributional bias could, for example, 
be an explanation for the noncompliance with the health recommendations 
installed to combat COVID-19, such as social distancing and self-isolation. 
A 2020 study showed that people attributing their risk of getting infected 
to internal factors, such as age or personal hygiene, rated their COVID-19 
risk being significantly lower, whereas people who made more situational 
attributions, such as attributing their risk to government decision-making 
and other people’s cleanliness, rated their risk significantly higher (Dunning 
et al., 2020). The authors of the study suggest that noncompliance may be 
justified by these risk perceptions. 
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What is the relevance of attributional biases to organizations 
and change? 

From the perspective of organizations and change, the human tendency to 
focus mainly on personal factors (skills, competencies, characteristics, etc.) 
when evaluating the other is illustrated in the way organizational success (or 
failure) is attributed to leaders and entrepreneurs, but not to circumstances. 
Famous CEOs like Steve Jobs, Jeffrey Bezos, and Elon Musk have been 
praised for the enormous success of Apple, Amazon, and Tesla, respectively, 
and countless of managers, authors, and consultants have tried to draw lead­
ership lessons from them. However, people are not inclined to ask them­
selves: “Could it be that the success of Apple’s stores had not so much to 
do with Steve Jobs himself but rather with Apple’s product introductions?” 
Instead, the public, media, and stock-market don’t seem to doubt that Jobs 
had played a decisive role. 

Attributional biases within organizations affect relationships and per­
formance, and are specifically relevant to change management, as differ­
ent attributions can be given to the reason for change, which in turn may 
affect the outcome of the change. This stresses the need for a proper change 
diagnosis before any change initiative. Attribution theory helps leaders 
understand their followers and the need for change. For example, leaders’ 
“attributions about the causes of subordinate performance can affect the 
way in which a leader subsequently interacts with subordinates” (Offer­
mann et al., 1998, p. 1135). Hostile attribution specifically could be relevant 
to organizations and change, since employees who are prone to attribute 
hostile intent to ambiguous behaviour of colleagues might be more likely 
to engage in antisocial or aggressive behaviour, thereby possibly creating a 
hostile work environment. It is thus self-explanatory that these behaviours 
are to be avoided at all costs. Considering the possible relevance of hostile 
attributions to organizations and change, we have chosen to include this bias 
in our search (see search strategy below). 

Search strategy 

Relevant databases were searched using the term ‘attribution theory,’ ‘attri­
bution bias,’ and ‘hostile attribution’ both separately and in combination 
with the terms ‘organisation*,’ ‘work,’ ‘employ*,’ ‘leader*,’ or ‘chang*.’ The 
searched yielded more than 600 articles. After removing the duplicates and 
thorough examination, 1 meta-analysis and 6 studies were included. 

Main findings 

1. When making economic decisions, people make use of causal attributions (Level B). 

In their 2012 experimental study, Gurevich et  al. explored the rela­
tionship between causal attributions and economic decisions. The 
researchers proposed that the well-known rational choice theory, a 
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mathematical approach to decision-making in strategic environments, 
was not sufficient to explain the irrational economic decisions made 
by people in real-life situations. Instead, when making an economic 
decision, the researchers hypothesized people are influenced by the pro­
cess of causal thinking. Results indeed indicated a positive relationship 
between causal attributions and economic decisions: “.  .  . what this 
research shows is that when people make economic decisions they may 
‘violate’ expectations based on rational considerations such as these pre­
dicted by rational choice theory. However, their decisions are not arbi­
trary but rather crafted according to predictable rules complying with 
social motivation considerations such as these reflected by attribution 
theory” (Gurevich et al., 2012). 

2. When groups perform poorly due to low effort, leaders make more negative com­
ments than when they perform poorly because of inability or bad luck (Level A). 

An experimental study by Offermann et al. (1998) investigated the rela­
tionship between leaders’ attributions to employee performance and 
future leader-member interactions and performance. Results showed 
that when leaders perceive that group performance is poor because of 
low effort, they tend to make more negative comments than when they 
perceive the performance to be low because of inability or bad luck. 
Furthermore, the researchers found that leaders also were most verbally 
active when their groups succeeded because of good luck (Offermann 
et al., 1998). 

3. Individually focused attributions for past success cause groups to consider more 
divergent alternatives before making a shared decision, facilitate the sharing of 
unique information, and improve decision-making (Level A). 

In two experiments, Goncalo and Duguid (2008) studied the relation­
ship between causal attributions and the quality of group decision-
making. Results indicated that causal attributions may have important 
consequences for group performance. Individually focused attributions 
for past success led to various positive outcomes such as the considera­
tion of more divergent alternatives, improved sharing of unique infor­
mation, and improved decision-making. This implies that focusing on 
individual achievement is important for group performance. Reversely, 
increasing emphasis on teamwork and the attribution of success to team 
effort may have negative effects on creativity and can ultimately lower 
the quality of group decision-making (Goncalo & Duguid, 2008). 

4. Internal attributions to favourable events have a positive effect on performance, 
while external attributions to favourable events have a negative effect on perfor­
mance (Level C). 

A meta-analysis by Harvey et al. (2014) examined the predictive power 
of attributions in organizational contexts. Findings indicated that 
employees’ internal attributions to favourable events were associated 
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with better performance, while the opposite was the case for exter­
nal attributions. This finding implies that internal attributions could be 
important for organizational success (Harvey et al., 2014). 

5. Individuals learn more from their successes than from their failures, but they learn 
more from the failures of others than from others’ successes (Level D). 

Drawing on attribution theory, a study by KC et al. (2013) investigated 
how people learn from their own past experiences with both failure and 
success and from the experiences of others. Findings of their study sug­
gested that people learn more from their success than from their failure. 
KC et al. also found that the failure of others has a greater positive effect 
on individual performance than others’ success. According to this study, 
focusing on one’s successes and others’ failures would thus be the best 
way for individuals to enhance learning (KC et al., 2013). 

Conclusion 

Based on scientific evidence, it is likely that attributional bias is important 
for (change) management. Evidence indicates that attributions can influence 
performance, decision-making, economic decisions, and learning in organ­
izations and are thus likely to be a valuable factor during organizational 
change (Ten Have et al., 2019). High-quality research shows that attribu­
tions are of importance when making economic decisions, causing people 
to make irrational economic decisions governed by faulty causal reasoning. 
Research in the organizational field specifically points to the role of attri­
butions in leader-member interactions and group-performance. Research 
also points to the direction that internal attributions could be important for 
organizational success and that focusing on one’s successes and others’ fail­
ures could be beneficial for individual performance. Having said that, some 
caution in generalizing these last findings is required considering the fairly 
low quality of these studies. 

Practical reflections 

On a more general note, attributions help understand employees in their 
processes of interpreting, comprehending, and decision-making in organi­
zational contexts. They help leaders understand followers and followers 
understand their leaders. They shed light on how information, for example, 
about a new strategic direction or a culture change, is processed. As such, 
attributions help to design and develop well-thought-out and contextual, 
sensitive, and sensible ‘paths to change.’ For example, different attributions 
can be assigned as the reasons for change, which in turn may affect the out­
come of the change. Also, when confronted with possible change, people 
will start thinking about causes and effects. It is helpful to understand these 
and the underlying processes to be better able to deal with factual or possible 
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resistance (Ten Have et al., 2019). Bridges (1991) emphasizes the impor­
tance of understanding resistance and its causes: 

It’s the process of letting go that people resist, not the change itself. 
Their resistance can take the form of foot-dragging or sabotage, and 
you have to understand the pattern of loss to be ready to deal with the 
resistance and keep it from getting out of hand. 

Heifetz et al. (2009) points out the value of resistance to change and pleas 
for the protection of the voices of dissent. He states: 

The voices of dissent are the naysayers, the sceptics, who not only ques­
tion this initiative but question whatever is on the agenda of today. They 
are princes of darkness, often resting on the negative. But they are valuable 
for implementing adaptive change because they are canaries in the coal 
mine, early-warning systems, and because in addition to being unpro­
ductive and annoying much of the time, they have the uncanny capacity 
for asking the really tough key question that you have been unwilling to 
face up to yourself or that others have been unwilling to raise. In many 
organizations, dissenters get marginalized, silenced, or even fired, which 
deprives the organisation of their valuable, if unpopular service. 

(Ten Have et al., 2019) 

The main findings related to attributional bias can also be instrumental 
in guiding cooperation and, eventually, enhancing performance. The main 
findings suggest that a focus on internal attributions, the individual in a 
team, the success of self, and the failure of others all seem to contribute to 
better cooperation and a better ‘return’ on collective, social efforts. This is 
illustrated by Goncalo and Duguid (2008): 

When attributions for group success focused on the contributions made 
by each individual, groups subsequently considered more alternatives 
prior to reaching consensus and the alternatives considered were also 
more divergent than those considered by groups who attributed their 
success to the group as a whole. In addition, individually focused attri­
butions for success also increased the sharing of unique information and 
raised the likelihood of reaching the correct solution. 

(p. 40) 

Organizational leaders and managers are thus advised to stimulate their sub­
ordinates to focus on their own, individual contribution to group or team 
performance. 

Furthermore, the lack of evidence regarding the hostile attribution bias 
should be noted. However, this bias does address some issues that hold rel­
evance in organizations and change. Importantly, the hostile attribution 
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bias is most likely to creep up when information is ambiguous, since this 
leaves room for negative interpretations of that information. With regard to 
change processes, leaders and managers should provide open and clear com­
munication, as this reduces ambiguity. As a result, they could reduce hostile 
interpretations of employees while stimulating trust and commitment. This 
relates to the justice theory, which divides organizational justice into three 
elements—distributive justice (outcomes), interactional justice (interaction), 
and procedural justice (process). Distributive justice can be described as per­
ceived fairness of how rewards and costs are distributed across group mem­
bers (e.g., employees). Interactional justice concerns the way in which group 
members (e.g., employees) are treated when decisions are made; employees 
feel they are being treated fairly when they are provided with explanations 
for decisions and are being treated with dignity, respect, and sensitivity. 
Lastly, procedural justice reflects the perceived fairness of decision-making 
processes and the degree to which they are consistent, accurate, unbiased, 
and open to voice and input. With regard to change processes, Michel and 
González-Morales (2013) state that 

change managers should monitor the event characteristics and manage 
the change process by informing employees frequently and comprehen­
sively, providing participation and voice opportunities and enacting effec­
tive leadership behaviours. Such actions positively influence employees’ 
perception of fairness and organisational support, trust in management, 
commitment and increased employee-organisation value congruence. 

The importance of clear and unambiguous communication to enhance trust 
is also emphasized by equity theory. This social psychological theory, intro­
duced in 1965 by workplace and behavioural psychologist John Adams, posits 
that people compare remuneration for their work against that of their peers 
to conclude whether they are being treated fairly or not. Getting rewarded 
too little compared with one’s peers may result in frustration or anger. Get­
ting rewarded too much, on the other hand, may result in feelings of guilt. 
When employees raise concerns about fairness, managers should be open to 
alleviating those concerns. Managers should always ensure that employees per­
ceive fair treatment when they compare themselves with colleagues (Ten Have 
et al., 2019). And managers should focus on internal equity by “achieving and 
communicating internal salaries equity, internal fringe benefits equity, internal 
promotion opportunities equity and internal status equity” (Khalifa, 2011). 
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6 Self-enhancing, biases, 
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and change 
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A First Short Story of Self-Enhancing, Biases, and Change 
Self-enhancing is the need to view the self as basically worthy or improvable. In 
an organizational context, self-enhancement is related to change vision, change 
capacity, commitment, and resistance to change, cooperation, leadership, and 
culture. People have the desire to feel good about themselves and to see them­
selves in a positive light. To be able to do so, humans rely on several mental 
shortcuts. People seem to tend to rely on their own perspective over those of 
others when making judgements (egocentric bias). This can be lessened by pro­
viding feedback, treating people fairly, and training/remembering (e.g., nudging 
or exemplary behaviour) to perceive certain situations from other vantage points. 
It is also indicated that we are overly confident in ourselves and the social group 
we identify with (overconfidence effect). Forming diverse teams and organizing 
activities enhancing organizational identity, such as team-building exercises or 
informational campaigns could help reduce this tendency. Furthermore, people 
seem to have the tendency to seek out, interpret, favour, and recall information 
that is consistent with their own expectations (confirmation bias). To minimize 
its influence, changes should be communicated in a vivid, in-depth way con­
cerning the purpose of the change. For group discussions, it could be wise to 
appoint a devil’s advocate. While testing or analysing change initiatives people 
influence the research outcomes through their own convictions and expecta­
tions (experimenter bias). Double-blind research techniques can be helpful to 
reduce this. People prefer to retain an object they possess than acquire the same 
object if they do not own it (endowment effect). This leads to the tendency to 
attach a higher value to objects when owned. Being aware of these dynamics 
and the role of both selling and buying parties is likely to minimize the effect. 
While making decisions, people tend to continue an already initiated endeavour 
because of the time, effort, or money that they have invested in it (sunk-cost 
fallacy). Barriers can be implemented to overcome this, such as activating a deci­
sion-maker’s need to externally justify the project-related decisions, distributing 
responsibility to various decision-makers, or stimulating to focus on alternatives 
and consider opportunity costs. 
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Introduction 

Self-enhancing, the need for viewing the self as basically worthy or improv­
able is the fifth core social motive and one of the two affective motives 
(the other one is trusting). Self-enhancement “involves either maintain­
ing self-esteem or being motivated by the possibility of self-improvement 
. . ., people like to feel good about themselves. People feel instantly good 
when they receive positive feedback about themselves” (Fiske, 2004). Self-
enhancement is related to the human urge for constant (personal) growth. 
Also, self-enhancement helps maintain the position in the group, and the 
group has the potential to enhance the self. Social exclusion makes people 
feel bad and can lead to social and self-destructive behaviours. Social inclu­
sion, on the other hand, stimulates the opposite (see chapter 7, Belonging). 
Self-enhancement can be impactful in organizational and change contexts 
for example in increasing the effectiveness of individuals on their own, but 
also in teams and organizations. Therefore, leaders, managers, and change 
agents have to be aware of the need and potential for self-enhancement and 
the mental shortcuts people rely on. We have identified six primary biases 
related to the social motive of self-enhancing: 

Primary biases 

Egocentric bias 
Overconfidence effect 
Confirmation bias 

Availability bias Conjunction fallacy 

Framing effect 

Attentional bias 

Priming effect Recency bias 

Halo effect 

Similarity bias 

Egocentric bias Overconfidence bias 

Confirmation bias 

Experimenter bias 

Endowment effect 

Sunk-cost fallacy 

Conformity 

Groupthink 

Social desirability 

Status quo bias 

Mere-exposure effect 

Negativity bias 

Optimism bias 

Attributional bias 

Illusion of control 

Hindsight bias Information bias 

Risk compensation 

Prospect theory 

Delay discounting 

System justification 

Figure 6.1 Primary Biases Related to the Core Social Motive of Self-Enhancing 
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Experimenter bias
 
Endowment effect
 
Sunk-cost fallacy
 

Additionally, the following secondary biases are identified to be related to 
the social motive of self-enhancing. These secondary biases are (when rel­
evant) incorporated in the sections concerning the primary biases. 

Secondary biases 

Bias blind spot
 
Forer effect
 
Restraint bias
 
Social comparison bias
 
Ostrich effect
 
Continued influence effect
 
Moral credential effect
 
Illusion of validity
 
Backfire bias
 
Congruence bias
 
Zero-sum bias
 
Reactive devaluation
 
Curse of knowledge
 
Choice-supportive bias
 
Not-invented-here syndrome
 

In this chapter, we have categorized the six biases as follows: (1) biases con­
cerning beliefs about oneself and one’s abilities (egocentric bias and over­
confidence bias), (2) biases concerning beliefs and expectations about the 
world in general (confirmation bias and experimenter bias), and (3) biases 
concerning beliefs about earlier investments (endowment effect and sunk-
cost fallacy). 

Egocentric bias 

What is the egocentric bias? 

The egocentric bias is the tendency of people to rely on their own perspec­
tive when making judgements about others and to have a better opinion of 
oneself than reality reflects. Information in the human brain is more easily 
triggered when it involves information relating to the self. Memories, ideas, 
and beliefs are more easily recalled when it matches someone’s own beliefs. 
As a consequence, people assume that other people share their perspectives, 
when often, in reality, others have different and opposing perspectives. This 
usually translates into over/underestimating the frequency of other people’s 
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engagement in certain behaviours. This bias results in a decreased ability to 
clearly see and judge daily events. One common example of the egocen­
tric bias is the amount of credit people give themselves for collaborative 
endeavours. When people work together on a group project and are asked 
how much they contribute relative to their coworkers, it is highly likely the 
sum of the percentages the group members give will add up to more than 
100 percent. This overestimation of one’s input stems from an egocentric 
bias in recalling one’s contributions. People have an easier time remember­
ing their own inputs (in terms of time, ideas, etc.) than those of others. As 
a result of this, their views about their own contributions become inflated. 

The term ‘egocentric bias’ was first coined in 1980 by American psychol­
ogist Anthony Greenwald, who stated that people tend to recall information 
better when it relates to themselves in some way, causing them to exaggerate 
their role in a situation. Greenwald also argued that people encode infor­
mation better when they have a direct role in the outcome of a situation, 
causing them to fall prey to the egocentric bias (Goleman, 1985). Over the 
years, the egocentric bias has received considerable public attention, espe­
cially in politics and the mental health sector (Delavande & Manski, 2012; 
Goleman, 1985). For example, findings on voting behaviour have indicated 
that the more strongly people favour a certain candidate, the higher they 
estimate that candidate’s likelihood of winning the election. For example, 
research concerning the 2008 American Election found out that voters 
who showed a strong preference for Barack Obama predicted that he had 
a 65 percent chance of becoming president, while voters preferring John 
McCain predicted that Obama only had a 40 percent chance of winning the 
elections (Delavande & Manski, 2012). The recent COVID-19 pandemic 
has also yielded several studies that relate to the egocentric bias. For exam­
ple, when being reminded of self-protective behaviour (e.g., mask-wearing), 
people tend to focus much more on their own actions and too little on 
the actions of others, even though those others may be just as relevant to 
self-protection (Vieites et al., 2021).The egocentric bias is also suggested to 
amplify the perceived importance of one’s own contributions and devaluate 
the perceived importance of peer contributions in collaborative settings and 
social relationships. In an organizational context, firms, teams, or colleagues 
diving into collaborative endeavours may be influenced by the egocentric 
bias. When this happens, the devaluation of others’ work and overvaluation 
of one’s own work could have detrimental effects on the organizational cul­
ture, team spirit, and coworker-relationship, respectively. 

Secondary biases related to the egocentric bias 

Self-serving bias—the tendency to take undue credit for positive events or 
outcomes, while blaming external factors for negative events 

Spotlight effect—the proneness to overestimate the amount of attention 
others pay to oneself 
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Forer effect—the tendency to believe that generic personality descriptions 
apply specifically to oneself 

Zero-sum bias—the tendency to intuitively judge that one person’s gain 
would be another’s loss (e.g., a zero-sum situation) even when this is 
not the case 

Reactive devaluation—the proneness to disparage proposals made by 
another (antagonistic) party 

Not-invented-here syndrome—the tendency to avoid using knowledge or 
buying products from an external party 

Curse of knowledge—the susceptibility to assume others share the same 
background knowledge on a certain topic that one has expertise in 

Information about the self can exert a disproportionate influence on vari­
ous kinds of judgements. The egocentric bias is therefore linked to several 
secondary biases. The self-serving bias, or the tendency to take undue credit 
for positive events or outcomes while blaming external factors for negative 
events, partly overlaps with the egocentric bias. The biases are sometimes 
even used interchangeably in the literature. However, the key difference is 
that the egocentric bias is rooted in false assumptions regarding other peo­
ple’s reality, whereas the self-serving bias constitutes a skewed perception of 
one’s own reality. For example, when a student receives a low-test score, the 
egocentric bias would make the student overestimate the number of other 
students who also receive a low grade to normalize their bad performance. 
A student showcasing the self-serving bias would attribute their low grade 
to poor teaching or bad exam questions. The spotlight effect is described as 
the tendency in people to overestimate the degree of attention others pay to 
them, or, in other words, to always feel like they are ‘in the spotlight.’ For 
example, when giving a presentation, people falsely assume that the audi­
ence notices that they are nervous. The spotlight effect can be seen as an 
extension of the egocentric bias. However, it solely focuses on the amount 
of perceived attention from others concerning one’s behaviour (including 
all of their mistakes and lesser qualities) or aspects of one’s appearance. The 
literature points out that the spotlight effect is specific to social-evaluative 
concerns, suggesting that people are more likely to experience the spot­
light effect in situations in which they perceive they are being evaluated 
(Brown & Stopa, 2007). A theory extending to this finding is the theory 
of social facilitation. This theory states that the presence of others causes 
‘evaluation apprehension,’ which is uneasiness or worry about being judged 
by others. When people focus on what other people may think of them, 
arousal is created (Rosenberg et al., 1969). According to social psycholo­
gist Robert Zajonc (1968), arousal consequently positively influences the 
performance of simple tasks and negatively influences that of difficult tasks. 

The tendency to attend to information relating to the self is also present in 
the Forer effect (also called the Barnum effect). This effect is a psychologi­
cal phenomenon whereby individuals perceive that general characterizations 
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apply specifically to them, even when the statements are so generalized that 
they could apply to the vast majority of people. This effect could explain 
the popularity of paranormal beliefs and practices such as fortune-telling 
(Carroll, 1994) and suggests that humans naturally tend to attend more to 
personally relevant information. The zero-sum bias is another bias related 
to the egocentric bias. This bias is the tendency to believe that one person’s 
gain automatically entails another’s loss. Zero-sum thinking is proposed to 
stimulate competitive (or less cooperative) behaviour since others are seen as 
a competitive threat. It is also presumed to be caused by egocentric think­
ing (e.g., believing that one is entitled to a certain share of a resource at the 
possible expense of others) (Burleigh et al., 2016). Another phenomenon 
related to competition is ‘reactive devaluation’ or the tendency to devalue 
and reject proposals made by another party, especially when this other party 
is perceived negatively or as antagonistic. This reactionary response is sup­
posedly caused by zero-sum thinking because any gain of the opposing side 
is believed to be to detrimental to self. A  bias closely linked to reactive 
devaluation is the ‘not-invented-here syndrome,’ which is the tendency 
to avoid using knowledge or buying products from an external party. It is 
proposed that people have an aversion to ideas or products from the out­
side, supposedly because people have reduced trust in things, they didn’t 
have personal involvement in creating. Another phenomenon called ‘curse 
of knowledge’ is also presumed to be connected to egocentric thinking. 
The curse of knowledge is described as the tendency to falsely assume oth­
ers share the same background knowledge on a certain topic that one has 
expertise in or has extended knowledge about (Kennedy, 1995). This is 
suggested to be caused by egocentric thinking. Since people generally have 
difficulty understanding others’ perspectives, they find it hard to imagine 
what it would be like not knowing something that they do. 

What is the relevance of the egocentric bias to organizations 
and change? 

People in a company need to work together to achieve a common goal. To 
do that collaboration, negotiation, and finding common ground are every­
day practices in the continuous social interaction employees and managers 
experience. Organizations and change projects continuously face problems 
concerning collaboration, negotiation, and finding common ground. The 
egocentric bias exposes a blind spot in human reasoning. The overuse of 
one’s own perspective as a reference point and thus decreasing the abil­
ity to clearly make decisions in daily situations could very well act as a 
barrier to effective collaboration and social interaction. Focusing on the 
needs, responsibilities, and aspects that are closely related to oneself can cre­
ate a blind spot for the needs, responsibilities, achievements, or concerns of 
others. It could therefore be beneficial for managers and change agents to 
understand how people tend to reason from their own perspective, project 
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their own perspective on other people, and what you can do to lessen or 
overcome this. 

Search strategy 

Relevant databases were searched using the term ‘egocentric’and ‘self-serving 
bias’ and ‘social exchange’ both separately and in combination with the terms 
‘organisation*,’ ‘work,’ ‘employ*,’ ‘leader*,’ and ‘chang*.’ The search yielded 
more than 473 articles. After removing the duplicates and thorough exami­
nation, 0 meta-analyses, 0 systematic reviews, and 10 studies were included. 

Main findings 

1. People have a better opinion of self (or the in-group) than others (or the out-
group) when compared to reality (Level C). 

The egocentric bias was found across multiple experiments (Farrar & 
Ostojić, 2018). Employee’s descriptions of their own communica­
tion behaviour are related poorly to descriptions contributed by peers, 
subordinates, and superiors. In addition, the urge was found to rate 
themselves better than others rated them (Sypher & Sypher, 1984). In 
addition, egocentric bias was found to be present in the context of 
military leadership, where leaders significantly overestimated their own 
leadership qualities in relation to others (Foster et al., 2018). The over­
estimation of oneself not only seems to put strain on the people directly 
involved, but also on the ones closely surrounding these people, such as 
their partners (Hyman et al., 2014). 

2.	 People generally overestimate the amount of attention other people are paying 
them (Level D). 

In addition, evidence was found to support the existence of the ‘spot­
light effect’ (as a form of egocentric bias). Gilovich et al. (2000) found 
in a number of studies that people who were asked to put on a T-shirt 
depicting either a flattering or potentially embarrassing image overesti­
mated the number of observers who would be able to recall what was 
pictured on the shirt. In addition, they found that people also overesti­
mated how easily their fellow participants recalled the positive or nega­
tive things they said during a discussion. 

3.	 The older people get, the more they tend to consider events stronger from their 
own perspective (Level D). 

Bradford et al. (2020) performed an event-related brain potential study, 
where participants had to answer questions about false-belief tasks. The 
egocentric bias was related to age. While older adults continued to con­
sider the story events from their knowledge of reality, younger partici­
pants acknowledged the character’s perspective. 
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4.	  Providing narrative feedback strongly reduces egocentric bias (Level B). 

Providing personal narrative feedback to people influences the degree 
to which they adjust their perspective-judgement and strongly reduces 
the level of egocentric bias they exhibit (Damen et al., 2021). 

5.	 Egocentric bias effects can be lessened by framing, interactional justice, or mind­
fulness training (Level D). 

Scholars are also focused on overcoming the egocentric bias and in line 
with this, potential factors that could lessen egocentric thinking. Evi­
dence shows that the spotlight effect was reduced through simple visual 
and mental framing. When asking people to imagine an event in the far 
future compared to the near future, a significant reduction in egocentric 
bias was perceived. Also, by letting people perceive a situation through 
a ‘third-person’ (vs. first person) vantage point or looking at themselves 
in a mirror, the egocentric bias was significantly reduced (Macrae et al., 
2016; Greenberg, 1984). In addition, perceived interactional justice (the 
degree to which the people affected by the decision are feeling treated in 
terms of dignity and respect) was found to lessen egocentric bias (Leung 
et  al., 2004). Also, mindfulness training could lessen egocentric bias, 
because it strengthens utilizing other perspectives (Pandey et al., 2018). 

Conclusion 

Evidence from previously mentioned studies supports the existence and 
effects of the egocentric bias. Memories, ideas, and beliefs are more eas­
ily recalled when it matches one’s own belief and involves oneself in some 
way, resulting in the overuse of one’s own perspective as a reference point 
at the expense of that of the others. People show consistent egocentric bias 
when estimating their own contributions to a group and they consistently 
overestimate their own communicative skills in relation to others. Fram­
ing, perceived interactional justice, giving narrative personal feedback, and 
mindfulness training offer possibilities to lessen or overcome the effects of 
the egocentric bias. By helping (forcing) people perceive situations from dif­
ferent vantage points, multi-perspective reasoning is encouraged, and ego­
centric bias can be lessened. 

Practical reflections 

As the egocentric bias illustrates, information is more salient when it involves 
the self, because people perceive the world through their own mental frame­
work. Considering the possible adverse effects of egocentric thinking on 
organizational behaviour and social interactions, organizations and managers 
need to be aware that people consistently reason from their own perspectives 
and assume that others share that perspective. This leads to overestimations 
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of one’s own actions and contributions, gaps, and barriers in social inter­
actions. This could occur at various levels within organizations as leaders 
could tend to overestimate their contributions and qualities just as much as 
employees (Foster et al., 2018). 

Regarding change, egocentric thinking and the importance of individual 
perspectives help understand how and why people react to or, possibly, resist 
change. The way that a change is received is highly dependent on individual 
perspectives. This is stipulated by Lazarus and Folkman (1984), who state 
that ‘visions’ and a ‘sense of urgency’ are not ‘givens’ from the perspec­
tive of the people involved. Depending on the person and the situation, a 
vision, or sense of urgency can be associated with a threat, harm, loss, or a 
challenge (Ten Have et al., 2019, p. 115). It is very hard to account for all 
other possible perspectives. Nevertheless, there are some things to keep in 
mind to lessen the effects of egocentric bias. Egocentric bias can quiet eas­
ily be lessened by reminding people (nudging) to perceive certain situations 
from other vantage points by literally changing their vantage point. Treating 
people fairly, providing narrative feedback, and mindfulness training (letting 
people practice in assuming different perspectives) all seem to contribute 
to people shedding their own personal perspective of a situation. By imple­
menting decision-making processes that are consistent, accurate, unbiased 
and open to voice and input, managers and leaders could account for a more 
just the change process (Ten Have et al., 2019). But most importantly, man­
agers need to be aware that they themselves are susceptible to the bias and 
have an important role in showing their awareness (in terms of exemplary 
behaviour) with their teams to strengthen perspective changes. 

Overconfidence effect 

What is overconfidence effect? 

The overconfidence effect (or ‘overconfidence bias’) describes people’s ten­
dency to be overbearing regarding the accuracy of their judgements or their 
abilities (Brookins et al., 2014; Cristofaro et al., 2020). People that fall prey 
to the overconfidence effect feel less inhibition regarding their own capa­
bilities or judgements and can, as a consequence, make inaccurate or wrong 
decisions. 

Of all social cognitive biases and heuristics, the overconfidence effect 
can be seen as one of the most pronounced when it comes to maintain­
ing a positive self-concept. Ever since its introduction, this bias has gained 
increasing popularity. In his 2011 book, Thinking Fast and Slow, Daniel Kah­
neman referred to overconfidence as “the most significant of the cognitive 
biases.” This statement was confirmed by Bazerman and Moore, who in 
2013 called the overconfidence the ‘mother of all biases’ (Cristofaro et al., 
2020). According to some scientific researchers, the overconfidence effect is 
“the most pervasive and potentially catastrophic” of all the cognitive biases 
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human beings fall prey to (Plous, 1993). Overconfidence has been blamed 
for, among other things, the subprime mortgage crisis of 2008, the nuclear 
accident at Chernobyl, and the sinking of the Titanic (Labib & Read, 2013; 
Moore & Swift, 2011). More generically, it is often linked to legal disputes, 
stock crashes, political partisanship, and even wars (Barber & Odean, 2000; 
Johnson, 2005). 

One well-known disaster of which the overconfidence effect is proposed 
to be one of the main causes is the Deepwater Horizon oil spill, which 
is regarded as one of the largest environmental disasters in American his­
tory. On April 20, 2010, a floating drilling rig on the Deepwater Horizon, 
located in the Gulf of Mexico, was destroyed by an eruption of oil and gas. 
The explosion set off the worst oil spill in the petroleum industry and killed 
11 crew members. According to the investigations exploring the possible 
causes of the explosion, overconfidence on the part of BP, the company 
leasing the rig, the rig operator, and the rig contractor, was one of the 
root causes as all parties were pushing too close to the edge and overesti­
mated their risk-management decisions in order to prevent such catastrophic 
situations. In light of the presumed causal role of the overconfidence effect 
in these catastrophes, researchers and practitioners remain interested in 
the assessment and development of techniques that could reduce this bias 
(Brookins et al., 2014). 

The overconfidence effect is linked with several secondary biases. Firstly, 
the overconfidence bias strongly relates to the ‘bias blind spot’ mentioned 
in chapter 1, which is described as people’s tendency to believe they are 
less biased in their judgements than others. The term, named after the 
visual blind spot, was introduced by social psychologist Emily Pronin and 
her colleagues Daniel Lin and Lee David Rovis in 2002. It proposes that 
most people exhibit the bias blind spot. Students believe that they are less 
biased than their classmates, airline passengers believe they are less biased 
than other passengers, and Americans believe they are less biased than their 
fellow citizens (Pronin et  al., 2002). Or, as Kahneman puts it, “we can 
be blind to the obvious, and we are also blind to our blindness.” It is sug­
gested that this bias is strongly linked to the core motive of self-enhancing 
and proneness to be overly confident, as the desire to see oneself as above 
average on desirable attributes could lead people to believe they are less 
subject than others to the influence of mental shortcuts that might flaw 
their judgements (Ehrlinger et  al., 2005). A  specific type of overconfi­
dence regards to self-control. Usually, people tend to overestimate their 
ability to control impulsive behaviour, a phenomenon referred to as the 
‘restraint bias.’ This inflated self-control belief may lead to greater exposure 
to temptation and increased impulsiveness. A bias that is strongly related to 
restraint bias and the overconfidence effect is the moral credential effect. 
This entails the increased likelihood of someone with an established status 
of an egalitarian to show less egalitarian behaviour later. It is proposed to be 
caused by overconfidence in one’s own self-concept or self-image, leading 
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 the person to worry less about the consequences of subsequent immoral 
behaviour later on. 

Secondary biases related to the overconfidence bias 

Restraint bias—the tendency to overestimate one’s ability to control 
impulsive behaviour 

Moral credential effect—when a status or reputation of being egalitarian 
establishes an unconscious license in someone that increases the likeli­
hood of them showing less egalitarian behaviour later on 

Ostrich effect—the tendency to avoid negative information that threatens 
to confirm negative self-beliefs 

Choice-supportive bias—the tendency to retroactively exaggerate the posi­
tive attributes of an option one has chosen and to downgrade the 
renounced alternatives 

Bias blind spot—the tendency of people to believe they are less biased in 
their judgements than others 

Dunning-Kruger effect—people with limited knowledge or competence in 
a given domain greatly overestimate their own knowledge or compe­
tence in that domain; for people with high knowledge or competence 
the opposite is true 

Our natural proneness to protect our ego and to maintain our self-image 
is also proposed to be one of the root causes of the ostrich effect, which is 
the tendency to avoid negative information that threatens to confirm the 
negative beliefs we have about ourselves. Instead of facing this informa­
tion, people ‘put their heads in the sand’ to shield themselves from fur­
ther psychological harm (Karlsson et al., 2005). However, by avoiding this 
information, they miss out on feedback that could help them monitor their 
goal progress. The motivation to maintain the ego is also suggested to be 
one of the causes of the ‘choice-supportive bias’ or the tendency to retro­
actively exaggerate the positive attributes of an option one has chosen and 
to downgrade the renounced alternatives. Since one’s self-concept can be 
shaped partly by the choices made, memories of chosen as well as forgone 
options can affect one’s sense of well-being. The choice-supportive bias 
usually results in memories that depict the self in a highly favourable light by 
making the positive results of our choices seem even better. 

The overconfidence effect and related secondary biases are linked with 
several psychological theories and constructs about the self and self-esteem. 
Self-esteem is a social psychological construct that can be defined as “an 
individual’s positive or negative evaluation of himself or herself ” (Jones, 
1990, in: Smith et  al., 2015). Humans are intrinsically motivated to feel 
good about themselves and to enhance their self-esteem. Self-enhancing 
biases like the overconfidence effect are instrumental in the process that 
helps ‘produce’ certain self-esteem for an individual. Another coping strategy 
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to sustain self-esteem, especially when faced with setbacks and disappoint­
ments of daily life that are threatening to the self-image, is the process of 
self-affirmation or reflecting on important aspects of one’s life irrelevant to 
the threat or engaging in an activity that disconnects salient important values 
from the threatening event. In this way, when faced with situations threaten­
ing their self-esteem, people can be affirmed by engaging in activities that 
remind them of ‘who they are’ (Ten Have et al., 2019). 

An alternative way in which people enhance themselves is by social com­
parison. According to the social comparison theory, people may interpret, 
distort, or ignore information coming from social comparison in order to 
see themselves more positively. Many great philosophers, including Aristo­
tle, Rousseau, and Kant were already aware of the power of social compari­
sons. Karl Marx stated: 

A house may be large or small. As long as the surrounding houses are 
equally small, it satisfies all social demands for a dwelling. But let a pal­
ace reside beside the little house, and it shrinks from a little house to a 
hut. 

(Useem, 1975) 

As can be implied from Marx’ quote, comparing yourself with someone 
seen as physically or mentally better than oneself could lead to negative 
feelings and low self-esteem. People also tend to have feelings of dislike and 
competitiveness with someone seen as physically or mentally better than 
oneself, which is referred to as the ‘social comparison bias.’ Moreover, peo­
ple use self-reinforcement to enhance their sense of self. This involves giving 
yourself positive approval of certain behaviour. Although self-reinforcement 
can help people to a certain level, in the end almost everybody needs rein­
forcement from others, or social reinforcement, to fulfil social needs. Social 
reinforcement involves positive stimuli from others such as praise, a com­
pliment, a smile, touch, or even attention. For the human being as a social 
animal, social reinforcement is essential and vital. To function in a healthy 
and productive way, social beings need recognition of some form. Social 
reinforcement is crucial for mental and physical health, functioning, and 
performance. Without social reinforcement, people can become depressed 
or unhealthy, which is detrimental to our everyday functioning and (job) 
performance (Ten Have et al., 2019). 

So, several social psychological concepts and theories are related to our 
need to maintain a positive self-concept, such as self-esteem, self-affirmations, 
social comparison theory, and social reinforcement theory. However, people 
are not solely motivated to maintain a positive view of themselves, but also 
an accurate self-view. According to the ‘theory of self-verification,’ people 
tend to seek confirmation of their self-concept, whether positive or negative 
(Swann & Ely, 1984). People use several self-verification strategies to create 
self-verifying worlds (Swann, 2012), such as systematic communication of 
self-views to others. People display identity cues, for example by the clothes 
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they wear, or through performing certain actions that they believe confirm 
their identity. Some theorists contend that the desire for self-enhancement 
is more prepotent than rival motives such as self-verification. The literature 
however suggests that motives related to self-verification and motives related 
to self-enhancement are both influential in human thinking and behaviour, 
but in different ways (Ten Have et al., 2019). 

What is the relevance of the overconfidence effect to organizations and 
change? 

The intrinsic need to uphold our self-esteem could lead us to fall prey to 
the overconfidence effect. For people to function in an effective and healthy 
way, self-esteem is important. This could particularly be the case in times of 
uncertainty. Change, but also daily challenges, may put pressure on people’s 
self-esteem. Baumeister (1993) described self-esteem as a social vaccine that 
plays a significant role in people’s ability to cope with their environments. 
Notwithstanding the fact that self-esteem is necessary to function, biases 
like the overconfidence effect could negatively influence decision-making 
in various areas of professional live such as investment banking, medicine, 
and others. Concrete examples include over-entry by entrepreneurs, exces­
sive trading and overexposure to risk by investors, and mistakes by medical-
lab personnel (Brookins et al., 2014). For this reason, it can be beneficial to 
understand more about how this bias works and in what ways it might be 
diminished. 

Search strategy 

Relevant databases were searched using the term ‘overconfidence effect’ and 
‘overconfidence bias’ both separately and in combination with the terms 
‘organisation*,’ ‘work,’ ‘employ*,’ ‘leader*,’ and ‘chang*.’ This search yielded 
about 140 results. After removing the duplicates and thorough examination, 
0 meta-analyses, 0 systematic reviews and 2 studies were included. 

Main findings 

1. People seem to be prone to making overly confident judgements regarding them­
selves and the social group they belong to (level D). 

Individuals belonging to a social group seem to be prone to making 
overly confident judgements about their relative standing within the 
group, which is called ‘within-group overconfidence.’ In addition, 
individuals also are susceptible to making overly confident judge­
ments about the ability of the group to which they belong to, which is 
called ‘between-group overconfidence.’ In their experimental research, 
Brookins et al. (2014) explored these two types of judgements and their 
interaction with each other. Results showed that participants tended to 
make overly confident judgements at both levels, that is, concerning 
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their own standing within the group as well as the group to which they 
belong (Brookins et  al., 2014). Interestingly, results also showed that 
between-group confidence reduced within-group confidence. In other 
words, the presence of overly confident judgements about one’s group 
mitigated within-group overconfidence. According to the researchers, 
this could be explained as follows. When an individual believes that its 
group’s performance relative to other groups is high, this would also 
lead to an inflated belief about the performance of the peers relative to 
representative ‘others.’ For a given level of overconfidence in one’s own 
performance relative to representative others, this will lead to a reduc­
tion in overconfidence relative to the peers. 

2. Strong group identity seems to reduce the degree of individual within-group 
overconfidence (Level D). 

In their study, Brookins et al. (2014) also explored the relation between 
group identity and the overconfidence effect. They hypothesized that 
having a strong group identity would reduce within-group overcon­
fidence. Results indeed showed that a strong group identity reduced 
the tendency to make overly confident judgements about one’s relative 
standing within the group. The researchers reasoned that since strong 
group identity is linked to redefining the self in collective terms, such 
a redefinition of the self should lead to a reduction in within-group 
relative overconfidence with collective goals and interests merging with 
individual goals and interests. 

3. People with high self-esteem, self-efficacy, and emotional stability might be more 
susceptible to overconfidence regarding the accuracy of their judgements and their 
abilities (Level D). 

In their 2020 experimental study, Cristofaro et al. explored the relation­
ship between the overconfidence effect and personal traits. To capture 
personal traits, they measured core self-evaluations (CSEs) (e.g., evalu­
ations that individuals make about themselves), due to their ability to 
predict job performance and to explain some facets of decision-making 
processes. High CSE’s would indicate a high level of self-esteem, self-
efficacy, and emotional stability. The researchers explored how high 
versus average levels of CSE were related to the overconfidence bias. 
Results showed that high levels of CSE resulted in higher susceptibil­
ity of overconfidence bias. Thus, researchers concluded that an average 
level of core self-evaluations is preferable in avoiding overconfidence 
bias in managers (Cristofaro et al., 2020). 

Conclusion 

High-quality scientific evidence supporting the existence of the overconfi­
dence effect seems to be limited. Thus, caution is warranted in interpreting 
and generalizing results. Nevertheless, the available research does point to 



Self-enhancing, biases 157  

 
 
 
 

 
 
 

 
 
 
 
 

 
 
 

 
 

 
 
 

the direction that the bias exists and that people are usually overconfident in 
their judgements concerning themselves and the social group they identify 
with. This doesn’t necessarily have to be a bad thing. Overconfidence in 
competence encourages actions that people wouldn’t undertake if they were 
less confident and may nevertheless be very successful. However, unwar­
ranted confidence in one’s own knowledge and competence can yield risky 
behaviour and lack of openness for disconfirming information, and thus 
lead to poor performance and severe mistakes. 

Practical reflections 

The scientific findings help to gain a greater understanding about the over­
confidence effect. Being confident in the self is essential as a human being to 
function in an effective and healthy way. This is particularly essential when 
uncertainty arises, for instance in times of change. Being overly confident 
might induce inaccurate or risky decision-making. Thus, the overconfidence 
effect is certainly an important phenomenon to be aware of in the organiza­
tional or change context. Several suggestions arise for leaders and managers 
trying to mitigate the effects of potential excessive overconfidence. Firstly, 
focus on forming a strong organizational identity. According to Brookins 
et al. (2014), strong organizational identity is linked to higher job satisfac­
tion, lower turnover, and better customer evaluations. Activities enhancing 
organizational identity, such as team building exercises, or informational 
campaigns highlighting between-organization comparisons, could help 
employees reduce the tendency to make overly confident judgements about 
one’s relative standing within the group (Brookins et al., 2014). Secondly, the 
finding concerning the relationship between high self-evaluations and over­
confidence is relevant to organizational leaders and managers. According to 
Cristofaro et al. (2020), self-esteem, self-efficacy and emotional stability are 
personality traits, and are considered impossible to influence in an absolute 
way. Nevertheless, practitioners can mitigate its influence on the organiza­
tion by creating ad hoc teams. This means forming teams of employees with 
varying levels of self-esteem, self-efficacy, and emotional stability. By this, 
they can avoid overconfidence within their teams. According to the research­
ers, human resource managers could measure the level of self-evaluations of 
each employee within organizations. This way, they are able to appropriately 
suggest to department or unit heads the ‘best team composition’ to achieve 
better organizational performance (Cristofaro et al., 2020). 

Confirmation bias 

What is confirmation bias? 

Following the findings on egocentric bias, we found out that people often 
have a better opinion of oneself than is reflected by reality. Translating this 
principle to one’s own believes people also tend to think they are right and 
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hold onto their beliefs strongly. Changing someone’s opinion generally takes 
a considerable amount of time and effort. For people it is easier to disregard 
alternative perspectives than to adapt their existing beliefs. The preference 
for existing beliefs or values underlies the confirmation bias (also called the 
‘myside bias’). In short, the confirmation bias posits that people have the 
tendency to seek out, interpret, favour, and recall information that is con­
sistent with their own expectations (Hernandez & Preston, 2013). The bias 
is ought to operate unconsciously. Arguments supporting our position sim­
ply spring to mind more easily (Mercier & Landemore, 2012). 

Long before social psychological experiments on confirmation bias, the 
phenomenon had been observed and documented numerous times through­
out history. Italian poet Dante Alighieri noted it in 1320 in his work Divine 
Comedy, in which Dante (the lead character) is cautioned with the follow­
ing words: “opinion—hasty—often can incline to the wrong side, and then 
affection for one’s own opinion binds, confines the mind.” Three hundred 
years later, English philosopher and scientist Francis Bacon wrote in his 
philosophical work Novum Organum (1620): 

The human understanding when it has once adopted an opinion . . . 
draws all things else to support and agree with it. And though there be 
a greater number and weight of instances to be found on the other side, 
yet these it either neglects or despises, or else by some distinction sets 
aside or rejects. 

English cognitive psychologist Peter Wason was the first to empirically 
test the confirmation bias. In the 1960s he conducted a number of experi­
ments now known as the ‘Wason’s rule discovery task.’ In these experiments, 
participants were asked to identify a rule applying to triples of numbers. 
The experimenter told participants that (2/4/6) conformed to the rule. Par­
ticipants generated triples, after which the experimenter disclosed whether 
the triple obeyed the rule or not (Nickerson, 1998). While the actual rule 
was ‘any ascending sequence,’ participants often thought the rule was more 
specific, such as ‘the middle number is the average of the first and last num­
ber.’ Also, participants only tested examples that obeyed their hypothesized 
rule (see ‘congruence bias’). So, if they thought the rule was “the middle 
number is the average of the first and last,” they would offer a triple that fit­
ted this rule, such as (10/20/40) rather than a triple that violated it, such as 
(10/30/35). 

Wason concluded that people indeed tend to seek information that con­
firms their existing beliefs. 

Since Wason’s experiments, the bias has been studied across various 
domains, such as politics, the organizational field, and science. These stud­
ies have indicated several detrimental effects of the confirmation bias. For 
example, in the scientific field, confirmation bias could lead to inductive 
reasoning (the accumulation of supportive evidence), producing systematic 
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errors in research. Indeed, various studies have shown that researchers rate 
studies that report findings consistent with their prior expectations more 
favourably than studies reporting findings inconsistent with their previous 
expectations (Hergovich et al., 2010). Similarly, in the medical field, doc­
tors may prematurely focus on a particular disease they assume their patients 
have and then seek only confirming evidence, thereby running the risking 
of misdiagnosing their patients. 

At the individual level, this type of bias could prevent people from look­
ing at situations or others objectively, possibly leading to prejudiced thinking 
and even stereotyping. For example, research showed that when children in 
a video were given a label of high or low socioeconomic status, people used 
that label to make judgements about their future academic ability, solely 
focusing on their pre-existing beliefs (Darley & Gross, 1983). Also, con­
firmation bias might influence political opinions and voting behaviour, as 
one 2012 study found that people with strong prior beliefs on social issues 
such as the death penalty evaluate related information in a manner that is 
consistent with their prior beliefs (Hernandez  & Preston, 2013). On an 
aggregate level, the confirmation bias might hinder socio-political coopera­
tion by interfering with the ability to consider other viewpoints (which is 
needed to reach collaboration) and even cause or aggravate social political 
divides between citizens. 

This is illustrated in many forms in the COVID-19 pandemic, for exam­
ple, discussions between extreme groups of pro- and anti-vaxxers. Extreme 
pro-vaxxers consider vaccination as the Holy Grail out of the pandemic 
leading to potential tunnel vision and restraints for unvaccinated people and 
extreme views including vaccination compulsion. Anti-vaxxers on the other 
hand, focused on and emphasized the side effects of the vaccines for they 
were already distrusting of the pharmaceutical industry. This was perceived 
as salient evidence of the disorganized nature of the vaccine development 
and has intensified their negative beliefs concerning the vaccines (Saleska & 
Choi, 2021). 

For both groups, it led to extreme views aggravating even further the 
social political divides. Thereby the bias can be disastrous, creating or 
extending conflicts, from emotionally charged debates to wars and each 
opposing party becoming overconfident that it is in the stronger position by 
interpreting the evidence in their favour. This is recently even being ampli­
fied by the use of social media, in which confirmation bias is increased by 
the use of algorithmic editing (creating filter bubbles). By doing so, infor­
mation is only displayed to individuals they are likely to agree with, while 
excluding opposing views. All in all, considering the potential impact of the 
confirmation bias on an individual as well as on an aggregate level, it seems 
worthwhile to further explore this bias and its underlying mechanisms as 
well as the psychological theories and (secondary) biases that are related. 

The tendency to firmly stick to our existing beliefs is linked with sev­
eral social psychological theories and other biases. Specifically, adherence 
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to beliefs regarding social systems lies at the foundation of the system-
justification theory (chapter  7, Belonging), which suggests that people 
seek to maintain views of their social systems, and their attendant norms, 
rules and social structures, as relatively legitimate, even when confronted 
with information suggesting the opposite (Jost & Banaji, 1994). In addi­
tion, the confirmation bias is proposed to be one of the root causes for the 
‘continued influence effect,’ which is the tendency to continue to rely on 
misinformation and false claims in reasoning, even long after this infor­
mation has been proven false. One other special type of the confirmation 
bias is the ‘congruence bias’ or the tendency of people to over-rely on 
testing their initial hypothesis (the most congruent one) while neglecting 
to test alternative hypotheses. People seem to stick firmly to their initial 
beliefs and disregard information disproving these beliefs. This also holds 
relevance in the ‘illusion of validity,’ which is described as the tendency 
to overrate one’s ability to make accurate predictions and interpret data 
objectively to strengthen one’s assumptions and predictions. In the context 
of research, observers’ or experimenters’ adherence to their own expecta­
tions and predictions could lead them to (subconsciously) influence par­
ticipants. This is strongly linked to the experimenter bias, which is also 
known as the ‘expectancy observer bias.’. Interestingly, people are sus­
ceptible to rejecting given evidence against their beliefs and tend to even 
strengthen their initial beliefs, which is an effect referred to as the ‘back­
fire bias.’ Another specific type of confirmation bias is the ‘selection bias,’ 
which occurs when a flawed selection process in an experimental study 
causes systematic differences between the characteristics of the individuals 
or groups selected for the study and those who are not. This results in the 
sample obtained not being representative of the population intended to be 
analysed (Henderson & Page, 2007). 

Secondary biases related to the confirmation bias 

Continued influence effect—the tendency to continue to rely on misinfor­
mation and false claims in reasoning, even long after this information 
has been proven false 

Congruence bias—the tendency to over-rely on testing one’s initial 
hypothesis 

Illusion of validity—the tendency to overrate one’s ability to make accurate 
predictions and interpret data subjectively to strengthen one’s assump­
tions and predictions 

Backfire bias—the tendency to strengthen one’s initial beliefs when 
encountering evidence that supports the opposite 

Selection bias—the tendency to select individuals, groups, or data for anal­
ysis in such a way that proper randomization is not achieved, thereby 
failing to ensure that the sample obtained is representative of the pop­
ulation intended to be analysed 
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What is the relevance of the confirmation bias to organizations 
and change? 

The confirmation bias seems highly relevant to science and politics but is 
also present in the context of organizations and change. As stated in the 
introduction, the bias could have a huge impact on our social perceptions, 
attitudes, decisions, and behaviour. In organizations, this could have a huge 
effect. Imagine the organizational leader of a big company having the idea 
of launching a new product and considering it to be “the one product to 
rule the world.” The leader then directs a team to conduct market research 
to explore its desirability and feasibility. The team (keeping the opinion of 
the leader in mind and with the tendency to please the leader) conducts 
the research and reports back. The leader (having the image of the product 
“being the product to rule the world”) does not let the data do the talking 
and interprets the data confirming the initial idea. While this is a hypo­
thetical scenario, it could very well be part of common practice in everyday 
business. In addition, the bias could also exert its influence on recruitment 
and selection. For example, during the interview stage of the recruitment 
procedure, interviewers’ confirmation bias could influence their hiring 
decisions. Research indicates that interviewers often select those candidates 
who confirm their own beliefs, even though others may be equally or better 
qualified, which eventually could prohibit a diverse and inclusive workplace 
(Agarwal, 2018). Therefore, it would be advisable for managers and organi­
zational leaders to learn more about confirmation bias, as this could reveal 
relevant information about how organizational members perceive, reason, 
and behave. With an increased understanding and knowledge of the confir­
mation bias, active steps can be taken to combat its occurrence. 

Search strategy 

Relevant databases were searched using the term ‘confirmation bias’ both 
separately and in combination with the terms ‘organisation*,’ ‘work,’ 
‘employ*,’ ‘leader*,’ and ‘chang*.’ This search yielded about 40 results. After 
removing the duplicates and thorough examination, 0 meta-analyses, 0 sys­
tematic reviews, and 2 studies were included. 

Main findings 

1. People tend to prefer information that is consistent with their prior beliefs (Level C). 

In two experimental studies, Hernandez and Preston (2013) explored 
the occurrence of the confirmation bias with regard to political beliefs. 
Hernandez and Preston hypothesized that participants with strong prior 
beliefs on social issues like the death penalty evaluate related information 
in a manner that is consistent with their prior beliefs. To test for this, 
the researchers asked the participants to report their political ideology 
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(from strongly liberal to strongly conservative) and read a short article 
in favour of the death penalty. After reading, participants answered six 
questions on the article such as “How reliable is the message?” “How 
intelligent do you consider the argument?” and “How much do you 
believe the facts that were in the reading?” Results showed that con­
servatives and liberals were polarized in their judgements, consistent 
with their prior attitudes (e.g., conservatives, who show support for the 
death penalty in general, agreed with the pro-death penalty arguments 
in the article, while liberals did not). This suggests that people tend to 
prefer information consistent with their prior beliefs. 

2. Presenting information in a way that prompts deeper analytical processing seems 
to promote consideration of alternative information (Level C). 

The aforementioned research by Hernandez and Preston (2013) also 
investigated how a seemingly irrelevant feature of a message, in this case, 
disfluency, can lead people to re-evaluate information on previously 
formed attitudes and reduce confirmation bias effects. In their research, 
fluency was defined as the relative ease experienced during process­
ing, which could be altered by features such as the visual clarity of text 
(Hernandez & Preston, p. 178). For example, a 12-point Times New 
Roman font can be considered fluent, whereas a Comic Sans italicized 
font can be regarded as disfluent. The researchers hypothesized that the 
effort associated with disfluency would prompt a deeper, more analyti­
cal, and critical processing of the information itself. This would allow 
for greater consideration of counter-attitudinal arguments, and more 
scepticism towards attitude-consistent information, thereby reducing 
confirmation bias. Results indeed showed that conservatives and liber­
als evaluated a death penalty article consistent with their political beliefs 
when it was presented fluently; however, the bias declined when the 
argument was presented disfluently. These findings were supported by a 
second experiment, in which they studied confirmation bias in assess­
ments of guilt. It turned out that participants gave less biased judge­
ments of guilt when the facts were presented disfluently. These findings 
suggest that disfluency may offer an opportunity for better judgement 
and discourse between opposing positions, ultimately giving what was 
once an overlooked message a chance to be seen (Hernandez & Preston, 
p. 181). 

3. When managers are depleted, they seem more likely to reject information that is 
inconsistent with their own beliefs (Level C). 

In a study, J. Li et al. (2019) investigated the role of the confirmation bias 
in managerial voice endorsement. They theorized that when individu­
als are more depleted, they tend to give more weight to information 
consistent with their initial preference or stance and reject inconsistent 
information. In the organizational context, managers would be more 
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inclined to reject employees’ upward voice. Results of their study con­
firmed that depleted managers tended to make fast decisions on voice 
endorsement and were more likely to reject the voice of their employ­
ees. Interestingly, the detrimental effect of ego depletion was reduced 
when the manager perceived that the voicing employee was an expert 
on the issue at hand. 

Conclusion 

Despite the popularity of the confirmation bias, the availability of scientific 
evidence for this phenomenon seems to be quite limited. It does point to 
the direction that the confirmation bias exists and that some factors are 
likely to affect our susceptibility to it, such as the style of an argument’s pres­
entation. Presentations that prompt a deeper, more analytical, and critical 
processing of the information could reduce the confirmation bias. Regard­
ing the organizational context, the confirmation bias has been linked to 
managerial voice endorsement (J. Li et al., 2019). Paradoxically, while man­
agers can particularly benefit more from employee upward voice when they 
are more depleted, it is this depleted state that makes them less likely to pay 
attention to or endorse that kind of voice. This can lead to a quick rejection 
of a voice. Note that this does not seem to occur when the manager sees the 
voicing employee as an expert on the matter at hand. 

Practical reflections 

In managing change, organizational leaders and change agents have to be 
aware of the human tendency to stick to our initial beliefs, considering its 
possible adverse impact on organizational decision-making and social treat­
ment in the organizational context. On a more general note, managers are 
advised to observe certain situations in which the confirmation bias is most 
likely to exert its influence, for example, during group discussions where 
individuals tend to be highly motivated to voice their own point of view 
or defend their arguments. Such discussions are likely to create polariza­
tion and overconfidence (Mercier & Landemore, 2012). A suggestion for 
managers would be to appoint someone to play the devil’s advocate during 
such discussions, who can ask the tough questions necessary to create some 
dissent and stimulate the formation of alternative ideas and opinions. This 
stimulates constructive conflict, improving group decision-making. “Giv­
ing authority to or appointing high-status individuals as change agents also 
sends strong cues to others that the organisation encourages and rewards 
speaking up” (Ng & Van Dyne, 2001, p.  221). This also counteracts the 
threat of groupthink (chapter 7, Belonging). As the research by J. Li et al. 
(2019) points out, managers should be aware of the detrimental effects 
of ego depletion when they receive information that is inconsistent with 
their own beliefs, and consequently, their response to employee voice. One 
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suggestion for managers is to postpone responding to employees’ voices 
when they notice signs of mental depletion or low willpower and ensure 
their employees get back to them later when they are in a better, rested state. 
In the organizational change context, change communicators are advised 
to present information in a way that prompts deeper analytical processing, 
so employees are stimulated to question their existing beliefs and attitudes 
and consider alternative information (Hernandez & Preston, 2013). One 
strategy is to ensure that the change message is presented in a vivid, appeal­
ing way and contains both inspiring and in-depth information concern­
ing the rationale, or purpose of the change. Bridges (1991) emphasizes the 
importance of clarifying the purpose: What is the idea behind what you’re 
doing? People need a picture of how the outcome will look; participation 
requires imagination. Watkins (2013) pleads for an inspiring vision, built on 
a foundation of intrinsic motivators, making people part of the story and 
containing evocative language to inspire and motivate people. 

Experimenter bias 

What is the experimenter bias? 

The experimenter bias exerts itself when researchers unknowingly influence 
participants, data, or outcomes during experimental studies, which in turn 
can degrade the study’s internal validity. This bias can creep up at different 
phases of the research process—from selecting the study sample to measur­
ing the outcomes to interpreting the analysis (Sacket, 1979). The experi­
menter bias differs from plain cheating in that the experimenters do not 
intend scientific misconduct. Instead, they subtly and often unconsciously 
manipulate certain elements in their experiment that makes the expected 
result more likely than it otherwise should be (Strickland & Suben, 2012). 
This is an odd bias in this book because it is not a general cognitive or 
social bias and is mostly present in research. However, as said by American 
psychologist George Kelly, people act as naïve scientists. This holds true 
especially during organizational change processes: Prior to the change, an 
organizational diagnosis is conducted (pre-test); based on this diagnosis, a 
change process is suggested (manipulation); and during the change process, 
the progress is measured (post-test). The change managers and leaders of 
the organization are similar to scientists in a change process. In addition, 
when pre- or post-measures are done through interviews, the interviewers 
can either consciously or subconsciously direct the outcome of these con­
versations by asking suggestive questions. The experimenter bias is there­
fore highly important to consider in change processes. It is related to the 
confirmation bias. Because the experimenters tend to look for information 
that validates their hypothesis, they are prone to overlook information that 
contradicts their argument. The experimenter bias is also referred to as the 
‘observer expectancy effect,’ the ‘experimenter effect,’ the ‘observer bias,’ or 
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the ‘expectancy bias.’ These terms are used interchangeably as they all refer 
to the specific bias that influences the research direction of experimenters 
or observers. 

One famous example of the experimenter bias is the case of Clever 
Hans, an Orlov Trotter horse claimed by its owner van Osten to be the 
first ‘speaking’ and thinking animal. In the first decade of the twentieth 
century, Hans drew worldwide attention to Berlin for solving calculations 
by tapping numbers or letters with the hoof in order to answer questions. 
However, it was found that claims were debunked because the horse was 
unable to answer correctly when it could not see the questioner or when 
the questioner himself didn’t know the correct answer. It turned out that the 
questioner’s behaviour was a crucial element in the horse giving the right 
answers. As the horse’s taps approached the right answer, the questioner’s 
facial micro-expressions showed increased tension, which was released when 
the horse made the correct final tap. The horse thus learned to give the cor­
rect answer by reading the microscopic signals on the face of the questioner 
(Samhita & Gross, 2013). 

In the organizational context, one specific type of experimenter bias has 
been introduced—the ‘funding bias’ or ‘sponsorship bias.’ This bias describes 
the tendency of a scientific study to support the (business) interests of the 
study’s financial sponsor. The sponsoring company, in the hope of advanc­
ing its business interests, might disregard results contradicting its interests 
while publicizing the results that support its interests. One 2016 study seems 
to support this bias. In an analysis of 60 experimental studies investigating 
the health effects of sugary beverages between 2001 and 2016, less than 
3 percent of studies that found sugary beverages linked to higher rates of 
diabetes and obesity were underwritten by the sugar-sweetened beverage 
industry. Conversely, if a study found no link between sugary beverage con­
sumption and poorer health, the probability of this study being funded by 
sugar-sweetened beverage companies was almost 100 percent (Schillinger 
et al., 2016). 

Of the several methods introduced to overcome this bias, one of the 
most popular is the double-blind experiment, where the observer or experi­
menter is unaware of the identity or treatment group of their subjects while 
conducting research. However, this technique is not always possible, as the 
reality of doing research is not always in a controlled laboratory setting, 
especially not during organizational change. Therefore, researchers and 
practitioners remain interested in finding potential techniques to combat 
the experimenter bias and strengthen the quality of research. 

Secondary biases related to the confirmation bias 

Funding bias—the tendency of a scientific study to support the (business) 
interests of the study’s financial sponsor 
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What is the relevance of the experimenter bias to organizations and 
change? 

At first glance, the experimenter bias might not seem specifically relevant to 
organizations and change management due to its specific focus on researchers. 
However, as many organizations conduct one or more change programmes, 
have their R&D departments, base their interventions and programmes on sci­
entific research, fund research, and are involved in research-related activities, 
they should be aware of this bias and its possible consequences on the quality of 
research. In organizational change, agents have to be aware of this bias because 
change interventions involve both observers (change agents) and subjects 
(organizational members), who can both unintentionally influence each other 
in subtle ways. According to the ‘social reinforcement theory,’ positive inter­
personal stimuli like praise, a compliment, a smile, touch, or even attention can 
reinforce behaviour, as a positive reaction follows the behaviour. Within organi­
zations, social reinforcement is probably one of the most important instruments 
of leaders and relevant others such as change agents (Manz & Sims, 1987). Add­
ing to that, the social learning theory explains how most behaviours that peo­
ple display are the result of social learning, either deliberately or inadvertently, 
through the influence of example. In organizations, people copy the behaviour 
of others (e.g., their leaders and relevant others such as change agents). These 
social psychological theories illustrate how change agents could subconsciously 
influence organizational members to behave in a certain way, either by sub­
tly praising desired behaviour or displaying the desired behaviour themselves. 
While this bias can be beneficial to help organizational members display the 
desired behaviours needed for change, caution is warranted. For example, when 
evaluating whether a previously implemented change intervention has led to the 
desired behavioural changes within a team or department, an accurate, unbiased 
view of employee behaviours is crucial to reach a valid analysis. Change agents, 
however, could unintentionally steer employee behaviour in such a way that 
desired outcomes are obtained, thereby obstructing the validity of their analysis. 

Search strategy 

Relevant databases were searched using the terms ‘experimenter bias’ and 
‘observer bias’ both separate and in combination with the terms ‘organi­
sation*,’ ‘work,’ ‘employ*,’ ‘leader*,’ and ‘chang*.’ This search yielded 192 
results. After removing the duplicates and thorough examination, 0 meta-
analyses, 3 systematic reviews, and 2 study were included. 

Main findings 

1. Experimenters tend to influence their research outcomes through their own con­
victions and expectations (Level A). 

In their 2012 and 2013 systematic reviews, Hróbjartsson et  al. 
explored the occurrence of the experimenter bias in experiments 
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using randomized clinical trials. In their 2012 review, results of 16 
trials involving 2854 participants showed that nonblinded assessors 
were more optimistic in their estimates of effect sizes compared to 
blinded assessors, indicating an experimenter bias. The 2013 review, 
involving 21 trials and 4391 participants, confirmed these results. In 
addition, Strickland and Suben (2012) found support for the experi­
menter bias in experimental philosophy studies. They found a posi­
tive relation between experimenter hypothesis and participant ratings 
indicating a general tendency among experimenters to obtain the 
results that they expected. This also suggests that experimenters can 
influence their participants by creating their own favourable stim­
uli to test their hypothesis. Additionally, Stubbs et al. (2014) found 
experimental support for the experimenter bias in the coding of 
property rights scores, that is, the degree to which the laws of coun­
tries protect private property rights. Using cross-national data of 156 
countries during a ten-year period, the researchers assessed whether 
the subjective coding of property rights scores was influenced by 
experimenter bias. Results indeed showed that experimenters sub­
jectively coding property rights scores consistently gave more favour­
able scores when their country was in economic health or prosperity 
in contrast to when it was in economic recess. These results indicate 
that experimenters are influenced by their own convictions (in this 
case, concerning their country’s economy), thereby impacting their 
perspectives and decisions. 

2. Double-blind techniques help to reduce the experimenter bias (Level B). 

In their systematic reviews, Hróbjartsson et al. (2012, 2013) showed that 
using double-blind techniques reduces the experimenter bias, as these 
techniques generated substantially less biased effect estimates. In their 
review, Holman et  al. (2015) supported this finding by showing that 
nonblind studies tend to report higher effect sizes and more significant 
values. Additionally, the researchers found that double-blind techniques 
were uncommon in the field of life sciences, suggesting a better and 
more thorough approach is needed to combat the experimenter bias. 

Conclusion 

High-level scientific evidence for the experimenter bias has been found 
across various fields such as life sciences, philosophy, and clinical research. 
This experimenter bias occurs when researchers’ expectations and convic­
tions influence study outcomes, thereby negatively impacting the validity of 
their research. Double-blind techniques can be used to minimize the risk 
of experimenters influencing participants, but these techniques cannot be 
applied to all research types and practical situations, which is why alterna­
tive techniques need to be explored to combat this bias and strengthen the 
validity of scientific research. 
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Practical reflections 

The experimenter bias addresses issues that are relevant to and useful for 
organizations, specifically for those involved in the research field or manag­
ing an organizational change. Organizations, teams, and managers involved 
in research need to be aware of the (unintended) impact of the experimenter 
bias on study outcomes. If anything, the available evidence shows that sci­
entific research is susceptible to experimenter bias, which should be taken 
into consideration when interpreting study results and generalizing these to 
the organizational practice. When either conducting research or analysing 
research manuscripts, organizations are advised to keep in mind that double-
blind techniques are preferable as these minimize the risk of experimenter 
bias. As illustrated by the social reinforcement and social learning theories, 
change agents and organizational members in change programmes can unin­
tentionally influence each other in subtle ways, and it would be prudent for 
change agents to be aware of this. According to Strickland and Suben (2012), 
a useful approach to combat the experimenter bias involves making sure that 
the experimenters are unaware of the relevant hypothesis. One strategy is to 
use a ‘blind’ stimulus creation in which the person or people designing the 
actual survey stimuli would be blind to a hypothesis. According to Holman 
et al. (2015), it might also be worthwhile to use multiple observers and trust 
in the ‘wisdom of crowds’ to reduce experimenter bias. By implementing or 
insisting on double-blind checks and using multiple observants, research is 
likely to be more robust, reliable, replicable, and valid. 

Endowment effect 

What is the endowment effect? 

The endowment effect refers to people’s preference to retain an object they 
possess than acquiring the same object if they do not own it. In short, peo­
ple tend to attach a higher value to objects when they own these objects 
(Achtypi et  al., 2021). This bias is closely linked to the prospect theory 
(chapter 4, Controlling) and the related concept of loss aversion (losses loom 
larger than gains): An already owned object cannot easily be given up or sold 
because it evokes a sense of loss in the owner. This effect also conceptually 
links with the status quo bias (chapter 7, Belonging), which indicates that 
people tend to prefer the current, established situation over a new situation 
or change. The term ‘endowment effect’ was coined by Richard Thaler in 
the 1980s. According to the standard economic theory, which was prevail­
ing at that time, the price a buyer was willing to pay for something should be 
equal to their willingness to accept the loss of that item. However, with the 
introduction of the endowment effect, Thaler challenged this belief. Soon 
after its introduction, researchers started to empirically test for this bias. For 
example, in an experimental study by Kahneman et al. (1991), participants’ 
perceived value of products such as mugs and pens increased substantially 
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once they came to own these products. This indicates that the mere posses­
sion of an item raises its value in the eyes of the individual in question (Kah­
neman et al., 1991), thus lending support to the existence of the endowment 
effect. This bias has also gained popularity in the commercial field, as many 
retailers try to leverage the endowment effect in their marketing strategies. 
Various retailers in different sectors offer a free return policy, knowing that 
when someone already owns the product, they will value the product more 
and will be less likely to return the product. The same principle is used by 
giving away a free trial or sample. This way the consumer owns a part of the 
product, after which they will value the product more than before they had 
it and will be more likely to buy the initial product. Initially, the endow­
ment effect was attributed mostly to loss aversion. Over the years, however, 
researchers have proposed other drivers explaining why this effect occurs. 
This is where the core social motive of self-enhancement comes into play. 
Research suggests that the motivation to see ourselves in a positive light can 
spill over to our possessions, causing people to value objects more when 
they associate them with themselves (Beggan, 1992). 

What is the relevance of the endowment effect to organizations 
and change? 

When it comes to changing organizations, the endowment effect could 
explain why change is often hard to attain. In light of the endowment effect, 
an organizational change could be experienced as a change in the current 
established situation (endowment) and therefore be met with reluctance. This 
is to say, organizational members might be hesitant to embark on change 
because they overvalue their current situation. As people are naturally moti­
vated to bolster and support the current situation or ‘status quo’ (also see status 
quo bias in chapter 8, Belonging), change might be difficult to reach. The 
underlying mechanisms behind the endowment effect thus not only help to 
further understand the reasons for resistance to change, but it is also insightful 
for the ones who have to lead the change. In addition, the endowment effect 
could complicate negotiations within or between firms, for example, when 
considering a merger or acquisition. Consider a firm that has been offered a 
sum of money by a rival company to be acquired. In negotiations, the board of 
the firm to be acquired might overvalue the company, thereby possibly delay­
ing or impeding negotiations. This becomes even more problematic when 
considering the plethora of small details being discussed in such negotiations. 

Search strategy 

Relevant databases were searched using the terms ‘endowment effect’ both 
separately and in combination with the terms ‘organisation*’, ‘work’, 
‘employ*’, ‘leader*’ and ‘chang*’. This search yielded 663 results. After 
removing the duplicates and thorough examination, 2 meta-analyses and 9 
studies were included. 
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Main findings 

1. Selling prices usually exceed buying prices, but this is likely to be the result of 
strategic trading by both buyers and sellers rather than endowed sellers experienc­
ing loss-aversion (Level B). 

Yechiam et al. (2017) investigated the occurrence of the endowment 
effect in monetary lotteries. In their meta-analysis of 43 studies, they 
found that selling prices exceeded buying prices. Following the reason­
ing of the endowment effect, this discrepancy should be attributed to 
the seller who is suffering from loss aversion. Interestingly, however, 
results showed that sellers were, in fact, more accurate in pricing than 
buyers, indicating a possible cognitive bias on behalf of the buyers. In 
this vein, a recent meta-analysis by Achtypi et al. (2020) suggests that 
the discrepancy in product prices between sellers and buyers is partly 
caused by buyers because they seek a ‘good deal’ (under the market 
price), while sellers price their goods according to their beliefs about 
the quality of the good and the distribution of the market prices. The 
authors found that beliefs about the market price do not differ between 
buyers and sellers. This implies that the discrepancy in pricing might not 
be induced by ownership but by what suits their interests most, given 
their beliefs about the market. In addition, three experimental studies 
by Smitizsky et al. (2021), in which a total of 565 people participated, 
found that pricing discrepancy is, in part, caused by the strategic buy­
ing and selling of goods (i.e., ‘sell high, buy low’), instead of endowed 
individuals experiencing a loss-aversion, as predicted by the endow­
ment effect. According to this study, the discrepancy is partly caused by 
the seller consciously setting high prices in a strategic way to gain more 
funds. All in all, the discrepancy in product pricing between sellers and 
buyers cannot be entirely attributed to the endowment effect, as strate­
gic trading by both sellers and buyers is likely to play a role. 

2. There are signs that in negotiations people (especially in groups) tend to demand 
a higher price for their own (intangible) goods (Level D). 

A 2013 study by Galin explored the endowment effect in negotia­
tions over intangible assets, such as leisure time. It was also investigated 
if and how the endowment effect influences negotiations in groups 
and between individuals. In one case, students would sell leisure time 
(=endowment) by shifting from two to three seminars, while in the 
other case, they would buy leisure time by shifting from two to one 
seminar. Students in both an individual and collective setting demanded 
a higher price when adding a seminar (e.g., losing endowment or ‘sell­
ing’) than when they were willing to pay for dropping a seminar (e.g., 
gaining endowment of ‘buying’) So, students were fairly unwilling to 
give up their endowment. Additionally, this was stronger for groups 
than individuals, as according to the author, groups are inclined to 
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polarize and strengthen their stance. However, Galin also notes that 
the endowment effect present in the study might also be explained 
by negotiation strategies falling within rational economic theory (sell 
high, buy low). Also, given the fact that the evidence level of this study 
is fairly low, more research is needed on the endowment effect and its 
relation to group versus individual effects. 

3. In cultures that emphasize the collective versus the self, people might be less 
inclined to overvalue their own goods (Level D). 

Maddux et al. (2010) researched the differences in Western and Eastern 
cultures related to the endowment effect. According to their predic­
tions, the endowment effect should be less influential for individuals 
from Eastern cultures, given their emphasis on the collective and self-
criticism, as compared to Western cultures, which stress the individual 
and self-enhancement. Comparing European Canadians and Asian 
Canadians, Maddux et al. (2010) found that people were less prone to 
overvalue their own goods in Eastern cultures, whereas they were more 
inclined to overvalue their own goods through enlarged emphasis on 
the self in Western cultures. 

Conclusion 

In conclusion, there seems to be little doubt that there is a general discrep­
ancy between the selling and buying price for the same good (Yechiam 
et  al., 2017; Achtypi et  al., 2020; Smitizsky et  al., 2021). However, the 
causes of this discrepancy remain unclear, with various findings questioning 
whether it is the mere possession of a good or rather strategic positioning of 
the price by both the buyer and the seller. In negotiations concerning intan­
gible goods such as leisure time, people tend to demand a higher price for 
their own goods. This might complicate negotiations, especially in groups 
negotiating, given their tendency for polarization. Lastly, research suggests 
that different cultures that emphasize different values, such as independence 
of the individual versus interdependence of the individual, might influence 
the amount of overvaluation of one’s own goods. While this research did 
not have a very high level of evidence, the intuition and the rationale of this 
finding could be of great importance in the current, globalized economy 
where different cultures engage in doing business. 

Practical reflections 

For organizational and change management, the endowment effect addresses 
some underlying mechanisms that help explain resistance to change: as peo­
ple are naturally motivated to bolster and support the current situation or 
status quo, they might be hesitant to embark on an organizational change 
that constitutes a loss of this status quo. It is helpful to understand these 
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mechanisms to be better able to deal with factual or possible resistance. 
Bridges (1991) also emphasizes the importance of understanding resistance 
and its causes: 

It’s the process of letting go that people resist, not the change itself. 
Their resistance can take the form of foot-dragging or sabotage, and 
you have to understand the pattern of loss to be ready to deal with the 
resistance and keep it from getting out of hand. 

(p. 15) 

The endowment effect can cause stalemates in negotiations. As scientific 
research suggests, people, especially groups, are likely to demand unreason­
ably high prices or returns for their goods in negotiations. However, as evi­
dence implies, buyers use the strategy of ‘low-balling’ to make a good deal. 
The stalemate is thus more likely to be a combination of sellers protecting 
their endowment and buyers wanting to get a ‘good-deal’ than a pure case of 
loss aversion on behalf of the seller. Being aware of these dynamics and the 
role of both parties is likely to minimize such stalemates. 

One last insight concerns the potential role of cultural characteristics in 
engaging in new organizational endeavours and changes. Maddux et  al. 
(2010) provide an example in their article of how Japanese individuals were 
quicker to buy or adopt new technology than Americans, even when there 
were stronger incentives for the Americans to do so. Japanese consumers 
where thus more willing to forego their current endowment in favour of 
a new one. This finding could have broader implications for organizational 
change as Western firms might be more reluctant to make organizational 
changes, given their proneness to overvalue their own goods and attached 
loss aversion. In some cases, this could seriously hamper the future prospects 
and competitiveness of Western organizations. Eastern organizations on the 
other hand might be less inclined to maintain their status quo endowment 
and be able to reap the benefits of changing. Although more nuance in 
terms of what constitutes Western and Eastern culture is needed and more 
extensive research asked for as well, the basic intuition is becoming increas­
ingly relevant, especially in a globalized world, where organizations and 
multinationals are conducting their business across the globe. 

Sunk-cost fallacy 

What is the sunk-cost fallacy? 

The sunk-cost fallacy describes people’s tendency to continue an endeavour 
because they have already invested time, effort, or money in it. Investments 
previously made thereby overshadow other factors to be taken into account 
when making decisions (such as present and future costs and benefits). This 
leads to suboptimal choices and committing oneself to decisions that are 
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no longer in one’s best interests. Richard Thaler, the economist who also 
coined the term ‘endowment effect’ first introduced the ‘sunk-cost fallacy,’ 
suggesting that “paying for the right to use a good or service will increase 
the rate at which the good will be utilized” (1980, p.  47). Psychologists 
Arkes and Ayton later expanded this definition by describing the sunk-cost 
fallacy as “a greater tendency to continue an endeavour once an investment 
in money, effort, or time has been made” (1999, p. 124). 

Initially, the sunk-cost fallacy was used in the economic context since 
the size of financial investments was proposed to be an important predic­
tor of the influence of the fallacy on economic decision-making. However, 
its use has been expanded to other domains as well, from long-term deci­
sions regarding education continuation (Coleman, 2010) to our day-to-day 
decisions regarding activities and social interactions. The following example 
shows how the sunk-cost fallacy influences day-to-day decisions. Say, for 
example, you purchased a ticket for a play, but your friend invites you to 
have dinner together in a restaurant the same night. You would actually 
prefer to go to the restaurant, but because you already bought the ticket, 
you decide to go to the theatre instead (Roth et al., 2015). The sunk-cost 
fallacy does not only affect small day-to-day decisions, but also impact deci­
sions by governments and companies. A famous example of the sunk-cost 
fallacy impacting large-scale decisions was the Concorde supersonic airplane 
project. Already in early development stages, the plane was significantly 
more expensive than expected and the financial success of the project was 
unclear. However, British and French governments still continued funding 
the project, justifying that the large amount of money that had already been 
invested should not be wasted (Arkes & Ayton, 1999). After finishing the 
project, the British government judged it to be a commercial disaster that 
should never have been started. Following this event, researchers and writers 
started to call the sunk-cost fallacy the ‘Concorde fallacy,’ and to this day, the 
two are often used interchangeably. 

One proposed cause of the sunk-cost fallacy relates to the loss aversion 
phenomenon (see prospect theory chapter 4, Controlling). Abandoning an 
endeavour after investing resources is likely to cause a feeling of loss, and as 
people usually tend to avoid losses, they are likely to follow through on a 
decision that they have invested in, even if it is not in their best interest. Sup­
porting evidence of loss aversion as a potential explanation for the sunk-cost 
effect comes from research in which people reported that their sunk-cost 
decisions were motivated by loss avoidance (Strough et al., 2008). 

What is the relevance of the sunk-cost fallacy to organizations 
and change? 

The sunk-cost fallacy is relevant and helpful in the context of organizations 
and change, since it can help better understand the tendency of organi­
zations to remain committed to failing change projects and initiatives. 
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A well-known example of an attempt to desperately save a failing initiative 
based on early investments is Saturn, a division created in the 1980s by Gen­
eral Motors. The rationale behind the creation of this new vehicle line was 
to create a different type of company that would not be subject to the rules 
and regulations of the large GM company. Despite its great plans, however, 
Saturn never proved profitable. The contrary became true when 20 years 
after its launch, Saturn had cost the GM Company over $15 billion, without 
making any profit. Instead of withdrawing and trying to recover their initial 
investments, management escalated even further and recommitted another 
$3 billion to transform the semi-independent company into a general GM 
division, which turned out to be just as loss-making. Saturn finally shut 
down in 2010, after 27 years of excessive cost-making. Apparently, despite 
the new division never making a single cent of profit, the pull of the board 
of General Motors towards ‘protecting’ their earlier investments in Saturn 
was simply too strong (Sibony, 2019). As this example illustrates, the sunk-
cost fallacy could have detrimental effects on corporate decision-making, 
resulting in continued investment in loss-making activities and excessive 
costs. Therefore, it would be prudent for organizational leaders and change 
agents to be aware of this bias and its influence on their decision-making 
processes. 

Search strategy 

Relevant databases were searched using the term ‘sunk cost fallacy’ and 
‘sunk cost effect’ both separate and in combination with the terms ‘organi­
sation*,’ ‘work,’ ‘employ*,’ ‘leader*,’ and ‘chang*.’ This search yielded about 
150 results. After removing the duplicates and thorough examination, 2 
meta-analyses, 0 systematic reviews, and 0 studies were included. 

Main findings 

1. People are influenced in their decision-making by earlier investments made (Level A). 

In 2015, Roth et al. conducted a meta-analysis on the sunk-cost fallacy 
in which 100 individual studies were included. The researchers found 
that when deciding between two equally attractive options, people were 
influenced by their earlier investments, thus indicating a sunk-cost fal­
lacy. According to the researchers, their results gave “little doubt on 
the sunk cost fallacy’s general existence.” Additionally, outcomes of this 
meta-analysis revealed that the decision-maker’s familiarity with eco­
nomic decision-making (e.g., having a business background or being 
explicitly trained in economic decision-making) does not seem to play 
an important role in economic-decision-making. Apparently, know­
ing about basic microeconomic principles does not prevent individuals 
from falling prey to the sunk-cost fallacy, the researchers concluded. 
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These results were confirmed by Wang and Keil in 2007. In their meta-
analysis, in which the results of 20 sunk-cost experiments were ana­
lysed, a profound overall sunk-cost effect was found. 

2. Sunk-cost effects are particularly present in experiments involving information 
technology (IT) (Level A). 

In the aforementioned meta-analysis by Wang and Keil (2007), strong 
sunk-cost effects were particularly found in experiments involving 
IT projects as opposed to non-IT projects. This finding is supported 
by earlier survey data suggesting that 30–40 percent of all IT projects 
involve some degree of project escalation and experimental research 
demonstrating the sunk-cost fallacy to be significant in IT project esca­
lation (Wang & Keil). According to the researchers, reasons why IT 
projects are particularly susceptible to sunk-cost effects remain unclear 
and need to be further investigated. 

3. Older adults are less likely to be influenced by the sunk-cost fallacy than younger 
adults (Level B). 

The meta-analysis by Roth et al. (2015), found that participants’ age 
influenced the sunk-cost fallacy, as older adults were less likely to fall 
prey to the fallacy than younger adults. This supports findings from 
earlier experimental research and can be theoretically explained by the 
finding that younger adults generally weigh negative information more 
heavily than positive information, whilst older adults’ decisions reflect a 
more balanced view of gains and losses. 

Conclusion 

The scientific evidence is clear: People are likely to be influenced by their 
previous investments when making decisions. Decision-making regarding 
IT projects is considerably susceptible to sunk-cost effects. While younger 
adults are particularly likely to fall prey to this bias, even people familiar with 
the general principles of economic decision-making are not immune to it. 

Practical reflections 

From a managerial perspective, research on the sunk-cost effect can pro­
vide important insights into corporate decision-making behaviour. Firstly, 
managers who are responsible for projects should be aware that they and 
their employees might continue with a certain project even though other 
aspects point to the contrary. According to Roth et al. (2015), barriers can 
be implemented to overcome this, such as activating a decision-maker’s need 
to externally justify the project-related decisions or distributing responsibil­
ity to various decision-makers. Another strategy is to educate employees to 
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enhance decision quality. As Wang and Keil (2007) suggest in their article, it 
would also be prudent to encourage employees to focus on alternatives and 
consider opportunity costs and to make negative feedback unambiguous. 
These tactics might reduce the risk of the negative impact of the sunk-cost 
fallacy on corporate decision-making. 
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A First Short Story of Belonging, Biases, and Change 
Belonging—the need for strong stable relationships—is the central and most 
fundamental core social motive and can be seen as the essence of human motiva­
tion. The formation and sustainability of social connections are among the most 
powerful, universal, and influential human drives that shape human emotion, 
cognition, and behaviour. Belongingness is related to change and management 
concepts such as mission, vision, leadership, organizational culture, resistance to 
change, commitment, compliance, and change capacity. As people have the urge 
to connect with and belong to a group, they tend to converge their thoughts, 
feelings, or behaviour towards a social or group norm (conformity). By hav­
ing critical norms within a group, groups can increase the quality of decision-
making. People also have the desire to maintain harmony and conformity in a 
group, which can lead to faulty decisions (groupthink). By having clarity on the 
reasons for forming the group and by setting clear group goals, the tendency 
to engage in groupthink can be minimized. Additionally, people tend to show 
socially desirable behaviour (social desirability bias), which may overshadow 
negative feelings when faced with organizational change. This can be overcome 
by stimulating alternative opinions and voices of dissent. People prefer the cur­
rent state of affairs (status quo bias) and anything that deviates from this stable 
state can be met with fear or resistance. Actively challenging the status quo 
could help to reduce this bias. Lastly, people view their social systems as rela­
tively legitimate even when confronted with information suggesting otherwise 
(system-justification bias). 

Introduction 

As social animals, people have a desire to form and maintain social bonds. 
This motive helps groups survive, and belonging to a group helps the social 
animal survive. The (perceived) presence or absence of belonging may influ­
ence loyalty, solidarity, and cooperation in organizations and communities 
and the well-being and health of people as well as the organizational climate. 
From the perspective of change and organization, the need to belong is 
relevant to the understanding of organizations, teams, individuals, and their 
commitments and cooperation. Belongingness is also relevant to key themes 
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Availability bias Conjunction fallacy 

Framing effect 

Attentional bias 

Priming effect Recency bias 

Halo effect 

Similarity bias 

Egocentric bias Overconfidence bias 

Confirmation bias 

Experimenter bias 

Endowment effect 

Sunk-cost fallacy 

Conformity 

Groupthink 

Social desirability 

Status quo bias 

System justification 

Mere-exposure effect 

Negativity bias 

Optimism bias 

Attributional bias 

Illusion of control 
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Risk compensation 

Prospect theory 

Delay discounting 

Figure 7.1 Primary Biases Related to the Core Social Motive of Belonging 

in the field of organization and change, such as (a shared) vision and mission, 
organizational culture(s), and change capacity. In times of organizational 
change, the sense of belonging of certain individuals and groups may come 
under pressure, potentially leading to negative consequences. Change lead­
ing to scarcity, or the reallocation of resources may, for example, decrease 
cohesion and prosocial behaviour. Therefore, leaders, managers, and change 
agents have to be aware of the need to belong and its importance for organi­
zations and change. 

We have identified five primary biases related to the social motive of 
belonging: 

Primary biases 

Conformity 
Groupthink 
Social desirability bias 
Status quo bias 
System-justification bias 

Additionally, the following secondary biases are identified to be related to 
the social motive of belonging. These secondary biases are (when relevant) 
incorporated in the sections concerning the primary biases. 
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Secondary biases 

Bandwagon effect 
Courtesy bias 
Omission bias 
Authority bias 

Conformity 

What is conformity? 

Conformity is the convergence of individuals’ thoughts, feelings, or behav­
iour towards a social or group norm (Allen, 1965). People have the urge 
to connect with and belong to a group, and consensus is instrumental in 
belonging. If there is dissent or disagreement, people become uncertain, 
uncomfortable, and vulnerable to social influence. Agreeing with others, on 
the other hand, provides certainty and comfort; it assures people that they 
are in contact by sharing a common reality. Conformity presents itself when 
our deep-seated need to belong causes us to adapt our behaviours to feel like 
we are part of the group. 

Early studies in the 1950s by psychologist Solomon Asch famously 
showed how the social pressures from others could cause someone to con­
form. Using a line judgement task, Asch put a uninformed participant (the 
participant did not know the answer to the question beforehand) in a room 
with seven confederates, who had agreed with the experimenter in advance 
what their responses would be when presented with the line task. The 
uninformed participant thought that the other seven confederates were also 
uninformed (which was not true). Asch gathered the group in a classroom 
and showed a card with a line on it, followed by another card with 3 lines 
on it labelled A, B, and C. He then asked the participants to say which line 
matched the length of the line on the first card. The confederates purpose­
fully gave the wrong answer on several trials. Asch was interested to see 
whether the real participant would change his answer and respond the same 
way as the confederates (which was an obvious incorrect answer) or stick 
with what his eyes plainly told him. The results showed that over various 
trials, about 75 percent of participants conformed at least once, even though 
they knew perfectly well that their answer conflicted with their percep­
tion. The power of conformity was enough to make them yield, even on 
a very simple question with a very clear answer. Asch’s study has received 
tremendous attention over the years and has led to extensive investigations 
on conformity as a social psychological phenomenon. The concept of con­
formity has a strong link with groupthink (the bias that is discussed in the 
next section). 

Early research of Kelman (1958) distinguished three kinds of conform­
ity: compliance, internalization, and identification. Compliance occurs 
when people agree with the majority in order to get a specific reward or a 
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favourable reaction from the group (as shown in the experiments of Asch) 
even though they do not have to agree with the group intrinsically. Inter­
nalization occurs when people agree with the group because the ideas and 
actions of the group are in line with their intrinsic values. This is the highest 
level of conformity, in which a permanent response to social influence is 
present. Identification is when a person conforms to the expectations of a 
specific role set by another person or group. For example, firemen put out 
fires because that’s what is expected of them. With identification, there does 
not necessarily have to be a change in a person’s own opinion. 

The proposition that conformity is an essential social mechanism can be 
illustrated by heaps of day-to-day examples—from obeying rules and fol­
lowing fashion trends to consumption behaviours. Conformity is well dem­
onstrated in films as well. One illustrative example is the famous 1985 film 
The Breakfast Club, which features five American high-school students who 
meet in detention on a Saturday morning and discover that they have a lot 
more in common then they previously thought. The film depicts all the 
struggles these teenagers face with acceptance by their parents and peers and 
their tendency to conform to their social groups. A more recent example of 
conformity considers the COVID-19 pandemic. Packer et al. (2021) found 
for instance that because of the pandemic, uncertainty, loss of agency, and 
social disconnection increased conformity. Adding to this, recent research 
on the effects of the COVID-19 pandemic on consumer behaviour indi­
cates a positive relation between pandemic severity and conformity con­
sumer behaviour (Li et al., 2021). Common examples of these conformity 
consumer behaviours are the vast array of people stockpiling goods such as 
hand sanitizer, canned foods, and toilet paper. 

What is the relevance of conformity to organizations and change? 

The basic assumption is that people want to belong to a group, and by 
‘conforming,’ they change their behaviour to optimally fit in and stay in the 
group. More negatively, this can be seen as ‘breaking under group pressure.’ 
It strongly relates to the core social motive of belonging: People have the 
desire to fit in a group, as this can provide them with security and fulfil their 
social needs. In operating and changing, organizations must reckon with 
this and can make use of it. Leadership, a shared vision, and a mission are 
instrumental in stimulating the right amount of conformity, as are role mod­
els and relevant others in a group or team. The concept of conformity is 
related to subjects like change vision and change capacity and commitment 
and engagement. The question of whether there is sufficient conformity to 
state an ambition or change a goal or target is not a theoretical one and is 
highly relevant to practice. A lack of it may lead to disengagement or even 
harmful actions. Maurer (2010) considers the underestimation of the poten­
tial power of employee engagement as an important mistake in change pro­
cesses. He points to the extensive research of the Gallup organization: “In 
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average organizations the ratio of engaged to actively disengaged employees 
is near 8:1. Actively disengaged employees erode an organization’s bottom 
line while breaking the spirits of colleagues in the process. Within the U.S. 
workforce, Gallup estimates this cost to be more than $300 billion in lost 
productivity alone.” As shown, the commitment to change is not a given. 
“People will usually have some reaction to change. This reaction can range 
from total commitment to open hostility” (Ten Have et al., 2019). 

Search strategy 

Relevant databases were searched using the term ‘conformity’ and ‘social 
norms’ both separately and in combination with the terms ‘organisation*,’ 
‘work,’ ‘employ*,’ ‘leader*,’ or ‘chang*.’ This search yielded more than 600 
articles. After removing the duplicates and thorough examination, 0 meta-
analyses, 0 systematic reviews, and 8 studies were included. 

Main findings 

1. Norms about critical thinking within a group improve the quality of decisions, 
whereas norms of consensus do not (Level A). 

Two randomized controlled before-and-after studies showed that norms 
of critical thinking about ideas within a group improved the overall 
quality of decision-making, whereas consensus norms within a group 
did not improve the quality. Thus, the content of group norms is an 
important factor influencing the quality of group decision-making. In 
addition, the content of these norms is related to the proneness of the 
group to groupthink (Postmes et al., 2001). 

2. Group membership does not lead to hostility towards other groups (Level A). 

A randomized controlled before-and-after study of third-party punish­
ment found no evidence that group membership, by itself, leads to hos­
tility towards other groups. This contradicts the longstanding thought 
in sociology and social psychology that mere membership in a group 
leads to hostility towards other groups (Goette et al., 2006). 

3. Threat to personal control seems to increase conformity to salient in-group norms 
(Level C). 

In a 2017 experimental study, Stollberg et  al. explored the effects of 
a threat to personal control on conformity to in-group norms. Find­
ings indicated that reminding employees of their lack of personal con­
trol increased their commitment to organizational change when a 
pro-change norm was salient. The effect was specific for commitment 
to change and did not generalize across other commitment domains. 
According to the authors, this indicates that rather than ‘mindlessly’ 



186 Stuijt, Vernooij, & Winter  

 

 

 

supporting their in-group, control-deprived people seem to be highly 
sensitive to in-group rules and norms, which then guides their (collec­
tive) behaviour (Stollberg et al., 2017). 

4. A focus on process accountability seems to increase the risk for excessive conform­
ity, whereas self-focused norms can mitigate this effect (Level C). 

A 2017 experimental study by Patil et  al. investigated the effects of 
process and outcome accountability on the susceptibility to conform 
to rules. The results indicated that a focus on process accountability 
can increase the risk for excessive conformity, whereas self-focused 
norms mitigate this effect. The authors explained these findings as fol­
lows: “Because they strive to be distinct, people in self-focused groups 
tend to be more concerned with self-enhancement goals: they look to 
maximize individual gains regardless of what the ‘wisdom of the crowd’ 
dictates. For these reasons, researchers have found that people in self-
focused groups generally take deviant stances and challenge the status 
quo to express themselves.” (p. 290). 

5. The productivity of men seems to be more strongly affected by peer pressure com­
pared to women (Level C). 

Results of a 2010 experimental study by Bellemare et al. found that the 
productivity of women was not so strongly affected by the level of peer 
pressure, when paid either a fixed wage or a piece rate. The productivity 
of men, however, was strongly affected by peer pressure, both with fixed 
wages and piece rates. High levels of peer pressure were found to have 
a significant negative effect on productivity. Moreover, conformism and 
self-motivation considerations appear to be muted when male workers 
were paid piece rates (Bellemare et al., 2010). 

Conclusion 

As stated previously, the claim that people have the desire or need to be part 
of a group is substantiated. Conformity is an important and well-researched 
concept in relation to this ‘need to belong.’ Our specific research shows the 
impact of norms of critical thinking versus consensus norms in decision-
making, in-group-out-group dynamics, the role of personal threat and out­
come accountability, and productivity and peer pressure including gender 
differences and the role of financial incentives in behavioural change. An 
excess of conformity that impedes critical thinking can negatively impact 
the overall quality of decision-making and might increase groupthink. Peer 
pressure, which can occur if a person wants to be or remain part of the 
group, can have negative effects on productivity of men (especially when 
they are paid fixed wages). Notwithstanding the potential negative effects 
of conformity, being part of a group does not have to be negative, as groups 
can fulfil socially intrinsic human needs. 
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Practical reflections 

Conformity is instrumental in organizing and changing; it helps people 
‘march to the same drummer.’ On the other hand, it may also lead to a lack 
of reflection, poor feedback, groupthink, and suboptimal decision-making. 
Groups can increase the quality of decision-making by having critical norms 
within a group. These norms are very important in the case of change that 
can be very impactful for organizations and their people. Change cannot 
be taken for granted; it is not a ‘given.’ People should think critically and 
evaluate to make the right decisions for their organization and all the people 
involved. In addition, there is a risk of groupthink when people conform to 
certain group norms, which can have negative consequences. 

Notwithstanding the potential risk and dangers of too much conformity, 
some positive aspects of conformity, specifically for organizational change, 
must also be mentioned. The available research indicates that commitment 
to organizational change might be increased when shared pro-change norms 
are in effect. Organizational change often threatens employees’ control and 
certainty and may thus cause personal resistance. However, that threat may 
improve employees’ commitment to the change when they understand their 
efforts as being part of a collective endeavour shared by their colleagues 
(Stollberg et al., 2017, p. 381). The following section about a closely related 
bias, groupthink, describes several possible negative implications of too 
much conformity together with interventions to prevent or correct them. 
Examples of these interventions are assigning someone to play the devil’s 
advocate, using a critical reviewer, planning open sessions to reconsider 
alternatives, and discussing group ideas with people outside the group. 

Groupthink 

What is groupthink? 

Groupthink is a psychological phenomenon that occurs when a group of 
people make faulty decisions because of the desire to maintain harmony 
and conformity in the group. It thus illustrates the failure of groups to con­
sider all available and relevant information in decision-making (Janis, 1972). 
In scientific literature, groupthink is defined as “group members’ effort to 
collectively reduce the potential damage from threat and to ward off nega­
tive images of the group that produces . . . the genuine sharing of illusory 
beliefs” (Turner et al., 1992). Janis (1972), the founding father of groupthink, 
considered group cohesion the most important antecedent of groupthink. 
Festinger (1950) defined group cohesion as “the resultant of all the forces 
acting on the members to remain in the group.” Festinger elaborated on this 
and stated: “these forces may depend on the attractiveness or unattractive­
ness of either the prestige of the group, members in the group or the activi­
ties in which the group engages.” A more recent definition of groupthink is 
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the unity or solidarity of a group, including the integration of the group for 
both social and task-related purposes. Group cohesion can thus involve both 
socially cohesive elements (e.g., trust, social support, and identification) and 
task-cohesive elements (e.g., task and goal interdependence) (Bernthal & 
Insko, 1993; Chang & Bordia, 2001). Since its introduction in 1971, the 
concept of groupthink has been researched extensively in a variety of disci­
plines, including psychology, business, politics, and communication. Most 
of the research dates back to the 1980s and 1990s, but more recent studies 
(Goncalo et al., 2010; Riccobono et al., 2015) also illustrate the popularity 
of groupthink as a research topic. One well-known example of groupthink 
was the bombing of Pearl Harbour in December 1941. Even though Japa­
nese messages had been intercepted by Washington DC indicating a poten­
tial attack by Japan, the group of American senior officers at Pearl Harbour 
did not take warnings by Washington DC seriously, as they assumed that 
the Japanese wouldn’t dare to attempt an assault against the United States. 
These shared illusions and group rationalizations presumably contributed 
to the lack of precaution taken by the United States (Janis, 1982). A sec­
ond infamous example is the Bay of Pigs invasion in 1961. This invasion, 
approved by former American president Eisenhower in order to overthrow 
the new communist regime in Cuba, was rapidly approved by the Kennedy-
administration, presumably without questioning whether the Central Intel­
ligence Agency information made sense. The mission is now perceived as 
one of the greatest U.S. foreign policy failures, and its defeat only further 
solidified Castro’s role as a national hero and widened the political division 
between the United States and Cuba. According to Arthur Schlesinger, Jr., 
one of the advisors present at the meetings, Kennedy’s advisors never voiced 
their concerns even though they had good reason to think the mission 
would fail. “Senior officials . . . were unanimous for going ahead. . . . Had 
one senior advisor opposed the adventure, I believe that Kennedy would 
have cancelled it. No one spoke against it” (Sunstein, 2006). 

A phenomenon relating to groupthink is the so-called ‘bandwagon effect.’ 
This effect is the tendency for people to support and adopt certain beliefs, 
attitudes, or behaviours as they become more popular. Simply put, as more 
people come to believe in something, adopt a certain style or behave in 
a certain way, others are prone to ‘hop on the bandwagon’ as well. An 
example of the bandwagon effect is fashion trends, wherein the increasing 
popularity of a certain style encourages more and more people to adopt it 
as well (Long et al., 2007). This tendency supposedly stems from our need 
to belong, as conforming to the norms or attitudes of the majority ensures 
some degree of inclusion and social acceptance. 

Secondary biases related to groupthink 

Bandwagon effect—the tendency to support and adopt certain beliefs, atti­
tudes, or behaviours as they become more popular 
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Notwithstanding the available research and real-world examples of the 
phenomenon of groupthink, Fiske (2004) is critical and clear: “Although 
an appealing theory that deserves to be true, and although evidence from 
descriptive studies seemed supportive, nonetheless groupthink experiments 
failed to pin it down clearly. . . . General models of group problem-solving 
currently seem more useful.” 

What is the relevance of groupthink to organizations and change? 

Despite of the clear and critical reflection of Fiske (2004), groupthink is a 
very popular concept in organizational contexts and part of the vocabulary 
of a lot of managers and consultants. The problem it aims to describe and 
address is related to subjects like change vision, change capacity, leadership, 
team development (group dynamics, group problem-solving and decision-
making), communication, organizational culture, and communication. 
Popular belief is that groupthink can occur when certain preconditions are 
met, for example when the group is highly cohesive, has no access to con­
trary options, and is ruled by a directive leader. These conditions can lead 
to negative outcomes such as having only a few alternatives for a problem 
and the favoured solution never being critically examined. In other words, 
expert opinion is not sought, and the group only selects information that is 
positive for their ‘well-founded solution.’ 

One example of groupthink comes from the management of the Coca 
Cola Company that asked its board to approve its proposed equity com­
pensation plan for 2014. One of the board members was the now-famous 
American investor Warren Buffet, who owned almost 10  percent of the 
company. Buffet disapproved the proposed plan, criticizing stock options 
and comparing them with ‘lottery tickets.’ Interestingly, however, Buffet 
chose to abstain from voting either in favour or against the plan. His state­
ment clearly illustrates the investors’ desire to maintain the harmony of the 
group: “I love Coke. I love the management, I love the directors. So, I didn’t 
want to vote no. It’s kind of un-American to vote no at a Coke-meeting.” 
Buffet also stated that this is often how it works, thereby addressing the per­
sistent presence of groupthink within organizations: “I’ve never yet heard at 
any of the 19 boards I was on, anybody say in the meeting they were against 
a compensation plan” (Sibony, 2019). 

Such examples, combined with the popularity of the concept and its links 
with relevant topics from the organizational context make it worth further 
analysing groupthink and its evidence. 

Search strategy 

Relevant databases were searched using the term ‘groupthink’ both sepa­
rately and in combination with the terms ‘organisation*,’ ‘work,’ ‘employ*,’ 
‘leader*,’ or ‘chang*.’ The search yielded almost 400 articles. After removing 
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the duplicates and thorough examination, 0 meta-analyses, 0 systematic 
reviews, and 6 studies were included. 

Main findings 

1. Social-emotional cohesive groups are more likely to fall victim to groupthink than 
task cohesive groups (Level B). 

In a 1993 experimental study, Bernthal and Insko investigated the inter­
action between cohesion and groupthink in work groups and explored 
potential techniques in avoiding the occurrence of groupthink. The 
findings indicated that groupthink was strongest in groups where social-
emotional cohesion was relatively strong, that is, when the focus of the 
group members was on maintaining the social aspects of the group. 
Conversely, groupthink appeared to be lower when task-oriented cohe­
sion exceeded social-emotional cohesion, that is, when groups con­
tinued to focus on the requirements of the task regardless the level of 
social/relational conflict among the members. 

2. When task cohesion is high, social-emotional cohesion does not necessarily lead 
to groupthink (Level B). 

In their article, Bernthal and Insko conclude that when both task cohe­
sion and social cohesion within groups are high, groupthink will not 
necessarily increase if the reasons for forming the group are clear and 
the group follows procedures designed to counteract the possibility of 
groupthink (Bernthal & Insko, 1993; Mullen, 1994). 

3. Groups with dominant individuals produce higher quality decisions and are less 
likely to be affected by groupthink compared to groups without dominant indi­
viduals (Level B). 

In a controlled before-and-after study that involved over a hundred 
participants, Callaway et al. (1985) found that groups with dominant 
individuals make more statements of agreement and disagreement and 
use more time to make a decision compared to groups with less domi­
nant people. Being less affected by groupthink, high-dominance groups 
produced higher quality decisions compared to low-dominance groups. 
These findings resonate with an earlier statement by Janis in 1972 that 
suggests that some individuals and groups of individuals “are extraordi­
narily self-confident and may not need the support of a cohesive group” 
in dealing with the stresses of decision-making (Callaway et al., 1985). 

4. Groupthink reduces intragroup stress (Level B). 

The aforementioned study by Callaway et al. also found evidence sup­
porting the idea proposed by Janis (1972) that groupthink is essentially a 
stress-reduction process. By providing support to their members, cohe­
sive groups reduce conflict and disagreement and, hence, stress. Results 
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showed that high-dominance groups reported lower levels of state anxi­
ety. This supports the proposition that some individuals are less likely to 
avoid disagreement to reduce stress (Callaway et al., 1985). 

5. High group confidence in the early stages of a group assignment leads to more 
groupthink, thereby negatively affecting group performance (Level B). 

In two longitudinal studies of classroom project teams, Goncalo et al. 
(2010) investigated the effects of group confidence in different stages 
of a group assignment. The results indicated that in the early stages of 
a group project, (too much) group confidence can result in fewer con­
flicts. However, conflicts may be beneficial in the early phase of a group 
project, as this stimulates the consideration of alternatives. Adversely, 
fewer conflicts early on will likely encourage groupthink and suppress 
the consideration of alternatives (Goncalo et al., 2010). 

6. Groupthink in groups’ decision-making processes negatively impacts project per­
formance (Level B). 

In a longitudinal controlled field experiment, which included 18 busi­
ness process reengineering projects, Riccobono et al. (2015) explored 
the impact of ‘groupthink concurrence-seeking behaviour’ (GTB) on 
project performance. Concurrence-seeking is defined as the distinctive 
behaviour of the groupthink phenomenon and explains the meaning 
of groupthink itself, “thinking like the group.” Findings showed that 
GTB negatively impacted group project performance (as rated by an 
independent project evaluator). 

Conclusion 

Fiske (2004) points to the groupthink experiments that failed and the pos­
sibly more useful general models of group problem-solving. Having said 
that, we see a set of studies in the organizational context that resulted in a 
collection of evidence and relevant insights. The evidence provides insights 
into the perception of groupthink and the relationship between task and 
social emotional cohesion. The evidence also provides insights into the kind 
of group members and the effect on the quality of decision-making. In 
addition, the research provides insights into conflicts, group confidence and 
performance, and the conceptualization of groupthink as a stress-reduction 
process. 

Practical reflections 

Assuming that groupthink can threaten the effectiveness of groups and has 
the potential to undermine their performance and change programmes, 
the following counteractive guidelines can be helpful. These guidelines 
are based on and inspired by the evidence presented. For example, the 
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first part is based on the research of Bernthal and Insko (1993). They state: 
“As long as the reasons for forming the group are clear and the group fol­
lows procedures designed to counteract the possibility of groupthink, high 
levels of social-emotional cohesion should not present a problem.” A pos­
sible solution is to assign someone to play the devil’s advocate in a group 
(on a rotating basis) and use a critical reviewer when making important 
group decisions. Do not allow individuals to express their preferences in 
advance and plan open sessions to reconsider alternatives. Stimulate hon­
est consideration of all alternatives before making a final decision. Form 
subgroups to allow a more detailed discussion and discuss group ideas 
with people outside the group. Invite experts to regularly and actively 
join group meetings. It must be noted that having high group cohesion 
does not necessarily mean that groupthink lurks around every corner. The 
research indicates that particularly when the task cohesion is low and the 
social cohesion is high, groupthink can become a dangerous force to be 
reckoned with. 

Social desirability bias 

What is the social desirability bias? 

The social desirability bias (SDB) is a type of response bias where people 
under-report perceived undesirable behaviour and over-report perceived 
desirable behaviour in a manner that will be viewed favourably by others. 
This bias occurs for example in questionnaires and inventories in which 
respondents ‘self-report’ their views or behaviour, and it potentially influ­
ences people’s answers to a degree that threatens the accuracy and practical 
relevance of the findings. 

The term ‘social desirability’ was first introduced in the field of psychol­
ogy by Allen L. Edwards in 1953. In an experimental study, participants had 
to rate 140 personality traits on a scale of social desirability, which were then 
tested on a second group of participants as a normal personality inventory. 
The results showed that the more the personality traits were perceived as 
socially desirable the more likely the participants were to endorse these traits 
as self-descriptions. This begged the question whether personality invento­
ries were measuring the actual traits reflecting the personality of respondents 
or merely personality traits being perceived as socially desirable. Although 
Edwards’ initial experiment on the social desirability bias focused on per­
sonality traits only, the bias can be extended to other areas such as ethical or 
political opinions, religious beliefs, or intellectual achievements. A typical 
example of the social desirability bias concerning environmental behav­
iour is participants reporting that they regularly sort and recycle house­
hold waste even if this is not true. This type of misreporting might account 
for the often-observed mismatch between self-reported and observed pro-
environmental behaviour (Vesely & Klöckner, 2020). 
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The introduction of this bias had a profound impact on the field of psy­
chology, as most of the methods for measuring personality traits, attitudes, 
and opinions are self-report questionnaires and inventories. However, as 
Edward’s study illustrated, findings obtained from such methods may not 
reflect reality. Scientists in the field of psychology have been struggling with 
this problem for decades and have been trying to minimize the impact of the 
SDB on their respective fields of research. 

One example of the social desirability bias is the ‘Bradley effect’ (Payne & 
Ratzan, 1986), which refers to the tendency of African American and other 
minority political candidates to perform better in opinion polls than in the 
actual election when facing a white opponent. The term was introduced 
after Tom Bradley, a Democratic African American who ran for Governor 
of California in 1982, ended up losing to his white Republican opponent 
George Deukmejan, while earlier in the opinion polls, the majority of vot­
ers responded that they were going to vote for Bradley. The central idea 
behind the Bradley effect is that people do not want to be perceived as 
prejudiced and thus claim they are going to vote for a minority candidate, 
even if they have no intentions of actually doing so. A response bias strongly 
related to the social desirability bias, is the ‘courtesy bias’ or the tendency of 
not fully stating unhappiness with a service or product because of the will­
ingness be polite towards the questioner. 

Secondary biases related to the social desirability bias 

Courtesy bias—the tendency of not (fully) stating unhappiness with a ser­
vice or product because of the willingness to be polite towards the 
questioner 

What is the relevance of the social desirability bias to organizations 
and change? 

The degree to which people show socially desirable behaviour has an impact 
on multiple facets of organizations, for example in governance and risk-
management. In the case of internal audits or investigations, the bias can 
obscure serious problems, such as unethical, illegal, or unsafe behaviours 
by organizational members. This decreased ability to determine whether 
laws, regulations, or internal policies are being violated by organizational 
members poses a serious threat to organizations and prevents them from 
taking the subsequent corrective actions or installing measures to combat 
these problems. 

Despite its negative consequences, the tendency to alter one’s responses to 
appear in a favourable light has a function, namely, to enhance social inter­
actions. By exhibiting socially desirable behaviour, organizational members 
are adhering to the social norms, which in turn, might help strengthen 
group cohesion and trust. From the perspective of organization and change, 
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these social norms are strongly related to organizational culture and cul-
tural change. Fiske (2004) relates social norms to the combination of the 
core social motives belonging and understanding. Fiske states: “People need 
shared norms, such as equity and exchange systems, communal norms or 
other relational models, to understand what rules apply to different relation-
ships. In order to belong to groups, people want to understand the shared 
ground rules about different kinds of relationships” (2004, p. 309).

Concerning the relevance to organizational change, SDB is thought to 
obscure the true feelings or intentions people have while facing a change, 
which prevents them from expressing potential fear or worry. This is related 
to the courtesy bias. However, in organizational change, identifying true 
opinions and feelings is an integral part of taking away resistance. Bridges 
(1991) also emphasizes the importance of understanding resistance and its 
causes: “It’s the process of letting go that people resist, not the change itself. 
Their resistance can take the form of foot-dragging or sabotage, and it is nec-
essary to understand the pattern of loss to adequately deal with the resistance 
and keep it from getting out of hand” (Ten Have et al., 2019). Furthermore, 
communicating and listening to possible valuable remarks and additions from 
the organization can help the desired change to advance and succeed.

Search strategy

Relevant databases were searched using the term ‘social desirability’ both 
separately and in combination with the terms ‘organisation*,’ ‘work,’ 
‘employ*,’ ‘leader*,’ or ‘chang*.’ The search yielded 93 results. After remov-
ing the duplicates and thorough examination, 9 meta-analyses, 2 systematic 
reviews, and 1 study were included.

Main findings

1. People under-report perceived undesirable behaviour and over-report perceived desir-
able behaviour in a manner that will be viewed favourably by others (Level A).

Blair et al. (2020) conducted a meta-analysis of 264 experiments con-
cerning political behaviours and attitudes. Findings indicated a system-
atic over-reporting of socially desirable behaviours and attitudes and 
under-reporting of undesirable behaviours and attitudes, although its 
influence differed per context. Other meta-analyses and systematic 
reviews have confirmed these results (Vesely & Klöckner, 2020; Vilar 
et al., 2020; Larson & Bradshaw, 2017; Sugarman & Hotaling, 1997; 
Perinelli & Gremigni, 2016).

2. People under-report perceived undesirable behaviour and over-report perceived 
desirable behaviour through conscious and unconscious processes (Level A).

Blair et  al. (2020) identified two dimensions of SDB in their meta-
analysis: impression management and self-deceptive enhancement. 
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Impression management refers to the tendency to consciously over-
report desirable behaviours and under-report undesirable behaviours 
and is proposed to be influenced by contextual factors. Self-deceptive 
enhancement represents unconscious response distortion and is the ten­
dency to provide an honest but overly positive representation of oneself. 
Various high-quality studies (meta-analyses and systematic reviews) have 
also researched these two components of social desirability (Dwight & 
Feigelson, 2000; Viswesvaran et al., 2001; Perinelli & Gremigni, 2016; 
Moorman & Podsakoff, 1992). 

3. Social desirability is likely to be related to personality traits such as conscientious­
ness and emotional stability (Level B). 

Ones et al. (1996) found that social desirability was positively related 
to individual differences in emotional stability and conscientiousness. 
This was confirmed 20 years later by Connelly and Chang (2016), who 
found that social desirability scales were most strongly related to the 
personality traits emotional stability, conscientiousness, and agreeable­
ness. These findings suggest that SDB seems to be an extension of these 
personality traits and is less of a general response bias. 

4. Social desirability might be related to organizational constructs such as locus of 
control, organizational commitment, role ambiguity, and general job satisfaction 
(Level B). 

A meta-analysis by Moorman and Podsakoff (1992) found that SDB 
and specifically impression management correlates to several organi­
zational constructs (locus of control, organizational commitment, role 
ambiguity, and general job satisfaction). Although these effects were 
small to moderate in size, the authors conclude that researchers should 
be especially attentive if a study includes any combination of these 
variables, since they were shown in their research to be somewhat 
more susceptible to socially desirable responses than other commonly 
used measures. 

Conclusion 

Social desirability is a well-researched concept with clear relevance in 
the organizational context and change. High-level evidence confirms the 
existence of SDB, although its influence could differ from context to con­
text. Factors such as social referents, environmental factors, personal cost, 
and anonymity need to be considered in minimizing people’s susceptibil­
ity to this bias (Blair et al., 2020). Most of the included research indicates 
that the social desirability bias comprises two components: impression 
management (conscious) and self-deceptive enhancement (unconscious). 
Available evidence suggests that SDB is an extension of personality traits 
such as emotional stability and conscientiousness and is less of a general 
response bias. 
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Practical reflections 

First and foremost, the evidence leaves no doubt that people are influenced 
by the social desirability bias. Although this adherence to social norms might 
provide them a sense of belonging, the social desirability bias runs the risk 
of overshadowing negative feelings or even resistance of employees facing an 
organizational change. This could be strengthened when employees feel that 
voicing dissent is frowned upon or leads to punishment. Leaders and man­
agement practitioners should be sensitive to this fact and stimulate voices 
of dissent. Focusing on resistance to change, Kriegel and Brandt (1996) 
point to the classic paper “How to Deal with Resistance to Change” (1954) 
by Harvard Business School professor Paul Lawrence. Lawrence describes 
“how failing to understand workers’ resistance can sabotage the whole 
effort.” Heifetz et al. (2009) pleads for the protection of the voices of dis­
sent. He states: 

The voices of dissent are the naysayers, the sceptics, who not only 
question this initiative but question whatever is on the agenda of today. 
They are princes of darkness, often resting on the negative. But they 
are valuable for implementing adaptive change because they are canar­
ies in the coal mine, early-warning systems, and because in addition 
to being unproductive and annoying much of the time, they have the 
uncanny capacity for asking the tough key question that you have been 
unwilling to face up to yourself or that others have been unwilling to 
raise. In many organisations, dissenters get marginalized, silenced, or 
even fired, which deprives the organisation of their valuable, if unpop­
ular service. 

The evidence on social desirability also provides some possible practi­
cal guidelines for leaders and (other) (change) management practitioners. 
Notwithstanding the absence of high-level scientific evidence supporting 
the fact that SDB impacts personality questionnaires, some caution is war­
ranted, as organizational members’ natural tendency to portray a socially 
desirable image of themselves might lead to skewed perceptions of actual 
feelings, attitudes, or opinions. When trying to minimize the risk of this 
bias, specific contextual factors need to be taken into account. Blair et al. 
(2020) suggested four criteria to keep into account when trying to decide 
whether or not to worry about the SDB. If the answer to these questions is 
‘no,’ respondents are less likely to be influenced by this bias. 

1. Is there a social referent respondents have in mind when answering? 
2. Do respondents believe the social referent can infer their answers exactly 

or approximately? 
3. Do respondents perceive that the social referent prefers a particular answer 

to the question? 
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4. Do respondents believe they (or others) will suffer costs if that preferred 
response is not provided? 

In short, when administering questionnaires or interviews, being alone 
at the time of responding, being able to back-track answers, knowing 
whether there is a socially desirable response (from an organizational 
point of view vs. employee/individual point of view), and whether a 
personal cost is attached to an individual’s response all seem to influence 
the susceptibility to SDB (Blair et al., 2020). Additionally, practitioners 
should keep in mind that questionnaires, including those about organi­
zational commitment, job satisfaction, or role ambiguity are relatively 
sensitive to a socially desirable response (Moorman & Podsakoff, 1992). 

Status quo bias 

What is the status quo bias? 

The status quo bias describes the tendency to have a clear preference for 
the current state of affairs. The status quo is taken as a baseline or refer­
ence point, and the new situation is defined by anything that moves away 
from this baseline. Samuelson and Zeckhauser (1988) were the first to find 
empirical evidence for the status quo bias. In their paper “Status Quo Bias 
in Decision-Making,” they investigated how making one option the default 
choice (i.e., status quo framing) affected decision-making. The researchers 
gave a questionnaire to participants, which asked them to make hypothetical 
decisions, offering either a default option (status quo option) or not. The 
results showed that participants chose a default or status quo option when 
it was offered. The status quo bias is seen in important real-life decisions 
and can have significant consequences on our choices concerning health, 
politics, and consumption. For example, rates of organ donation registra­
tions are proposed to be powerfully influenced by the default policy in effect 
(‘opt-in’ vs. ‘opt-out’). Since the default option is often opt-in (e.g., not 
being a donor) and changing this to being a donor requires action by indi­
viduals, this could result in fewer registered organ donors and, ultimately, 
fewer people being saved (Davidai et al., 2012). A bias strongly related to 
this is ‘inertia,’ or a tendency to prefer the default option unless motivated 
to reject this option. The two concepts are very similar. However, there is 
one important distinction: where inertia involves inaction regarding chang­
ing circumstances, the status quo bias concerns a strong commitment to 
the current situation, which may also result in taking action to maintain 
this situation. One recent example illustrative of the difference between the 
status quo bias and inertia was visible in 2021 when a dozen of the world’s 
richest football clubs announced the formation of a breakaway European 
club competition, thereby splitting from the existing Champions League. 
Football fans exhibiting inertia would let this new situation unfold without 
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protest because stopping it would require action. The status quo bias, on the 
other hand, would cause fans to actively protest because of their preference 
for the current situation over a new one. 

The status quo bias is also related to the ‘omission bias,’ which is the pref­
erence for harm caused by omissions over equal harm caused by acts. This 
is illustrated in the COVID-19 pandemic, as many people are opposed to 
vaccinations against COVID-19. In 1990, Ritov and Baron explained such 
vaccination oppositions as follows: Many people consider the risk of harm 
from vaccination as more serious than the risk of omitting vaccination, even 
when the probability that the vaccination will cause death is less likely than 
death from the disease prevented. The status quo bias shares overlap with 
other biases too, such as the endowment effect (chapter 6, Self-enhancing), 
loss aversion (chapter 4, Controlling) and sunk-cost fallacy (chapter 6, Self-
enhancing). The main findings concerning the status quo bias might thus 
also be applied to these biases. 

Secondary biases related to the status quo bias 

Omission bias—the tendency to prefer harm caused by omissions over 
equal or lesser harm caused by acts 

Inertia—the tendency to prefer the default option unless motivated to 
reject this option. 

What is the relevance of the status quo bias to organizations 
and change? 

Numerous examples of status quo bias can be seen in the organizational 
context. Take, for example, the annual budget process. As a rule, in most 
organizations, headquarters review the budget of each organization unit sep­
arately instead of exercising reallocation involving all the units. Because of 
this approach, the ‘default’ choice is to modify resource allocation only mar­
ginally (Sibony, 2019). Within organizations and teams, the status quo bias 
usually takes the form of resistance. Because deviations from the status quo 
are psychologically threatening, they are unlikely to be supported, leading to 
resistance to change. Leaders and management practitioners implementing 
organizational change have to be aware that a new situation deviating from 
the status quo can sometimes be met with resistance. The status quo bias 
might impact an organization’s competitive advantage since always sticking 
with the default option can cause it to miss out on opportunities that would 
be beneficial for business. This prohibits organizations from making progress 
and impedes learning processes. 

Search strategy 

Relevant databases were searched for the term ‘status quo’ and ‘inertia’ 
both separately and in combination with the terms ‘organisation*,’ ‘work,’ 
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‘employ*,’ ‘leader*,’ and ‘chang*.’This yielded 56 results. After removing the 
duplicates and thorough examination, 3 meta-analyses, 2 systematic reviews, 
and 13 studies were included. 

Main findings 

1. People tend to choose a default or status quo option when it is offered (Level A). 

An experimental study on the effect of the status quo bias on eco­
nomic decision-making by Samuelson and Zeckhauser (1988) found 
that when presented with a default option, people generally tend to 
choose this option. This finding was confirmed by a meta-analysis of 
48 studies by Fillion et al. (2020). In a systematic review by Ackerson 
and Preston (2009), maintaining the status quo was found to be one of 
the main reasons why women with access to healthcare still chose not 
to adhere to regular breast cancer screening. Additionally experimental 
research by Gunaydin et al. (2018) found support for the status quo bias 
in mate choice and romantic relationships. Results of their randomized 
controlled study showed that people tend to prefer traits found in their 
current partners, even when more desirable traits were given as alter­
natives. According to the authors, these findings indicate that when it 
comes to matters of the heart, we tend to love what we currently have 
(i.e., the status quo). 

2. The further a new situation differs from the status quo, the more resistance is 
experienced (Level A). 

The aforementioned study by Fillion et al. (2020) found that the further 
a situation differs from the routine (i.e., status quo) the more negative 
emotions and regret are experienced. Adding to this, Stamkou et  al. 
(2016) found in their meta-analysis of more than 1,700 participants that 
people in higher places of power within organizations were less likely to 
grant power to norm violators (dissidents to the status quo) than people 
in lower places of power. These findings could be explained by the fact 
that for people in higher places of power, the status quo would change 
more in comparison to people lower in the hierarchy when granting 
power to people challenging the status quo. 

3. Framing the status quo differently may help overcome the status quo bias (Level A). 

A systematic review on women’s choices concerning breast cancer 
screening by Ackerson and Preston (2009) found that women who 
did adhere to regular breast cancer screening tests framed their sta­
tus quo differently than women who did not adhere to regular care. 
While women who did not adhere framed their current situation as 
one where no medical procedures existed or where necessary, women 
who adhered framed regular medical care as ‘normal.’ According to 
the researchers, framing the current situation in a different light might 
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encourage adherence to proper medical care and help people leverage 
the status quo bias. Additionally, Hu and Shealy (2020) found that sus­
tainable framing by government officials affected the recommendations 
participants gave in favour of green sustainable infrastructure. In their 
study, participants who received information about a new green reso­
lution in advance were more likely to recommend a green/sustainable 
solution over a default setting (status quo). Lastly, a randomized con­
trolled study by Merriman et al. (2016) found that framing sustainable 
reforms as being financially beneficial was more effective in lowering 
resistance to change within financial organizations (as opposed to fram­
ing it in moral arguments). These findings show that different contexts 
can benefit from different kinds of framing to overcome the status quo 
bias. 

4.	 The status quo bias can be a barrier to implementing change and interventions 
and needs to be considered by managers and organizations (Level A). 

In a systematic review in 2019, Dawkins et al. identified being locked 
in the status quo to be one of the top barriers when implementing 
interventions for sustainable consumption by governments. Further evi­
dence that the status quo bias impacts change projects was found by 
Long et al. (2020), who found that having too few reviews during a 
project makes it less likely for subjects to abandon a project that should 
be abandoned. This is also partly explained by the status quo bias. 

Conclusion 

Ever since 1988, when Samuelson and Zeckhauser first identified the status 
quo bias, high-quality scientific research has been showing the effect of the 
status quo bias in our everyday lives on various aspects, such as our eco­
nomic and health decisions, our attitudes towards the environment and our 
significant others, and even in the organizational or change context. Fram­
ing can influence the status quo bias. By framing a situation differently, and 
thereby changing a person’s reference point in relation to the status quo, the 
bias can be leveraged. 

Practical reflections 

Scientific evidence shows that people have a need to maintain their current 
state of affairs, which incorporates their social norms, behavioural routines 
and daily habits. Anything that deviates from this state of affairs, or status 
quo, can be met with fear or resistance. This also applies to organizational 
members. Managers should be aware of the status quo bias and how it can 
affect people in their organizations. Leaders and practitioners are advised to 
consider the way employees perceive their current status quo and then frame 
organizational changes in a way that is more congruent with the situation, 
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thereby lessening potential fear and resistance. The status quo bias potentially 
blocks organizations from questioning their choices, leading to suboptimal 
business decisions. Therefore, leaders and change practitioners are advised to 
challenge the status quo, or to ‘create a routine to change the routine.’ 

System-justification bias 

What is the system-justification bias? 

The system-justification bias stems from the system-justification theory. 
Specifically, this bias states that people tend to maintain views of their social 
systems, and their attendant norms, rules, and social structures, and per­
ceive these as relatively legitimate, even when confronted with informa­
tion suggesting the opposite. At its core, people’s system-justification motive 
presumably arises from the psychological threat or anxiety produced by 
acknowledging that a particular system one is embedded in may be flawed 
or illegitimate (Proudfoot & Kay, 2014). Researchers Jost and Banaji first 
introduced the system-justification theory in 1994 to further explain and 
understand why some people tend to legitimize the prevailing social sys­
tems, despite these being against their interests. The theory, expanding on 
other popular social psychological theories such as social identity theory 
and social dominance theory, soon sparked interest among social psycholo­
gists and scientists, and experimental research followed soon after the intro­
duction of the system-justification theory. According to Kay and Friesen 
(2011), more than a decade of research from the perspective of system-
justification theory has demonstrated that people engage in motivated psy­
chological processes that bolster and support the status quo. Additionally, 
Kay and Friesen consider the motivated psychological processes that bolster 
and support the status quo to be highly contextual. Groups and individuals 
do not always justify their social systems but are more likely to do so under 
certain circumstances. They distinguish four categories of circumstances or 
contexts in which groups and individuals are prone to engage in system-
justifying processes: system threat, system dependence, system inescapability, 
and low personal control. 

Paradoxically, system-justification is sometimes strongest among those 
who are most harmed by the status quo (Jost et  al., 2004). This paradox 
can be explained by the logic of ‘cognitive dissonance,’ which is a form of 
mental discomfort or psychological stress that is experienced by someone 
who simultaneously holds two or more contradictory beliefs, ideas, con­
victions, or values. The discomfort or stress that results from the internal 
inconsistency motivates people to reduce the cognitive dissonance, either by 
changing the belief, justify the belief by adding new beliefs, and ignore or 
deny information that conflicts with existing beliefs. According to system-
justification theory, “people who are most disadvantaged by the status quo 
would have the greatest psychological need to reduce ideological dissonance 
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and would therefore be most likely to support, defend and justify existing 
social systems, authorities and outcomes” (Jost et al., 2003). 

In essence, the system-justification bias provides a perspective that helps 
understand social arrangements, hierarchies, and differences in status within 
and between groups, and their justification. Related to this is the social 
dominance orientation, one’s degree of preference for inequality among 
social groups. Research into social dominance shows that high social 
dominance-orientated people seek hierarchy-enhancing professional roles 
and people with a low orientation seek hierarchy-attenuating roles. In addi­
tion, social dominance orientation is related to beliefs in a large number 
of social and political ideologies that support group-based hierarchy and 
policies that have implications for intergroup relations (Pratto et al., 1994). 
Related to social dominance orientation are legitimating myths or ideologies 
that intellectually and morally justify the superiority of high-status groups in 
the existing social structure (Sidanius et al., 2001). One common example 
of system justification affecting our judgements and beliefs concerns wage 
disparities among men and women. Research suggests that women gener­
ally believe they are paid lesser than men because they do not deserve equal 
pay (Hogue & Yoder, 2003). System-justification theorists have suggested 
this illustrates how people of low-status groups incorporate their inferiority 
to justify the status quo (Jost & Hunyady, 2003). 

A closely related bias to the system-justification bias is the authority bias, 
which is the proposed tendency to attribute greater accuracy to the opinion 
of an authority figure and to be more influenced by that opinion. Despite 
the questionable research methods a well-known example of the author­
ity bias is the social psychological Milgram experiment, which allegedly 
illustrated that people tend to comply when being requested by an author­
ity figure. Presumably, the perceived legitimacy that comes with being an 
authority figure leads people to accept and obey requests by these figures 
(Ramos, 2018). This strongly relates to system-justification bias in its posi­
tion that people tend to believe in the steadiness and justness of their current 
social system. 

Secondary biases related to the system-justification bias 

Authority bias—the tendency to attribute greater accuracy to the opinion 
of an authority figure and to be more influenced by that opinion 

What is the relevance of the system-justification bias to 
organizations and change? 

The system-justification bias provides a very insightful perspective that 
helps to understand organizational behaviour and change in organiza­
tions. It contributes to the understanding of certain motives and dynamics 
in and between groups. From the perspective of organization and change, 
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it is particularly relevant to topics like resistance to change, commitment, 
cooperation, communication, organizational culture(s), and change vision. 
Organizations, teams, and subgroups within an organization can be seen as 
systems in line with this bias. As such, the bias posits that existing organiza­
tional structures and (unwritten) policies are likely to be reinforced, rather 
than questioned. This potentially prohibits the organization to learn from its 
mistakes and to engage in trial and error. 

Considering organizational change, the social justification bias provides 
insight into the psychological processes that may hinder and promote inter­
est in change. Contrary to popular belief that communicating a sense of 
organizational ‘crisis’ may provide an opportune context for instigating 
change, social justification bias suggests that generally, because deviations 
from the status quo are psychologically threatening, they are unlikely to be 
supported, especially in contexts where people’s system-justification motive 
is heightened, such as when their system is faced with external threats to 
its legitimacy (Proudfoot & Kay, 2014). Adding to this, Jost and Hunyady 
(2003) propose that system-justifying ideologies, in particular in the case of 
conflicts with other interest and motives, “serve a palliative function in that 
they reduce anxiety, guilt, dissonance, discomfort and uncertainty for those 
who are advantaged and disadvantaged”. The system justification helps to 
further understand the reasons for resistance to organizational change. 

Search strategy 

Relevant databases were searched using the terms ‘justification theory’ and 
‘justification’ both separately and in combination with the terms organisa­
tion*,’ ‘work,’ ‘employ*,’ ‘leader*,’ and ‘chang*.’ The search yielded more 
than 200 results. After removing the duplicates and thorough examination, 
0 meta-analyses, 0 systematic reviews, and 3 studies were included. 

Main Findings 

1. System-justification hinders organizational change when communicating a sense 
of organizational crisis (Level C). 

In an extensive literature review on system-justification theory, Proud-
foot and Kay (2014) investigate the implications of system justifica­
tion for the field of organizations and organizational change. Drawing 
on theoretical and empirical work on system-justification theory, 
the authors propose that people’s desire to view prevailing structural 
arrangements in a positive light may provide unique insight into the 
psychological processes that may hinder and promote interest in organ­
izational change. “Stemming from the basic idea that people have a 
desire to defend and legitimize the current state of affairs, research 
emerging from social justification theory demonstrates that, generally, 
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because deviations from the status quo are psychologically threatening, 
they are unlikely to be supported, especially in contexts where people’s 
system-justification motive is heightened, such as when their system is 
faced with external threats to its legitimacy” (Proudfoot & Kay, 2014). 

2. System-justification motives can override ego and group justification motives 
(Level C). 

In a 2004 extensive literature review, Jost et al. integrated 10 years of 
research on system-justification. The available empirical evidence shows 
that members of groups that are low in socioeconomic success usually 
score higher than members of groups that are high in socioeconomic 
success on measures of right-wing authoritarianism (Altemeyer, 1981), 
political conservatism (Stacey & Green, 1971), power distance (Hofst­
ede, 1997), and the belief in a just world (Hunt, 2000). This evidence 
contradicts prevailing assumptions that social and political attitudes gen­
erally reflect self-interest and group membership. Based on these find­
ings, the authors conclude that the motives for system justification can 
be so strong that they override the ego and group justification motives 
associated with the protection of both individual and collective interests 
and esteem (Jost et al., 2004). 

3. System justification is a significant barrier in achieving equal opportunities in an 
organizational context (Level C). 

An experimental study by Phelan and Rudman in 2011 examined 
whether system justification results in resistance to companies that pro­
mote diversity and equal opportunity. Findings indicated that system 
justification is a significant barrier to achieving equal opportunities in 
the organizational context, as it fosters resistance to social policies that 
use affirmative action to promote equal opportunity for women and 
minorities (in terms of race, colour, religion, sexual orientation, etc.). 
According to the authors, as system justifiers are motivated to perceive 
society as fair and just, they resist social-change policies designed to 
reduce inequality and thereby improve society’s fairness. 

Conclusion 

Based on the research regarding system justification and social change, it 
can be concluded that the system-justification bias is very relevant and 
useful for the field of management and change. The research shows that 
system-justification may hinder organizational change and helps to explain 
resistance to change and how motives on the system, group, and individual 
level interact with one another in social contexts. It is presupposed that 
system-justification can even be stronger than the inclination to act in one’s 
self-interest and group membership. Desirable changes such as improved 
equality and diversity can also be hampered by the system-justification bias. 
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This makes it possibly harder to attain commitment for changes with con­
ceivable negative side effects. 

Practical reflections 

In managing change, leaders and change agents have to be aware of the 
system-justification bias and its possible consequences. Richter and König 
(2017) specifically warn of the adverse effects of system-justification in the 
face of downsizing, as system-justifying tendencies might reduce feelings 
of guilt and moral outrage and may therefore inhibit support of those suf­
fering from layoffs. Additionally, the legitimization of downsizing might 
worsen organizations’ treatment and care of the employees who lose their 
jobs because of downsizing and, as a result, impede the development of a 
fair layoff culture. Justifying downsizing as inevitable, for instance, might 
provoke a lack of interpersonal sensitivity while implementing layoffs. On 
a more general note, understanding the concept of system justification may 
prompt leaders and change agents not to take reactions to change initiatives 
at face value, particularly when those reactions come from people lower in 
the hierarchy. The system-justification bias helps understand why and how, 
and by whom, the dynamics of change are sometimes thwarted by the sta­
bility in insights, hierarchy, and positions desired by individuals and groups 
involved. 
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organizational behaviour 

and change
 

Cornell Vernooij, Judith Stuijt, Steven ten Have, 
and Wouter ten Have 

Introduction 

Humans are social animals, and change is a social process. To understand 
this social process and explain the thoughts, feelings, and behaviours of indi­
viduals, knowledge of how people are influenced by the presence of others 
is crucial. Social psychology, being the scientific attempt to do so, is thus 
essential for effective (behavioural) change. In a continuous endeavour to 
make sense of the world and understand themselves and their surround­
ings, humans make predictions about what will happen next and create 
theories to explain events or behaviours about themselves and others. Their 
predictions and theories, however, are not as formalized as those of a pro­
fessional scientist. Instead, people see the world through their own lenses, 
based on their uniquely organized systems of construction, which they use 
to anticipate events or behaviours. As humans are prone to making irrational 
mental shortcuts, they do not conform to the economists’ theoretical model 
of rational decision-making. The systematic, nonrandom, and predictable 
deviations from economic reality are called biases. An organization is exclu­
sively made up of and governed by humans that are all embodied with biased 
thinking, which makes organizations eminently prone to biased behaviour. 

The preceding sentences were the leading notions in the first chapter. They 
may seem obvious and self-evident, but practice and science suggest other­
wise. The reality of businesses and institutions leaves little to no room for rec­
ognizing and acknowledging these biases, as organizations are understood to 
perform objectively, resolutely, and effectively based on their purpose—their 
economic or social remit—and to change where required (Bower, 2000). 
Change management literature shows that subjects such as collaboration, 
decision-making, resistance to change, participation, and culture are crucial 
for this field of research and its organizational context. Almost without excep­
tion, cognitive and social biases, by influencing human thinking, feeling, and 
behaviour, provide the insights and knowledge that are helpful, if not essential, 
to understand, optimize, or reduce these subjects if necessary. 

The essential basis of each profession and each science exists in its ‘body 
of knowledge,’ the systematic and validated formal knowledge (Greenwood, 
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1957; Barber, 1963; Freidson, 1973; Abbot, 1988). The process we started 
was focused on collecting, analysing, and presenting or making available 
knowledge relevant to organizational behaviour and change in an encyclo­
paedic, coherent, and evidence-based way. By doing so, we contribute to 
diminishing, the meta-bias that fosters all biases—the bias blind spot, which 
causes people to believe they are less biased in their judgements than others 
(see chapter 1 for an elaboration on the bias blind spot). Creating awareness 
of biased behaviour in a person helps reduce the possible negative effects of 
biases. This book helps create knowledge and awareness regarding biases, 
which can subsequently be used to create meaningful and effective interven­
tions within organizations to reduce the possible negative effects of biases or 
leverage the positive effects of biases. 

As stated in chapter 1, while we are writing this book, we felt supported 
by standing on the shoulders of giants. Kahneman and Tversky and other 
scientists have done considerable valuable research and have shown us the 
irrationality in human behaviour. While referring to organizational behav­
iour and change, we, stand on another group of giants with strong shoulders 
like Lewin, Schein, Weick, Argyris, and Oreg, who have built change man­
agement as a discipline primarily from the (social) psychological perspective. 
We once more want to express our gratitude to all scholars that added to the 
establishment of this base of knowledge. In writing this book, we have made 
use of and built upon the knowledge and understanding of major thinkers 
who have gone before us. In chapters 3–7, we presented the results of our 
systematic research process. This last chapter is dedicated to integration and 
reflection: What are the lessons and insights and their relationships from all 
the biases for the field of organizational behaviour and change management? 
What does a more evidence-based, systematic, and integrative approach 
bring to practice and research? 

A story of social motives, biases, organizational 
behaviour, and change 

Chapters 3–7 contain 29 primary cognitive and social biases. They were cat­
egorized into five core social motives—understanding, controlling, trusting, 
self-enhancing, and belonging—and comprised five short stories. Taken 
together, they make up the story of the social motives, biases, organizational 
behaviour, and change: 

Understanding 

Understanding is the need for shared meaning and prediction. People 
are naturally motivated to understand, predict, and give meaning to their 
environment, as this enables their functioning and survival in groups. This 
also accounts for people within the organizational and change context; 
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understanding relates to several important topics; for example, organiza­
tional mission culture, change vision, and resistance to change. In an urge 
to understand the world around them, people rely on mental shortcuts; 
tend to be selective about the information they attend to; and focus spe­
cifically on things that are emotional, arousing, and personally relevant to 
them (attentional bias). In forming judgements about probabilities or fre­
quencies, people seem to rely on comparable instances that come to mind 
(availability bias). People also falsely assume that multiple specific condi­
tions are more probable than a single generic one (conjunction fallacy). 
The way a message is framed influences people’s perceptions, evaluations, 
and decisions, and people are specifically influenced when messages contain 
emotional information (framing effect). Priming is a valid phenomenon 
in social interactions. When people are primed with certain stereotypical 
information, they rapidly form a mental categorization of the other and 
make social judgements according to that social category (priming effect). 
Recent information is generally weighed more heavily than preceding 
information when forming judgements (recency effect). In social judge­
ments specifically, physically attractive people are generally evaluated more 
positively those that are not (halo effect). Lastly, there are signs that people 
evaluate those they perceive to be similar to them in a more favourable light 
(similarity bias). 

Controlling 

Controlling is the need for perceived contingency between behaviour and 
outcomes. A certain sense of control urges people to improve or learn from 
past or present situations to increase their control even further. In times 
of organizational change, people may find their existing sense of control 
and competence challenged or threatened. The replacement or adjust­
ment of routines, habits, cultural patterns, and cognitive schemes necessary 
for change could lead to serious stress and resistance to change. To foster 
their sense of control, people tend to overestimate the degree of control 
over events that are in essence uncontrollable (illusion of control). The 
heightened perception of control and competence spans over past, pre­
sent, and future situations. For instance, people tend to overestimate their 
foresight knowledge of an event after the event has occurred, with the 
potential repercussions of overestimating the responsibility of others and 
limiting (organizational) learning (hindsight bias). The longing for control 
is also present in decision-making. People might sometimes tend to seek 
more and more information, even when it cannot affect the outcome of 
the decision (information bias). Furthermore, in most cases, people attach 
more weight to avoiding losses than to acquiring equivalent gains (pros­
pect theory). Lastly, people tend to prefer smaller immediate rewards over 
larger later rewards, which is associated with impulsive, risk-taking, and 
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procrastinating behaviour (delay discounting). Notwithstanding the popu­
lar belief that people are prone to display more risk-taking behaviour when 
safety measures are in place, scientific research has not found support for 
this claim (risk compensation). 

Trusting 

Trusting is the need to view others as basically benign and to see the world 
as a benevolent place. Trust in leadership as well as organizational trust have 
beneficial effects on commitment, job satisfaction, and performance. Con­
versely, a lack of trust in the organization’s leaders may hinder change by 
causing or aggravating resistance to change. To be able to have confidence 
or faith in the people and the world around us, people rely on several mental 
shortcuts. People tend to prefer information because of repeated exposure to 
that information (mere exposure effect). Thus, to create trust, organizational 
leaders should increase their own visibility as leaders of the change and that 
of the change in the organization. People tend to judge the trustworthiness 
of information by relying on the - either positive or negative - valence of 
information. They put greater weight on negative events or stimuli com­
pared to positive instances (negativity bias). As people perceive themselves to 
be more likely to experience positive events compared to others (optimism 
bias), they are likely to become overly optimistic about the time they need 
to complete a certain task. People make (inaccurate) decisions by assigning 
causes to their own behaviour and those of others (attributional bias). Better 
understanding of attributions can help design and develop well-thought-out 
and contextual, sensitive, and sensible ‘paths to change’ and to being more 
able to deal with resistance to change. 

Self-enhancing 

Self-enhancing is the need to view the self as basically worthy or improv­
able. In an organizational context, self-enhancement is related to change 
vision, change capacity, commitment and resistance to change, coopera­
tion, leadership, and culture. People want to feel good about themselves 
and see themselves in a positive light. To be able to do so, they rely on 
several mental shortcuts. When making judgements, they tend to rely on 
their own perspectives versus those of others (egocentric bias). This can 
be lessened by providing feedback, treating people fairly, and training/ 
remembering (e.g., by nudging or exemplary behaviour) to help perceive 
certain situations from other vantage points. People are overly confident in 
themselves and the social group they identify with (overconfidence effect). 
Forming diverse teams and organizing activities enhancing organizational 
identity (e.g., team-building exercises) or informational campaigns could 
help to reduce this tendency. Furthermore, people seem to tend to seek 
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out, interpret, favour, and recall information consistent with their own 
expectations (confirmation bias). To minimize its influence, firms and lead­
ers should communicate changes in a vivid, in-depth way regarding the 
purpose of the change. For group discussions, it could be wise to appoint 
someone a devil’s advocate. While testing or analysing change initiatives, 
people influence the research outcomes through their own convictions and 
expectations (experimenter bias). Double-blind research techniques can 
help reduce this. People prefer retaining an object they possess rather than 
acquiring the same object if they do not own it (endowment effect). This 
leads to the tendency of attaching a higher value to objects when owned. 
Becoming aware of these dynamics and the role of both selling and buy­
ing parties is likely to minimize the effect. While making decisions, peo­
ple tend to continue an already initiated endeavour because of the time, 
effort, or money they have invested (sunk-cost fallacy). Barriers can be 
implemented to overcome this, such as activating a decision-maker’s need 
to externally justify the project-related decisions, distributing responsibil­
ity to various decision-makers, or stimulating to focus on alternatives and 
consider opportunity costs. 

Belonging 

Belonging—the need for strong stable relationships—is the central and most 
fundamental core social motive. It can be seen as the essence of human 
motivation. The formation and sustainability of social connections are the 
most powerful, universal, and influential human drives. The need to belong 
shapes human emotion, cognition, and behaviour. Belongingness is related 
to change and management topics such as mission, leadership, organizational 
culture, resistance to change, commitment, compliance, change capacity, 
and vision. As people have the urge to connect with and belong to a group, 
they tend to converge their thoughts, feelings, or behaviour towards a social 
or group norm (conformity). By having critical norms, groups can increase 
the quality of decision-making. People also want to maintain harmony and 
conformity in a group, which can lead to faulty decisions (groupthink). 
Clarity about the reasons for forming the group and setting clear group 
goals can minimize the tendency to engage in groupthink. Additionally, 
people tend to show socially desirable behaviour (social desirability bias), 
which may overshadow negative feelings when faced with an organizational 
change. This can be overcome by stimulating alternative opinions and voices 
of dissent. People tend to have a clear preference for the current state of 
affairs (status quo bias), and anything that deviates from this state of affairs 
can be met with fear or resistance. Actively challenging the status quo could 
help to reduce this bias. Lastly, people seek to maintain views of their social 
systems as relatively legitimate even when confronted with information sug­
gesting the opposite (system-justification bias). 
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Overview of biases and their probability 

The preceding story contains essential conclusions to be able to understand 
and explain how individuals’ thoughts, feelings, and behaviours are influ­
enced by the presence of others. Incorporating the conclusions from 29 
primary biases into one story is a huge step. From thousands of scientific 
articles to conclusions in about 170 pages in chapters 3–7, to approximately 
a story 1,500 words. At the same time, it still is a whole lot to grasp, com­
prehend, and remember. For reasons of clarity and oversight, we therefore 
assembled the primary biases in one overview (see Table 8.1). 

As we concluded in chapters 3–7, the quantity and quality (level of evi­
dence) of scientific research per bias vary. Therefore, we provided each of 
the biases with a probability level (addressed in an additional column in 
Table 8.2). This probability level indicates the degree to which we reason­
ably assume that, based on all the evidence gathered, the bias is likely to 
occur in human thinking. We, as the authors and research team, analysed 
the level of evidence of the main findings and assigned a probability level 
(ranging from ‘−’ to ‘+++’) to each bias to provide this indication. We did 
so based on the appraisal criteria as developed by the Center for Evidence-
Based Management (Barends & Rousseau, 2018); see Table 2.3 and for fur­
ther explanation, see chapter 2. 

In Table 8.1, approximately 20 primary biases are assigned the probabil­
ity levels, ‘++’ or ‘+++.’ This means for each of these biases we assume 
based on scientific evidence that it is likely, or more than likely, to influence 
human thinking. For approximately 10 primary biases, with the indication 
‘+/−’ or ‘+’ we have to be cautious about drawing definite conclusions (‘it 
could be’ or ‘there are signs that’). One indication of ‘−’ given to risk com­
pensation catches the eye. Notwithstanding the popular belief that people 
would display more risk-taking behaviour when safety measures are in place, 
scientific evidence shows the opposite effect. 

Table 8.1  Elaboration on Evidence Levels and Probability Levels 

Evidence level Methodological Estimated Interpretation Probability level 
appropriateness trustworthiness 

A High 90% It is shown that +++ 
. . . 

B Moderate 80% It is likely that ++ 
. . . 

C Limited 70% It could be that + 
. . . 

D Low 60% There are signs +/­
that . . . 

None NA NA We cannot -
assume that 
. . . 
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 Table 8.2 Overview of Biases and Their Probability Levels 

Belonging 

Bias What does this bias say? Probability level 

Conformity People tend to convergence their thoughts, +++ 
feelings, or behaviour towards a social or 
group norm 

Groupthink Groups tend to have the desire to maintain + + 
harmony and conformity in the group 

Social desirability bias People tend to report their behaviours in a + + 
manner that will be viewed favourably by 
others 

Status quo bias People are prone to have a clear preference for + 
the current state of affairs 

System-justification People tend to maintain their social systems— + 
bias their attendant norms, rules, and social 

structures—and see them as legitimate, 
even when confronted with information 
suggesting the opposite 

Understanding 

Bias What does this bias say? Probability level 

Attentional bias People tend to be selective in the information + + + 
they attend to 

Availability bias People judge the frequency or prevalence +/­
of events by the ease with which relevant 
instances come to mind 

Conjunction fallacy People tend to assume that multiple specific + + 
conditions are more probable than a simple 
generic one 

Framing effect The way a message is presented to people + + 
influences perceptions, evaluations, and 
decisions 

Priming effect The introduction of one stimulus influences + + 
how people perceive and respond to a 
subsequent stimulus 

Recency bias People are prone to give more weight to + + 
recently presented information over earlier 
presented information 

Halo effect Positive impr essions of a stim ulus in one area + + 
positively influence per  ceptions of that 
stimulus in other areas 

Similarity bias People evaluate others they perceive as similar +/­
to them in a more favourable light 

Controlling 

Bias What does this bias say? Probability level 

Illusion of control People tend to overestimate the degree of + + 
control over uncontrollable events 

Hindsight bias People tend to overestimate their foresight + + + 
knowledge of an event after the event 
occurs 
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Information bias People tend to seek more information even +/­
when it cannot affect the outcome 

Risk compensation People are prone to display more risk-taking -
behaviour when safety measures are in place 

Prospect theory People tend to prefer avoiding losses to + + 
acquiring equivalent gains in decision-
making 

Delay discounting People tend to prefer smaller immediate + + + 
rewards over larger later rewards 

Trusting 

Bias What does this bias say? Probability level 

Mere exposure effect People tend to develop preferences for things + + + 
they are familiar with 

Negativity bias People tend to give more weight to negative + + + 
information compared to positive 
information 

Optimism bias People tend to perceive they are more likely + + + 
to experience positive events than others 

Attributional bias People tend to make systematic errors when + + 
assigning causes to their own behaviours 
and those of others 

Enhancing-self 

Bias What does this bias say? Probability level 

Egocentric bias People tend to rely on their own perspective + 
and have a higher opinion of themselves 
than reality reflects 

Overconfidence People tend to be overbearing regarding + 
effect the accuracy of their judgements or their 

abilities 
Confirmation bias People tend to prefer information that is + 

consistent with their own prior beliefs and 
expectations 

Experimenter bias Experimenters or observers tend to influence + + + 
their participants, data, or outcomes 

Endowment effect People tend to attach a higher value to objects + 
when they own these objects 

Sunk-cost fallacy People tend to continue an endeavour once + + + 
an investment in money, effort, or time has 
been made 

An evidence-based perspective on change management 

In addition to the theoretical and conceptual or more deductive contribu­
tion of cognitive and social psychological biases to organizational behaviour 
and change, we gathered specific evidence. This was done to feed change 
management from the inductive or empirical perspective with evidence that 
resulted from the application of cognitive and social psychological biases 
in the organizational context correlated to change management topics and 
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 Table 8.3 Change Management Topics 

Mission, vision, strategy Performance management Resistance 

Leadership Change capacity Commitment 
Culture Change vision Cooperation 
Structure Teams/team development Participation 
Systems Communication 

issues. Reflecting from the perspective of organizational behaviour and 
change, the question for each bias was what the specific relevance could be 
(section 2 of the REA format, see chapter 2). The perspective was opera­
tionalized by using a set of change management topics, resulting from earlier 
evidence-based research and a team analysis (Ten Have et al., 2016). The 
topics are displayed in Table 8.1. These topics were also used in describ­
ing the conclusion and/or practical reflections with regard to each bias and 
change management (sections  5 and 6 of the REA format). In this final 
chapter, we give five illustrations or examples, one per core social motive, 
by presenting an exemplary bias and a summary of the specific evidence. 

Understanding—Framing effect 

As a bias related to the core social motive of understanding, the framing 
effect provided a set of relevant insights based on evidence specific to the 
organizational context. It is relevant to topics such as mission, vision, and 
strategy, change vision, communication, culture, cooperation, and com­
mitment. The basic notion is that how a message is presented influences 
people’s perceptions, evaluations, and decisions. The evidence shows that 
during decision-making processes, people are influenced by frames, and 
frames are more persuasive when they induce stronger emotions. Also, loss 
framing is likely to be more effective for stimulating behavioural change 
than gain framing. In communicating the rationale for the change, focusing 
on what’s at stake or what there will be missed if the organization fails to 
act (i.e., creating a sense of urgency) can help incite people to take action. 
However, some caution is warranted in the usage of negative frames to cre­
ate a sense of urgency, especially on the long term. Negative frames can 
help create urgency and can help incite people to take action; however, 
in the long run, they can also create an atmosphere of negativity. Positive 
frames, on the other hand, mirroring positive emotions and feelings, create 
more self-efficacy and action control in dealing with changes and challenges, 
stimulating change, and improving performances for a longer period. 

Controlling—Illusion of control 

The illusion of control is related to the core social motive of controlling. 
The basic notion of the bias is that people tend to overestimate their degree 
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of control over uncontrollable events. The bias is relevant to leadership, 
performance management, change vision, change capacity, and commit­
ment. The illusion of control appears constantly in various situations, even 
when the different conceptualizations and methods are considered. For the 
organizational context, the evidence indicates that a strong perception of 
organizational control by top management could lead to an overestimation 
of the success of their organization in forecasts due to inadequate risk assess­
ment, which can lead to unattainable organizational goals and all related 
consequences. A proper forecast ability, on the other hand, can be seen as a 
competitive advantage, which in turn could lead to above-average perfor­
mances. A possible way to mitigate this bias could be a heightened level of 
awareness of the illusion of control through education, training, and discus­
sion of potential situations in which an illusion of control may appear. This 
way leaders and employees can, in that case, focus more on the things they 
have control over instead of wasting time on uncontrollable variables. 

Trusting—Optimism bias 

The optimism bias is related to the core social motive of trusting. Peo­
ple tend to perceive that they are more likely than others to experience 
positive events. The optimism bias is related to change management topics 
such as mission, vision and strategy, leadership, performance management, 
teams/team development, and communication. Organizations falling prey 
to the optimism bias are inclined to engage in high-risk decision-making 
and venture into loss-making activities. Furthermore, the evidence shows 
that group discussions heighten the group members’ tendency to be overly 
optimistic about the time they predict to need to complete a certain task. It 
would, therefore, be useful for organizational leaders to be aware of this bias 
and its possible impact on their business. In this way, this cognitive error can 
be prematurely recognized before exerting its influence on the organization. 
Forming concrete action plans that specify when, where, and how to act to 
reach goals seem particularly helpful in reducing the effects of this tendency 
on organizational planning. 

Self-enhancing—Sunk-cost fallacy 

The sunk-cost fallacy, related to the core social motive of self-enhancing, 
provides relevant insights for the organizational context, and specifically 
decision-making behaviour. The basic notion is that people tend to con­
tinue an endeavour once they have invested money, effort, or time into 
it. The sunk-cost fallacy relates to structure, systems, performance man­
agement, resistance, commitment, cooperation, and participation. The evi­
dence shows that people are influenced in their decision-making by earlier 
investments made. Barriers can be implemented to overcome this, such as 
activating a decision-maker’s need to externally justify the project-related 
decisions, distributing responsibility to various decision-makers, or stimulat­
ing to focus on alternatives and consider opportunity costs. 
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Belonging—Conformity 

Conformity relates to the social core motive of belonging. People tend to 
converge their thoughts, feelings, or behaviour towards a social or group 
norm. It is relevant for change management topics such as teams/team 
development, culture, commitment, cooperation, and participation. Not­
withstanding the potential negative effects of conformity, being part of a 
group does not have to be negative, as groups can fulfil socially intrinsic 
human needs. An excess of conformity that impedes critical thinking can 
have a negative impact on the overall quality of decision-making and might 
increase groupthink. Peer pressure, which can occur if a person wants to 
be or remain part of the group, can have specific negative effects on the 
productivity of men (especially when they are paid fixed wages). The evi­
dence shows that groups can increase their quality of decision-making by 
having critical norms within the group. This can, for instance, be created 
by appointing someone to play the devil’s advocate (on a rotating basis). 
Additionally, having norms that focus on the self and self-enhancement can 
decrease conformity, but this can have other negative effects such as ego­
centric behaviour. 

Developing the change management framework from 
the perspective of biases 

The categorization based on Fiske’s core social motives provides an ini­
tial framework that helps structure, relate, and integrate the numerous 
findings from the 29 biases with the purpose of (further) developing the 
knowledge on the biases and their application in change management. 
From the perspective of education, science, and practice, there are at least 
three reasons for continuing to conceptualize biases in a model regarding 
the core social motives and the change-competence model. The first was 
already introduced in chapter 2. Research (Gage & Berliner, 1992) shows 
that students who study models before a lecture may recall as much as 
57 percent more on questions concerning conceptual information com­
pared with students who receive instruction without the advantage of see­
ing and discussing the models. The second is inspired by Bower (2000), 
who states: “It is one thing to recognize that a corporation is a complex 
non-linear system interacting with a very rich and changing environ­
ment. It is another to provide a map of that system that permits managers 
to act in an intentionally rational fashion.” From the change management 
perspective, we had already developed an initial version of such a map 
(Ten Have et al., 2015). The map or model of change competence and 
the purposive change (“what it should be and how it should be accom­
plished” and the combination of ‘change vision’ and ‘change capacity’) of 
Bower (2000) has already been introduced in chapter 2. Chapters 1 and 
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2 also have the perspective of social psychology with the five core social 
models visualized in the same way as the change-competence model, 
with the two lemniscates (Ten Have et al., 2019). In this book, we have 
provided a new layer on top of both models and have deepened the body 
of knowledge of change management by enriching it with cognitive and 
social biases. 

The third reason for a model is related to the first two reasons, and in 
particular the second, and has to do with the interrelatedness between 
the social psychological motives, biases, and factors of organizational 
behaviour and change. The motives can be seen as interrelated in posi­
tive or negative ways, in terms of synergies or trade-offs, and as pro­
tagonists and antagonists. To illustrate this, one can imagine a synergy 
between understanding and controlling, that a lack of trust can hamper 
a feeling of belongingness, and that there could be a trade-off between 
controlling and trusting. The same can be said about biases. For instance, 
people who are strongly influenced by the negativity bias are most likely 
to also be prone to loss aversion (prospect theory). Another interplay 
between biases is that the behaviour of people affected by the status 
quo bias can be altered by framing the status quo differently. Based on 
the interrelatedness and combinations of the biases and the core social 
motives, the right use of the model can result in a model that is larger 
than the sum of its parts. 

The change-competence model and the core social motives can be 
assembled on top of each other, as has been shown in chapter  2. Fig­
ure 8.1 gives an example of five change management topics that are each 
specifically related to one or more of the five factors of the model. Mis­
sion, for example, is positioned in the field of the rationale and under­
standing, because a mission is the grand story of why an organization 
exists and what its goals are. Performance management is related to effect 
in combination with focus. It is directed at managing and controlling 
the organizational goals, which can be extracted from the organizational 
strategy. Structure is placed in the focus and trusting factor because an 
adequate structure creates psychological safety in the organization due to 
clear roles, rules, and guidelines. Resistance can be caused by a variety of 
reasons, spread over the five factors of the model, but generally comes to 
the surface in the factor energy. As said earlier, an organization is made 
up of (irrational) people and without the contribution of these people 
there would be no organization or change possible. The final topic is, 
teams, which is placed under connection in combination with focus. 
Teams are essential building blocks in organizations and belongingness to 
solid teams is therefore paramount. In this chapter, we illustrate how the 
aforementioned changemanagement topics can be better understood by 
using social psychological biases and providing a limited but illustrative 
set of examples. 
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RATIONALE 
(understanding) 

ENERGY 
(self-enhancing) 

EFFECT 
(controlling) 

FOCUS 
(trusting) 

CONNECTION 
(belonging) 

3. Structure 

1. Mission 

4. Resistance 

2. Performance 
management 

5. Teams 

Figure 8.1	 The Change-Competence Model Enriched with the Core Social Motives 
and One Related Change Management Topic Per Factor 

Table 8.4 Change Management Topics, Social Motives, and Social Psychological Biases 
Illustrated 

Change Management Topic/Factor Core Social Motives(s) Social Psychological Bias 
(illustration, Examples) 

1. Mission  (strategy) Understanding Attentional bias 
2. P erformance management Controlling Prospect theory 

(management) 
3. Str ucture Trusting Optimism bias 
4. Resistance  (leadership) Self-enhancing Confirmation bias 
5. T eams (culture) Belonging Groupthink 

Example 1: Mission, vision and strategy, and attentional 
bias 

In starting a change process, a clear rationale as part of the “what should 
it be” question of Bower (2000) and his ‘purposive change’ is helpful and 
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important, if not necessary. The mission of the organization provides a rel­
evant point of reference for Bower’s purposive change, which by definition 
has to contribute to the mission and must fit the purpose. Having a mission 
in itself is not sufficient to satisfy the core social motive of understanding, the 
need for shared meaning and orientation. One of the often-heard critiques 
in practice that does not resonate is that the mission (or a strategic or change 
vision) is well formulated and coherent but does not move people. An ener­
gising, inspiring vision (the picture that drives all the action) could be key 
to mobilizing support (Belasco, 1990). In change processes, attentional bias 
helps understand why having a sense of mission that resonates with people 
is crucial for getting people ‘on board’ with the change. As the specific evi­
dence on attentional bias shows, people tend to focus more on messages that 
are arousing and highly relevant to them. To capture organizational mem­
bers’ attention and, consequently, mobilize support for the change, leaders 
and managers should use positive, powerful language and make sure that 
their word usage aligns with the perception, interests, and emotions of their 
employees. In this way, they capture their employees’ attention and can, in 
turn, positively influence employees’ attitude towards change. Storytelling, 
which is the technique of incorporating inspiring stories and story structures 
in communicating organizational change, is a powerful tool to do this. 

Example 2: Resistance to change and confirmation bias 

Resistance to change has many causes and can take different forms. It can 
be related to all five change-competence factors as well as all five core social 
needs. For example, a weak rationale for change will not help the develop­
ment of shared understanding, and, if a change process does not satisfy the 
need for self-enhancement, energy will leak away. Avoiding resistance is 
difficult, if not impossible to accomplish. As Maurer (2010) states: “Pro­
gress without resistance is impossible. People will always have doubts and 
questions. Even when you are the champion of change, you will still have 
doubts. Will this really work? Have I  given the idea sufficient thought? 
Resistance is a natural part of any change.” Even so, resistance to change 
cannot be avoided, it is worthwhile to understand how to minimize its 
influence. A bias that is essential to understand resistance to change is con­
firmation bias. According to the conformation bias, people are more prone 
to seek out, interpret, favour, and recall information that is consistent with 
their own expectations. Changing initial beliefs takes a considerable amount 
of time and effort, and thus people tend to disregard new, alternative ideas, 
or perspectives. People in organizations confronted with change initiatives 
that are not in line with their own existing mental framework are likely to 
resist change and could be difficult to persuade. It is helpful to understand 
this bias and its underlying mechanisms to be better able to deal with factual 
or possible resistance. As scientific evidence indicates, presentations prompt­
ing a deeper, more analytical, and critical processing of the information 
could reduce the confirmation bias. As such, in communicating about a 
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change, it is advisable to make presentations and methods to ensure ana­
lytical and critical processing, such as organizing subgroup discussions, in 
which in-depth explanations can be given and questions can be answered. 
In addition, leaders and managers are advised to take note of certain situ­
ations in which the confirmation bias is most likely to exert its influence; 
for example, situations in which individuals tend to be highly motivated to 
voice their own point of view or defend their arguments. In these situations, 
it is advisable to appoint someone to play the devil’s advocate. 

Example 3: Structure and optimism bias 

Structure—not only meaning organizational schemes or organograms but 
also systems, procedures, responsibilities, and roles—is strongly related to the 
core social motive of trusting. The optimism bias gives valuable insights into 
why structure and systems, as part of the factor focus, are important. The 
optimism bias posits that people tend to perceive they are more likely than 
others to experience positive events. This bias can have detrimental effects 
on the planning and execution of projects by causing an overestimation 
of benefits or financial gains, and underestimation of costs or completion 
time. This is where clear and aligned systems, procedures, responsibilities, 
and roles play an important role. They provide organizational structure and 
specific guidelines, which aim at countering the unwanted consequences 
of unbridled optimism, such as engaging in high-risk decision-making and 
investments in loss-making activities and executing poor project planning. 
For example, while planning for a certain (change-) project, managers, or 
project leaders should be aware of the effects of the optimism bias on time 
judgements, since employees tend to be overly optimistic regarding their 
estimates of the time it will take to complete the project (-phase). To com­
bat this, it is advisable to provide structure; for example, forming concrete 
action plans that specify when, where, and how to act to reach particular 
goals. 

Example 4: Performance management 
and prospect theory 

Performance management is related to both the running and changing of 
organizations. From a social psychological perspective, performance man­
agement is strongly related to the social motive of controlling. People need 
perceived contingency between behaviour and outcomes (Fiske, 2004). 
Prospect theory helps understand how effect, through controlling, works 
in organizational and change contexts. It deepens the insights into change 
and behaviour by shedding light on an important cognitive mechanism. The 
prospect theory states that people tend to prefer avoiding losses over acquir­
ing equivalent gains, which is illustrated by the well-known phrase “losses 
loom larger than gains.” This can be translated to performance management. 
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For example, framing certain job tasks as being preventative of organizational 
failure (loss framing), can be effective in enhancing employee productivity. 

Example 5: Teams and groupthink 

Teams and team development become essential when we understand that it 
is deeply related to the most fundamental core social motive—belonging. 
The need for strong, stable relationships is a, if not the, defining characteris­
tic of humans as social or organizational animals. For the organizational con­
text, from a social psychological perspective, groupthink is important for the 
need to belong as such, and for teams and team development in particular, as 
it influences the behaviour of the individual and the team. Groupthink is the 
social psychological phenomenon that occurs when the desire of members 
to maintain harmony and conformity in a group results in faulty decisions. 
Several guidelines can help reduce groupthink; for example, making use of 
a critical reviewer, not allowing individuals to express their preferences in 
advance, planning open sessions to reconsider alternatives, stimulating hon­
est consideration of all alternatives, and forming subgroups to allow a more 
detailed discussions. 

Notions and thoughts about our journey so far 

The purpose of our research and book is to provide scientists and practition­
ers with the best available evidence linking biases to organizational behav­
iour and change. This research and book do not stand by themselves. We 
regard this book and our earlier projects as a journey in the development 
of change management in an evidence-based way of working. Our book 
Reconsidering Change Management (Ten Have et  al., 2016) was a ‘stopping 
place’ and ‘starting point’ for the next stages of the journey towards effective 
change management to make better organizations that work and contribute. 
We accomplished this by collecting, analysing, and presenting the scientific 
research and insights available, focusing on more, better, relevant, and useful 
or helpful evidence for practice (and science). 

The subsequent book The Social Psychology of Change Management (Ten 
Have et al., 2019) had the same focus and can be seen as the next stage of the 
journey. In this book, we presented 40 social psychological theories relevant 
to change management in an encyclopaedic, coherent, and evidence-based 
way. It can be seen as the driving force of our current destination: Organi­
zational Behaviour and Change Management—The Impact of Social and Cognitive 
Biases. With this book, we have reached the next ‘inn’ where we tell our 
story and share our experiences, the insights, and the evidence we gathered 
with other travellers, so they are possibly better prepared for the next stages 
of their scientific or practical journey. 

About the next stages, the question from a research and methodological 
perspective could be “What’s next?” The short answer is: making more, 
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better, relevant, and useful evidence available for the science and practice 
related to change management; that is, providing additional evidence in 
terms of quantity, level (of evidence), specificity, and fitness for the purpose. 

Notions and thoughts for future research 

Reflecting on the results of our research, we formulate thoughts and notions 
that may be helpful in the way forward. To begin with, related to the field 
of change management, we have the conceptual and empirical insights of 
29 biases. This base of evidence can be further exploited and developed 
in future research. Thus, the evidence regarding the biases in themselves 
(i.e., not specifically related to organizational behaviour and change) will 
develop further. This will provide additional insights also relevant to organi­
zational behaviour and change. This book shows that there is a large poten­
tial regarding the specific relationship between social psychological biases 
and the context of organization behaviour and change. Of course, we hope 
that this will motivate researchers to ‘dive deeper’ into biases and the specific 
context of organizational behaviour and change. In addition, we look at the 
experience of practitioners as an important source of evidence, which needs 
further exploration from the perspectives of a researcher and a practitioner. 
Through reflection by practitioners and with the help of scientists, the evi­
dence can be made available and provided to other practitioners. 

Lastly, we have a more practical suggestion for future research. In our 
research, we used the rapid evidence assessment (REA) method. A REA, 
by applying a systematic review method to search and critically appraise 
studies, provides a balanced assessment of what is known in the scientific 
literature. For REAs used in this book, concessions have been made in terms 
of the breadth and depth of the search process, to be able to make it rapid. 
This includes the exclusion of articles not written in English. This results 
in a predominantly Western orientation of this book and its main findings. 
We have not focused on the manifestation of social psychological biases in, 
for example, Eastern or Asian cultures. Therefore, it is valid to question 
whether the main findings yielded can be universally applied to other cul­
tures, or if cultural differences could play a significant role. For example, one 
of the proposed ways in which Asian cultures differ from Western cultures 
is that group identity is placed over individual identity. This importance 
of group identity could manifest itself, for example, in more groupthink 
or conformity in Asian cultures compared to Western cultures. However, 
future research is needed to further explore such assumptions. 

Final remarks 

With this book, we provide an overview of the current state of scien­
tific knowledge regarding biases, relevant to organizational behaviour and 
change. We have structured them into a coherent model, analysed the 
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available knowledge, and put this knowledge in an organizational context. 
We believe it to be essential to approach biases in an appreciative and bal­
anced manner and not follow the negative frame surrounding biases. We 
believe that biases must be viewed with both a practical and holistic outlook 
so that organizational frameworks and behaviour can be changed effectively 
and adequately. Knowledge about certain built-in cognitive pathways can 
help make organizational behaviour more predictable and recognizable. 
Understanding the tendencies that all humans bear helps understand and 
subsequently reshape certain unwanted behaviours in oneself, others, teams, 
and organizations. 

Changes usually concern issues with a great organizational, emotional, 
economic, and social impact. Therefore, this book goes beyond the domain 
of organizational sciences. We hope that our journey, and this book as an 
integral part, will provide you with the knowledge and the wisdom to use 
biases with purpose and to help the world make a better place. 
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Appendix A 
Overview of primary and 
secondary biases 

Understanding: Need for shared meaning and prediction—first cog­
nitive motive 

1.	 Attentional bias—the tendency to be selective in the information 
people attend to. 

1.	 Frequency illusion—the tendency to notice something more often 
after having noticed it once, leading to the belief that it has a high 
frequency 

2.	 Focusing effect—the proneness to magnify the importance of some­
thing because of heightened attention to it 

3.	 Distinction bias—the tendency to over-value the distinctions 
between two options when evaluating them simultaneously 

2.	 Availability bias—the tendency to judge the frequency of prevalence 
of events by the ease with which relevant instances come to mind 

1.	 Availability cascade—the self-reinforcing process where a certain 
perception or stance gains increasing plausibility in public discourse 
through its rising its availability 

2.	 Illusory correlation—the proneness to perceive a relationship 
between variables (events, people, or actions) even when no such 
relationship actually exists 

3.	 Apophenia—the tendency to perceive a meaningful connection or 
pattern between unrelated objects or ideas based on the recognition 
of a few components or stimuli 

4.	 Pareidolia—a certain type of apophenia concerning the perceived 
connection between (usually) visual stimuli (e.g., the perception of 
a face within an inanimate object) 

5.	 Well-travelled-road effect—the tendency of ‘travellers’ to appraise 
the time taken to cross routes differently depending on their famili­
arity with those routes 
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3. Conjunction fallacy—the tendency to assume that multiple specific 
conditions are more probable than a simple generic one 

1.	 Representativeness heuristic—a mental shortcut used to come to 
judgements by comparing novel situations and information to 
familiar mental concepts or ‘internal stereotypes’ 

2.	 Base-rate fallacy—the tendency to rely on specific information 
rather than statistics 

4.	 Framing effect—the tendency to let the presentation of the message 
influence choices, perceptions, evaluations, and decisions 

1.	 Affect heuristic/Projection bias—type of mental shortcut in which 
people make decisions influenced by their current emotions 

2.	 Unit bias—the tendency to want to complete a unit of a given item 
or task 

5.	 Priming effect—the tendency to let the introduction of one stimulus 
influence the perception and response to a subsequent stimuli 

1.	 Anchoring—the tendency to compare stimuli to a particular refer­
ence point (‘anchor’) 

2.	 Conservatism bias—the tendency to revise one’s belief insuffi­
ciently when presented with new evidence 

3.	 Semmelweis effect—the tendency to reject new evidence or new 
knowledge because it contradicts established knowledge, norms, or 
standards 

4.	 Law of the instrument—the tendency to over-rely on familiar tools 

6.	 Recency effect—the tendency to give more weight to recently pre­
sented information over earlier presented information 

7.	 Halo effect—the tendency to let the positive impressions of a stimulus 
in one area positively influence perceptions of that stimulus in other 
areas 

1.	 The law of small numbers—the tendency to generalize about all 
members of a certain group based on information about just one or 
very few people 

8.	 Similarity bias—the tendency to evaluate those perceived as similar to 
oneself in a more favourable light 

Controlling—: Need for perceived contingency between behaviour 
and outcomes—second cognitive motive 

9.	 Illusion of control—the tendency to overestimate the degree of con­
trol over events that are in fact uncontrollable 

1.	 Illusory superiority—the tendency to overestimates one’s own 
qualities and abilities compared to those of others 
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2.	 Self-serving bias—the tendency to hold a distorted perception of 
reality to maintain and enhance self-esteem or any other favourable 
perception of oneself 

3.	 Planning fallacy—the tendency to make overconfident estimations 
about the duration of a future task and underestimation of the time 
needed 

10.	 Hindsight bias—the tendency to overestimate our foresight knowl­
edge of an event after the event occurs 

1.	 Outcome bias—the tendency to focus primarily on the outcome 
rather than on other available information at the time, in deciding 
if a past decision was correctly made 

11.	 Information bias—the tendency to seek information even when it 
cannot affect the outcome 

1.	 Zero-risk bias—the tendency to prefer the complete elimination 
of risks (and benefits) of certain element, even when alternative 
options produce a greater overall risk reduction 

2.	 Ambiguity effect—the tendency to prefer an option for which the 
odds of a favourable outcome are known over one for which they 
are unknown 

3.	 Parkinson’s law—the tendency to increase the complexity 
or expand the duration of a task to fill the time available for its 
completion 

12.	 Risk compensation—the tendency towards a more risk-taking behav­
iour when safety measures are in place 

1.	 Reactance—the tendency to respond when a person feels that 
someone or something is taking away their choices or limiting the 
range of alternatives 

13.	 Prospect theory—the tendency to prefer avoiding losses to acquiring 
equivalent gains in decision-making 

1.	 Disposition effect—the tendency of investors to sell assets that have 
increased in value, while holding assets that have lost value 

2.	 Dread aversion—the tendency to attach more weight to possible 
negative future events as opposed to positive future events 

3.	 Pseudo-certainty effect—the tendency to prefer an apparent certain 
option even though it is factually uncertain 

4.	 The neglect of probability—the tendency to disregard probability 
when making a decision under uncertainty 

5.	 Sunk-cost fallacy—the tendency to follow through on an endeav­
our if time, effort, or money are already invested into it 
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14.	 Delay (hyperbolic) discounting—the tendency to prefer smaller 
immediate rewards over larger later rewards 

1.	 Money illusion—the tendency to mistakenly value money at face 
value (nominal value) instead of its purchasing power (real value) 

Trusting: Need for seeing others as basically benign—first affective 
motive 

15.	 Mere exposure effect—the tendency to develop preferences for 
familiar things 

1.	 Illusory truth effect—the tendency to judge information as more 
valid after being exposed to it numerous times 

2.	 Rhyme-as-reason effect—the tendency to judge a saying or apho­
rism as more accurate or valid when written in rhyme 

3.	 Automation bias—the proneness to prefer suggestions from auto­
mated systems and to falsely ignore contradictory information 
made without automation (i.e., by humans) 

16.	 Negativity bias—the tendency to give more weight to negative infor­
mation compared to positive information 

1.	 Truthiness—the tendency to judge a claim or statement as valid 
because of a personal feeling or desire for it to be true regardless of 
the absence of supporting facts or evidence 

2.	 Subjective validation—the tendency to judge a statement or another 
piece of information to be correct if it has any personal meaning or 
significance 

3.	 Declinism—the belief that a society is tending towards decline 
4.	 Pessimism bias -—the tendency to overestimate the likelihood of 

negative events while underestimating positive events 

17.	 Optimism bias—the tendency to perceive that is more likely to expe­
rience positive events compared to others 

1.	 Normalcy bias—the tendency to respond to threat warnings with 
disbelief or minimization and to underestimate a disasters’ potential 
adverse effects 

2.	 Pro-innovation bias—the belief that all members of a social system 
should adopt and diffuse an innovation rapidly, without consider­
ing or allowing for an alteration to that innovation 

18.	 (Hostile) attribution bias—the tendency to make systematic errors 
when assigning causes to behaviour of themselves and others 

1.	 Fundamental attribution error—the tendency to overvalue disposi­
tional explanations of others’ behaviours (i.e., make internal attri­
butions) while undervaluing dispositional explanations 
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2.	 Actor–observer bias—the tendency to assign causes of behav­
iour differently depending on whether one is an actor or an 
observer 

3.	 Third-person bias—the proneness to overestimate the effects of 
mass media communication on others compared to oneself 

4.	 Empathy gap—the tendency to underestimate the influence of 
varying mental states on self behaviour and make decisions that 
only satisfy one’s current emotion, feeling, or state of being 

5.	 Hostile attribution bias—the tendency to interpret others’ ambigu­
ous behaviours as hostile rather than benign 

Self-enhancing: Need for viewing self as basically worthy or 
improvable—second affective motive 

19.	 Egocentric bias—the tendency to rely on their own perspective and 
to have a higher opinion of themselves than reality reflects 

1.	 Self-serving bias—the tendency to take undue credit for positive 
events or outcomes, while blaming external factors for negative 
events 

2.	 Spotlight effect—the proneness to overestimate the amount of 
attention others pay to oneself 

3.	 Forer effect—the tendency to believe that generic personality 
descriptions apply specifically to oneself 

4.	 Zero-sum bias—the tendency to intuitively judge that one person’s 
gain would be another’s loss (e.g., a zero-sum situation) even when 
this is not the case 

5.	 Reactive devaluation—the proneness to disparage proposals made 
by another (antagonistic) party 

6.	 Not-invented-here syndrome—the tendency to avoid using knowl­
edge or buying products from an external party 

7.	 Curse of knowledge—the susceptibility to assume others share the 
same background knowledge on a certain topic that one has exper­
tise in 

20.	 Overconfidence effect—the tendency to be overbearing regarding 
the accuracy of one’s judgements or abilities 

1.	 Restraint bias—the tendency to overestimate one’s ability to con­
trol impulsive behaviour 

2.	 Moral credential effect—when a status or reputation of being 
egalitarian establishes an unconscious license in someone that 
increases the likelihood of them showing less egalitarian behav­
iour later on 

3.	 Ostrich effect—the tendency to avoid negative information that 
threatens to confirm negative self-beliefs 
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4.	 Choice-supportive bias—the tendency to retroactively exaggerate 
the positive attributes of an option one has chosen and to down­
grade the renounced alternatives 

5.	 Bias blind spot—the tendency of people to believe they are less 
biased in their judgements than others 

6.	 Dunning-Kruger effect—people with limited knowledge or compe­
tence in a given domain greatly overestimate their own knowledge 
or competence in that domain for people with high knowledge or 
competence the opposite is true 

21.	 Confirmation bias—the tendency to prefer information that is con­
sistent with one’s prior beliefs and expectations 

1.	 Continued influence effect—the tendency to continue to rely on 
misinformation and false claims in reasoning, even long after this 
information has been proven false 

2.	 Congruence bias—the tendency to over-rely on testing one’s initial 
hypothesis 

3.	 Illusion of validity—the tendency to overrate one’s ability to make 
accurate predictions and interpret data subjectively to strengthen 
one’s assumptions and predictions 

4.	 Backfire bias—the tendency to strengthen one’s initial beliefs when 
encountering evidence that supports the opposite 

5.	 Selection bias—the tendency to select individuals, groups, or data 
for analysis in such a way that proper randomization is not achieved, 
thereby failing to ensure that the sample obtained is representative 
of the population intended to be analysed 

22.	 Experimenter bias—Experimenters or observers tend to influence 
their participants, data or outcomes 

1.	 Funding bias—the tendency of a scientific study to support the 
(business) interests of the study’s financial sponsor 

23.	 Endowment effect—the tendency to attach a higher value to objects 
when owned 

24.	 Sunk-cost fallacy—the tendency to continue an endeavour once an 
investment in money, effort, or time has been made 

Belonging: Need for strong, stable relationships—fundamental core 
social motive 

25.	 Conformity—the tendency to converge thoughts, feelings, or behav­
iour towards a social or group norm 

26.	 Groupthink—the tendency to want to maintain harmony and con­
formity in the group 

1.	 Bandwagon effect—the tendency to support and adopt certain 
beliefs, attitudes or behaviours as they become more popular 
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27.	 Social desirability bias—the tendency to report their behaviours in a 
manner that will be viewed favourably by others 

1.	 Courtesy bias—The tendency of not fully stating unhappiness with 
a service or product because of the willingness to be polite towards 
the questioner 

28.	 Status quo bias—the tendency to have a clear preference for the cur­
rent state of affairs 

1.	 Omission bias—the tendency to prefer harm caused by omissions 
over equal or lesser harm caused by acts 

2.	 Inertia—the tendency to prefer the default option unless motivated 
to reject this option 

29.	 System-justification bias—the tendency to maintain social systems 
and attendant norms, rules, and social structures and see them as legiti­
mate even when confronted with information suggesting the opposite 

1.	 Authority bias—the tendency to attribute greater accuracy to the 
opinion of an authority figure and to be more influenced by that 
opinion 



 

 

 

Appendix B 
Examples of Matrix for Each Core Social Motive 

1. Understanding 

Attentional Bias 

Author and 
Year 

Design Sector/ 
Population 

Moderator/ 
Mediator 

Main Finding Limitations Level 

Pool et al. 
(2016) 

Meta-analysis 
of 150 
articles 
(k = 243, 
n = 9.120), 
controlled 
studies 
using a 
within-
subject 
design 

Healthy 
adults 

Attentional bias 
subcomponents 

Attentional 
paradigm 

Measure 
Cue-target onset 

asynchrony 
Valence 
Arousal 
Relevance 

to specific 
concerns 

Types of positive 
stimuli 

Despite an initial focus on negative threatening stimuli, researchers 
have more recently expanded the investigation of attentional biases 
towards positive rewarding stimuli. The present meta-analysis 
compared attentional bias for positive compared with neutral visual 
stimuli. Overall, results showed a significant, albeit modest (Hedges’ 
g = .258 (=small)), attentional bias for positive as compared with 
neutral stimuli. 

Moderator analyses revealed that the magnitude of this attentional 
bias varied as a function of arousal (p = .099) and that this bias was 
significantly larger when the emotional stimulus was relevant to 
specific concerns (e.g., being presented food-related stimuli when 
hungry) of the participants compared with other positive stimuli that 
were less relevant to the participants’ concerns (p <.001). 

The 
method-
logical 
quality 
of each 
study 
was not 
assessed or 
it was not 
described 
clearly. 

A-

Stimulus format 
Positive value 

(Continued) 
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(Continued) 

Author and Design Sector/ Moder  ator/ Main Finding Limitations Level 
Year Population Mediator 

Shin et al. Randomized Students NA A fear-induced shift in attention to threatening cues was associated with  NA A 
(2011) controlled increased levels of later anxiety (p =.04, R2=.14 (medium)). A happiness-

before and induced shift in attention to emotional cues (both threatening and pleasant)  
after study. was associated with increased levels of later life satisfaction (pleasant: p  
Sample size: =.006, R2=.17) (medium), threatening p =.01, R2=.15 (medium)). 
147 Our finding that shifts in attention to potentially salient (threatening  

and pleasant) cues after the induction of happy mood were associated  
with higher levels of well-being over a follow-up period of 3 weeks  
is consistent with Fredrickson’s broaden-and-build theory of positive  
emotion (Fredrickson, 1998, 2001). This theory suggests that in contrast  
to negative emotions, which are associated with specific thought-action  
repertoires, positive emotions generally broaden cognition. This allows  
for creative exploration and the building of resources required for well­
being and resilience. Interpreted in light of this theory, broadening one’s  
attention to both threatening and pleasant stimuli in one’s environment  
may allow for the detection of resources and information that may be  
important for well-being. 

Cai et al. Randomized NA NA The aim of this study is to examine whether attentional bias modification  NA A­
(2018) controlled (ABM) can be used to modify high test-anxiety (nonclinical) indi  viduals’ 

before- and attention to emotional information. The ABM consisted of a dot probe  
after study. test, a computerized attention task in which 
Sample size: participants are trained to avoid the threat. The behavioural 
77 findings suggested that attentional bias towards threat information 

significantly decreased after the 5-day training away from the threat 
(p = 0.047, Cohen’ d = 0.392 (small to medium)). They started 
to pay more attention to the positive words than the threat words 
after the 5-day training. In contrast, the participants in the placebo 
and waiting list groups tended to allocate their attention towards 
threatening stimuli with the approaching exam. 
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Crum et al. Randomized Students NA The aim of the current study was to explore whether stress responses can NA 
(2017) controlled be altered by changing individuals’ mindsets about the nature of stress 

study. in general. Results: only when the stress was evaluated as a challenge (= 
Sample size: when given positive feedback), a stress-is enhancing mindset produced 

113 heightened attentional bias towards positive stimuli (p = .037, η2 = .047 
(small to medium)). In contrast, those with a stress-is-debilitating 
mindset experienced worse cognitive flexibility and less bias to happy 
faces despite being given positive feedback. So, whenever possible, 
people should attempt to evaluate stressors as challenging (as opposed 
to threatening). 

Jamieson Randomized Not NA We examined whether reappraising stress-induced arousal could Relatively small 
(2012) controlled specified improve cardiovascular outcomes and decrease attentional bias for sample size. 

study. emotionally negative information. Relative to controls, participants 
Sample size: instructed to reappraise their arousal showed decreased attentional 
55 bias compared to the ignore condition (p = .013, d = .77 (large)), 

and the no-intervention controls (p = 0.55, d = .58 (medium-large)) 
Morrison Randomized Students NA This experimental study examines the relationship between rumination Relatively small 

and controlled and attentional bias. In combination with negative mood, inducing sample size. 
O’Conner study. rumination decreased positive attentional bias (M = 84.20, 
(2008) Sample size: SD = 175.14), whilst inducing distraction increased positive 

81 attentional bias (M = -147.47, SD = 407.51). 

(Continued) 
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Tian et al. Nonrandomized NA NA During moderate-intensity exercise, participants exhibited significantly Very small B­
(2011) controlled greater attentional bias scores to pleasant compared with unpleasant sample 

before and faces (p =.005, n2=.219 (large)), whereas attentional bias scores size. 
after study. to emotional faces did not differ at rest or during high-intensity 
Sample size: exercise (p >.05). In addition, attentional bias to unpleasant faces was 
34 significantly reduced during moderate-intensity exercise compared 

with that during rest (p =.025). The results suggest that moderate-
intensity exercise may prime the appetitive motivational system 
linked to visual attention. The results also suggest that defensive 
motivational circuits linked to visual attention to faces may be 
inhibited during moderate intensity exercise but not high-intensity 
exercise. Our hypothesis is that moderate-intensity exercise, when 
compared with rest, may promote a shift in attentional bias that may 
help promote improved mood. 

Jiang et al. Randomized Chinese NA The present study investigated the influence of acute psychosocial Relatively C 
(2017) controlled male stress on attentional bias to threatening stimuli using behavioural small 

study. under- and electrophysiological measures. Results: attention was equally sample 
Sample size: graduates allocated to angry and neutral faces in stressed participants, indicating size. 
62 a stress-induced suppression of attentional bias. This finding could 

be further evidence supporting the idea that attention orientation to 
threat is suppressed under stress. 

In summary, our results suggest that acute psychosocial stress impairs 
attentional bias. Acute stress may lead to indiscriminate selective 
response to threat and reduced efficiency of cortical processing. 
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2. Controlling 

Illusion of Control 

Author and Design Sector/ Moderator/ Main Finding Limitations Level 
Year Population Mediator 

Presson and Meta-analysis 
Benassi (53 studies 
(1996) from 29 

articles) 

Not specified4 moderators 
(Note: the 
authors 
apprehend 
that this are 
identified 
as possible 
moderators): 

Participants’ 
awareness of 
the possibility 
that task 
outcomes 
were random 

Type of illusion 
measured 

Type of 
situational 
variable 

Type of control 
assessment 

An analysis on illusory control following Langer’s (1975) study that first 
coined the term ‘illusory control’. Some studies before Langer’s one 
were used on the basis of reference lists by other studies and Langer’s. 

Definition of illusion of control: “an expectancy of a personal success 
probability inappropriately higher than the objective probability 
would warrant (Langer, 1975, p. 313) ◊ i.e. a judgement is illusory 
when it is higher than some accepted standard, 

“The present meta-analysis showed a positive, consistent, and 
moderately strong illusion of control effect—not a single effect size 
estimate was negative” (p. 506). The overall weighted mean effect size 
was d=0.68. The effect sizes per situational variables were (p. 501:0 

Outcome Frequency: d=.87 
Choice: d= 0.95 
Involvement (Actor vs. Observer): d=.51 
Outcome Sequence: d=.93 
Competition: d=.51 
Foreknowledge: d=.74 
Familiarity (With Task): d=.62 
Familiarity (With Stimulus): d=1.27 
Extrinsic Reward: d=.95 
Involvement (not actor vs. observer): d=.52 
Instructional set: d=1.14 
Conclusions: 

Most studies B-
did not (or is 
unclear) use a 
control group 
and random 
assignment. 

It is unclear 
whether 
most studies 
included a 
control group 
or a before 
and after 
measurement. 

The method-
logical quality 
of each study 
was not 
assessed or 
it was not 
described 
clearly. 

(Continued) 
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“The present meta-analysis showed a positive, consistent, and 
moderately strong illusion of control effect—not a single effect size 
estimate was negative” (p. 506). 

The overall meta-analysis showed no moderating effect of illusion 
type, but when further meta-analyses are conducted on experiments 
that measured control and prediction judgement◊ control measures 
produced a smaller effect size than measures of prediction. 

The authors concede that illusory control (i.e., illusion of control) is 
not the adequate term for the meta-analysis. Rather, they suggest 
that ‘illusory judgement’ the correct term, due to the fact that not all 
the review studies necessarily had to do with the concept of control: 
“there is some question as to whether illusion of control researchers 
have examined a single underlying construct” (p. 502). 

For the authors, if Langer (1975) herself did not actually measure 
illusion of control, as she did not include a direct measure of control. 

“We suggest that had a more direct measure of perceived control been 
included in Langer’s experiment, the effect might have been smaller 
than what was obtained using the willingness to exchange measure.” 

The general line of the findings is thus while the effects have been 
found, they cannot necessarily all be attributed to the ‘illusion of 
control’ but rather ‘illusory judgement’ because this would be more in 
line with the findings. 
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Stefan and Meta- Not specifiedNo moderators “The purpose of this meta-analytic review involves offering effect-size 
David analysis specified estimates for the factors manipulated to induce the illusion of control 
(2013) (34 studies, and for the different conceptualizations of the phenomenon since 

from 20 1996” (p. 378) in this year the meta-analysis by Preston & Bernassi 
articles was published. 

Overall weighted mean effect size (D) at a 95% confidence interval 
about the mean .49 to .75 D=.62 

“The value indicates a medium effect size and shows that the 
manipulation of different factors in order to promote illusion 
of control has always been effective, even if alternative con- 
conceptualizations of the phenomenon were used.” (p. 383) 

Main findings: 
Larger effect sizes seem to be associated with judgements related to the 

skill involved in solving the experimental task and direct estimates 
of personal control. More indirect measures such as behavioural 
responses (e.g., the amount he/she is willing to bet) or decisions 
to become an active agent in the experimental situation tend to be 
associated with moderate effect sizes. This finding does not seem to 
confirm the conclusion of the earlier meta-analysis, as Presson and 
Benassi (1996) found that direct measures produced smaller effect 
sizes than did indirect measures 

“To summarize, experiments designed to induce the illusion of control 
tend to obtain medium effect sizes using different independent 
variables and different conceptualizations of the phenomenon. 
The illusion of control seems to be a reliable phenomenon that 
appears constantly, to variable degrees, in association with numerous 
situational and psychological factors.” (p. 384). 

Most studies B-
did not (or is 
unclear) use a 
control group 
and random 
assignment. 

It is unclear 
whether 
most studies 
included a 
control group 
or a before 
and after 
measurement. 

The method-
logical quality 
of each study 
was not 
assessed or 
it was not 
described 
clearly. 
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The study echoes the sentiment of Preston and Bernassi (1996) in observing 
that there is no scholarly consensus on the exact meaning of ‘illusion of 
control’ or ‘illusory control’, as Stefan and David (2013, p. 384) state: 
“there seems to be a lack of agreement in terms of the concept’s definition 
and measurement, as many studies approach this concept either as a 
judgement or subjective feeling, or as a specific behaviour, and these 
different facets of the concept could be of a different underlying nature.” 

Connecting the different concepts seems to be large bone of contention 

Durand Cross- French Not specified 

that the authors seem to raise. Exploring the connections and 
relations between the different concepts could clarify the concept of 
illusory control in future research. 

Recent research shows that forecasting ability is an organizational Sample was not D­
(2003) sectional 

study 
survey on 
785 CEO’s 
of different 
firms 

industries 
in 1997 

distinctive competence. We propose and test a model accounting 
for interfirm differences in forecasting ability. After controlling 
for reciprocal effects, we find that two principal firm-level factors 
(i.e., organizational illusion of control and organizational attention) 
influence both bias and magnitude of errors in estimates. High 
organizational illusion of control increases positive forecast bias. 

randomly 
selected 

A firm’s illusion of control, manifested by higher relative investments in 
dynamic resources and high self-perception, increases positive forecast 
biases. It also tends to increase absolute value of errors as the positive 
and significant coefficients of Self-Perception and Relative R&D (even 
if less so) demonstrate. Moreover, organizational attention to external 
information, manifested by higher relative investments in marketing 
information, reduces positive forecast biases and the magnitude of errors. 
It also significantly moderates forecast biases associated with illusion of 
control, resulting in improved accuracy. Finally, organizational attention 
to internal information, manifested by higher relative investments in 
employee education, increases negative forecast bias and reduces average 
absolute error only for the highest observed values of illusion of control. 
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Year Population Mediator 

Keil et al. Cross- All subjects Our role-playing experiment was conducted in an unstructured It is unclear D­NA 
(2007) sectional were problem context and the results suggest that, in such a setting, whether 

study under- both problem recognition and cognitive biases affect escalation. sample was 
Sample graduate Furthermore, cognitive Biases can affect the decision process either randomly 
sizes: 178 students at at the beginning (i.e., problem recognition stage) or at the end (i.e., selected 
subjects an urban actual decision stage). In particular, this study demonstrates the effects 

university of two cognitive biases that have not been previously explored in 
in the relation to escalation of commitment: (1) selective perception and (2) 
south- illusion of control. 
eastern As expected, we saw a significant positive relationship between 
United marketing illusion of control and proclivity to launch as planned. 
States and One explanation for this finding is that individuals who believe they 
enrolled in can control the odds associated with introducing a new product to 
either an the market will feel little or no pressure to depart from the planned 
upper-level launch schedule. In addition to the direct effect, we also observed 
CIS course a mediated effect through software quality problem recognition. 
(82) or a Specifically, those subjects who exhibited a greater marketing illusion 
marketing of control were less likely to recognize the software quality problem 
course (96) embedded in the scenario. This reduced problem recognition, in 

turn, led to a greater proclivity to launch as planned. In summary, 
the software quality assurance subjects were more apt to recognize 
problems associated with software quality, and this caused them 
to exercise greater restraint in launching the product as planned. 
Moreover, because of their functional affiliation as software quality 
assurance professionals, these subjects exhibited greater reluctance 

(Continued) 
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to commercialize a buggy software product. In other words, when 
faced with a problem that they were tuned to selectively perceive, 
they were less likely to exhibit escalation behaviour. In contrast, the 
marketing subjects were less apt to recognize the software quality 
problem. At the same time, they were more apt to exhibit an illusion 
of control regarding their ability to successfully commercialize a 
buggy software product. This combination made them more willing 
to engage in escalation behaviour. 
Finally, illusion of control may be a bias that is both subtle and 
difficult to counter. An organization is likely to desire an individual 
familiar with the nature of the work to be performed, but familiarity 
can induce an illusion of control. One approach to this situation may 
be to elevate the level of awareness of the issue through education, 
training, and discussion of potential situations in which illusion of 
control may act. 

Fenton- Noncontrolled Traders in Not specified p. 65: This study offers evidence that illusion of control is an important It is unclear D­
O’Creevy post-test four City form of cognitive bias affecting traders and that traders with higher whether the 
et al. study only: of London levels of illusion of control perform less well than those with lower intervention 
(2003) Study 107 investment levels. p. 65: These results make a contribution to two relates was 

banks theoretical debates. The first debate concerns whether positive independent 
illusions are beneficial or harmful. This study illustrates one set of of other 
conditions in which positive illusion may be harmful to performance. changes over 
The second concerns whether perceptions of high control are always time 
adaptive. These results add to a body of evidence suggesting that high 
control beliefs are maladaptive in some circumstances where control is 
unlikely or impossible. 
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Mere Exposure Effect 

Author and Design Sector/ Moderator/ Main Finding Limitations Level 
Year Population Mediator 

Yariitu et al. Noncontrolled Not specified NA The results of the two experiments presented here provide little support It is unclear D­
(2015) post-test for the motivational approach. From this approach it is argued that whether 

study people must be personally involved in trying to obtain the outcome, data was 
only: two and their self- esteem at risk, for the illusion to occur (Alloy et al., gathered at 
experiments 1985; Thompson, 1999; Thompson et al., 1998). This claim lies on two points in 

the idea that the illusion of control is a self-serving bias that activates time after the 
when the relationship judged is relevant to self-esteem (e.g., Alloy & intervention. 
Abramson, 1979; Dudley, 1999; Koenig et al., 1992). However, we 
did not find an effect of personal involvement when it was tested 
independently of p(C). Participants of the Yoked Group showed the 
illusion of control even though their judgements were not relevant to 
protect their self-esteem. Moreover, we found a strong effect of p(C). 
As we have noted earlier, this p(C) effect could explain the results 
that had been often attributed to personal involvement in previous 
research, given that participants who are more involved tend to per- 
form more actions to obtain the outcome. 

The main contribution of the present experiments is that the effects 
of personal involvement and probability of the cause are tested 
independently of each other. Even though the predictions of the 
motivational and the cognitive approaches can often be identical 
(because increased motivation produces more active behaviour), 
when these two variables are tested separately, the predictions of the 
two approaches become clearly different. The motivational approach 
predicts, for these cases, that only those who act to obtain the 
outcome should develop the illusion. The cognitive approach predicts 
that only p(C) should influence the illusion. In our experiments, 

(Continued) 
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the judgements of participants who were involved in obtaining the 
outcome can be directly contrasted to the judgements of those who 
simply observed the identical events. Under these conditions, the 
results showed that the probability of the potential cause was the only 
variable that clearly influenced the participants’ judgements. 
Although our results suggest that personal involvement has no 
influence on the illusion of control, we must acknowledge that our 
conclusions are based on the absence of significant differences with 
respect to this variable 

3. Trusting 

Optimistic Bias 

Author and Design Sector/ Moderator/ Main Finding and effect sizes Limitations Level 
Year Population Mediator 

Klein and Meta-analysisStudents Nationality Greater perceived control was significantly related to greater optimistic 
Helweg­ of 22 Student status bias with an average r of 0.31 (medium). Moderators played a 
larsen articles Risk status significant role in this relationship. 
(2002) (total Type of Nationality: only us participants: r=0.53 (large). Non-us participants: 

N = 5,142 optimistic r=0.18 (small) 
with 27 bias measure Student status: Students: r=0.43 (medium). Nonstudents: r=0.24 (small) 
effect sizes used Risk status: no risk sample: r=0.43 (medium). At risk sample: r=0.04 

(too small) 
Type of optimistic bias: direct optimistic bias: r=0.43 (medium). 

Indirect optimistic bias: r=0.18 (small) 

The method- B­
logical quality 
of each study 
was not 
assessed or 
it was not 
described 
clearly. 
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Buehler Randomized Students Mediator: Group discussion heightened participants’ tendency to focus primarily 
et al. controlled Informational on factors promoting successful task completion, and this selective 
(2005) before- focus at focus on “planning for success” enhanced their optimistic outlook. 

after the time of Study 1: F (1, 14) D 15.90, p < .001 (strong effect) indicating that 
study. 3 prediction participants generated more optimistic predictions through group 
studies (S1 discussion than they did individually. 
N = 64, Study 2: predictions were shorter in the group discussion conditions (M 
S2 N= D 12.26, SD D 2.02) than in the individual condition (M D 13.08, 
216, S3 SD D 1.37), t (64) D 2.07, p < .05. This is a small effect. 
N = 267). Study 3: participants expected the assignment would take less time in 

the discussion conditions than in the individual conditions t (80) 
=2.57, p=.01. This is a strong effect. 

The mediator was tested and had the following effects: z=2.36, p < .02. 
This is a significant effect therefore informational focus is a mediator 
on the relationship between group discussion and optimistic bias. 

Koole and Randomized Undergraduate NA Implementation intentions/planning is correlated with increasing 
Van ‘t controlled students optimism bias. r=0.55 (large effect size). 
Spijker before- It is also important to note that implementation intentions were also 
(2000) after study. correlated with an increase in actual goal completion, which is 

(N = 120) described as a positive thing. Keeping these two effects in mind, the 
overall effect was positive in the sense that in the end there was a 
significant reduction in optimistic bias in completion predictions. 

The method B 
for randomly 
assigned 
participants is 
not (clearly) 
described. 

The sample size 
was not big 
enough for 
every study. 

It is unclear B 
how the 
random 
assignment of 
participants 
took place. 
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4. Self-Enhancing 

Experimenter Bias 

Author and Design & Sector/ Moderator/ Main Finding Effect level Limitations Level 
Year sample size Population Mediator 

Hróbiartsson Systematic Patients & Blinded and Nonblinded experimental trials significantly report higher Large The A-
et al. review assessors nonblinded p-values and significant effects than blinded trials method­
(2013) (N = 24) trials on logical 

significant quality of 
results each study 

was not 
assessed or 
it was not 
described 
clearly. 

Strickland Experimental Students Effects of Experimenters significantly obtained their own hypothesized Large NA A 
and Suben randomized experimenter results (p<0.01) & 
(2012) control trial bias on not 

(N = 19) randomized significant 
experimental 
trials 
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Author and Design & Sector/ Moderator/ Main Finding Effect level Limitations Level 
Year sample size Population Mediator 

Hróbiartsson Systematic Patients & 
et al. review (N= assessors 
(2012) 21) 

Stubbs et al. Cross- Populations 
(2014) sectional from 

research 156 (3 
worldwide 
property 
rights 
indexes 
were used) 

Observer bias Non blinded assessors generated more optimistic patient Large The method- A 
in blinded/ assessments by a ratio of 36% logical 
nonblinded quality of 
assessors each study 
in trials was not 
with binary assessed or 
outcomes it was not 

described 
clearly. 

Knowledge A clear observer bias was detected across 2 indexes. Property P<0.032 It is possible NA 
about rights subjective coding was consistently more positive Moderate some 
economic when a country experienced economic growth. studies 
growth were 
influencing missed. 
property The 
rights process of 
decisions selecting 

studies was 
not clearly 
defined. 

The method-
logical 
quality of 
each study 
was not 
assessed or 
it was not 
described 
clearly. 

(Continued) 



250 
A

ppendix B
 

 

 
 

 
 

 
 

 

 
 

 

 
 
 

 

 
 

 
 

 
 

 
 

(Continued) 

Author and Design & Sector/ Moderator/ Main Finding Effect level Limitations Level 
Year sample size Population Mediator 

Holman Meta- Not specified Observer bias Blinded trials showed significantly lower effect sizes P < 0.032 It is possible C-
et al. analysis & blinded and compared to nonblinded trials Moderate some studies 
(2015) literature nonblinded were missed. 

review trials in the The process 
(systematic field of life of selecting 
review sciences studies was 
using text not clearly 
mining) N defined. 
= 93 The 
papers & methodological 
N = 7644 quality of each 
papers study was not 

assessed or it was 
not described 
clearly. 
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 5. Belonging 

Social Desirability 

Author and Design Sector/ Moderator/ Main Finding Effect level Limitations Level 
Year Population Mediator 

Blair et al. Meta-analysis Not specified Direct Indirect Depending on the context social desirability Medium— They state that A­
(2020) of 264 list questioning can differ. Voter turnout turned out to be Nonsignificant it is possible 

experiments systematically over-reported. The authors accrue experiments 
in 92 papers this to sensitivity bias and not to memory or were missed. 

recall bias. But there was no indication (against They do not 
expectations) of socially desirable answers mention 
concerning prejudice. In fact, people over- methodological 
reported on their own prejudices instead of quality of each 
under-reported (which was hypothesized). In study. 
contrast there were significant effects found in The method-
support for authoritarian regimes. The authors logical quality 
argue that there is higher order of consequences of each study 
than impression management such as fear of was not assessed 
imprisonment that cause socially desirable answers. or it was not 

described 
clearly. 

Moorman Meta-analysis Students/ Social Student samples appear to be more likely to be Small-medium NA B­
and 33 studies employees desirability on affected by socially desirable response bias than 
Podsakoff work related employee samples, neither the true V value for the 
(1992) constructs student sample (r = .15), nor the r value for the 

organizational sample {r = .04) were significantly 
different from zero as noted by the confidence 
interval. Locus of control (—.22), general job 

(Continued) 
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 satisfaction (.22), role conflict (—.18), role 

ambiguity (—.24) and organizational commitment 

(.18) were all found to correlate with s.d. 

While these correlations may not be excessively 

high, they were all outside the .05 confidence 

interval. The remaining variables, self-esteem, 

satisfaction with supervisor, initiating structure and 

performance, were not similarly related to s.d.
 

Ones &  Meta-analysis Work force  Social Found that social desirability (a) is not a predictor Nonsignificant The method- B­
Viswesvaran  >700 (>18 <  65) desirability in its own right, (b) does not function as a logical quality 
(1996) studies N=409,496 on big 5 worthwhile suppressor variable, and (c) does not of each study 

personality mediate the relationship between personality and was not assessed 
traits and job performance are all new to the field of applied or it was not 
job-related psychology described 
performance clearly. 

Dwight and Meta-analysis Studies with Impression A small but statistically significant effect (d = -0.08) Small-non- They state it is B-
Feigelson 30 studies children management was found for impression management, with significant possible that 
(2000) were and self- impression management being lower when articles were 

excluded	 deceptive assessed by computer. missed. 
enhancement Correlational analysis revealed, however, that the The method-
on computer strength of the effect of computer logical quality 
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Year Population Mediator 

person ability administration on impression management of each study 
test vs. appeared to diminish over time such that more was not assessed 
paper & recent studies have found small or no effects. or it was not 
pencil test. No effect was found for S.D.E. As people described 

become more familiar with computers this clearly. 
effect will probably decline to zero. This is in 
line with Ones & Viswesvaran (1996) that S.D. 
is not a useful predictor of job performance 
or enhances criterion-validity personality 
constructs. 

Ones and Literature NA NA Social desirability predicts a number of important NA NA NA 
Viswesvaran review work variables such as job satisfaction, 
(1998) organizational commitment, and supervisor 

ratings of training success, social desirability 
does not seem to be a predictor of overall job 
performance and is only very weakly related 
to specific dimensions of job performance 
such as technical proficiency and personal 
discipline. Social desirability does not moderate 
the criterion-related validities of personality 
variables or integrity tests. Controlling for 
social desirability in integrity or personality 
test scores leaves the operational validities 
intact, thereby suggesting that social desirability 
functions neither as a mediator nor as a sup­
pressor variable in personality-performance and 
integrity-performance relations. 

(Continued) 
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Viswesvaran & Meta-analysis Managers  Impression This research examined the correlation between Non- The method- B-
Ones 17 articles (N) = 20,069 management impression management scale scores and overall significant— logical quality 
(2001) on job performance as well as its component small of each study 

managerial dimensions for managerial jobs (one type was not assessed 
performance of job requiring considerable interpersonal or it was not 

interaction). described 
There appears to be little evidence that impression clearly. 

management scales predict job performance in 
at least one job category where interpersonal 
interactions are important (management). 

Perinelli and Systematic Adults The effect Perinelli and Gremigni (2016) found some Small-moderate It is possible that B-
Gremigni review (35 of social evidence that SD is associated with several self- older articles 
(2016) studies from desirability report variables in clinical psychology, such were missed. 

2010–2015) scales clinical as attitude, knowledge and health behaviours, The method-
psychology physical and mental symptoms, quality of logical quality 
constructs life and well-being, and treatment variables of each study 

and outcomes, suggesting that SD should was not assessed 
be considered when addressing self-reports or it was not 
in clinical psychology, they attested to the described 
suppressor role of personality variables on clearly. 
SD. Indeed, after controlling for personality 
variables such as neuroticism, impulsivity, self-
esteem, dispositional optimism, or the Big 
Five dimensions, the association or influence 
of SD on clinical variables such as excessive 
eating, alexithymia, subjective well-being or 
intentions to cooperate, disappeared. Therefore, 
controlling for personality variables seems to be 
relevant to clarify the role of SD in self-reports, 
which might otherwise be overestimated. 



A
ppendix B

 
255 

 

Author and Design Sector/ Moderator/ Main Finding Effect level Limitations Level 
Year Population Mediator 

Ray et al. Meta-analysis Adult  Relations of A concern among researchers is that self-report Moderate The method- B­
(2013) (45 studies) population:  psychopathy measures may not be valid indicators of logical quality 

Institutional:  scales on psychopathic traits due to the core features of each study 
Prisoners,  distorted of psychopathy (e.g., lying, deception/ was not assessed 
forensic,  response manipulation). or it was not 
clinical  styles Despite several limitations (e.g., inclusion of described 
Community:  only published studies, limited moderators, clearly. 
community  exclusion of other measures), the general 
undergraduate,  findings temper concerns of positive response 
mixed bias and underscore the validity of self-report 

psychopathy scales. 
The violence role hypothesis predicted that social 

desirability would be more strongly associated 
with the expression of intimate violence than 
with the sustaining of intimate violence. The 
meta-analytic results support this contention. 
Reports of the expression of violence against a 
partner were more highly correlated with social 
desirability than were reports of the suffering 
of intimate violence. This does not imply that 
victim reports are free of any social desirability 
effect. Rather, victim reports are just less 
correlated with social desirability. In contrast 
to the victim’s role, one could argue that the 
perpetrator’s role is more socially unacceptable, 
thus more related to a desire to protect one’s 
social acceptability. A conclusion 
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Author and Design Sector/ Moderator/ Main Finding Effect level Limitations Level 
Year Population Mediator 

Sugarman and Meta-analysis Adult Role of social 
Hotaling (7 studies) population desirability 
(2017) (marital & in intimate 

courts hip violence 
violence 

Larson and Systematic Adults from the Effect of social 
Bradshaw review (15 United States desirability 
(2017) studies) on measuring 

cultural 
competence 

offered by others (Riggs, Murphy, & O’Leary, Small-moderate The method- B­
1989). The findings clearly did not support the logical quality 
corollary to the violence role hypothesis that of each study 
posited an expected positive relationship between was not assessed 
reports of sustaining violence and social desirability or it was not 
responding. So, increasing one’s association with described 
the victim role does not serve as a strategy of self- clearly. 
enhancement. The sex hypothesis posited that 
men would exhibit a stronger relationship between 
reporting the use of intimate violence and a desire 
to be socially acceptable than would women. 
This hypothesis, however, was not supported: a 
conclusion also supported by others. Male and 
female college students were equally likely to 
indicate that they would admit engaging in violent 
acts against a partner if they had done so (Riggs 
et al., 1989). Thus, the sex of the perpetrator had 
little moderating effect on the violence reporting-
social acceptability relationship. 

The review and analysis of these studies suggested Small-moderate The method- B­
that cultural competence is positively correlated logical quality 
with social desirability bias, but the strength of of each study 
this association varies as a function of the cultural was not assessed 
competence scale used. Furthermore, race, or it was not 
gender, sexual orientation, years of experience, described 
and training experiences were also significantly clearly. 
associated with cultural competence and/or 
social desirability. Implications for future research 
and professional development related to cultural 
competence are discussed. 
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Author and Design Sector/ Moderator/ Main Finding Effect level Limitations Level 
Year Population Mediator 

Vesley and Meta-analysis Not specified Social  That social desirability might be a confounder Small The method- B­
Kockler (29 studies) desirability of people’s survey responses regar  ding logical quality 
(2020) on environ­ envir  onmental actions has been discussed for a of each study 

mental factors long time. To produce e  vidence for or against was not assessed 
this assumption, w  e conducted meta-analyses or it was not 
of correlations betw  een social desirability described 
scales and self-reports of envir  onmentally clearly. 
relevant behaviours, intentions, and (br  oadly 
defined) attitudes, based on data fr  om 29 
previously published paper  s. The pooled 
correlations with social desirability ar  e 
generally small, ranging fr  om 0.06 to 0.11 
(0.08–0.13 when correcting for measur  ement 
error attenuation). However, our r  esults 

 do not lead to the conclusion that social 
desirability can be completely disregarded b  y 
environmental psycholog  ists as a potential 
confounder. For example, we found e  vidence 
of substantial heterogeneity acr  oss studies, so 
the effect of social desirability may be mor  e 
pronounced in specific cases. Contin  ued 

 attention to social desirability bias is needed to 
fully understand its possible subtle effects. 
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Author and Design Sector/ Moderator/ Main Finding Effect level Limitations Level 
Year Population Mediator 

Conelly and Meta-analysis Not specified Effect of social The meta-analysis found that self-report Moderate Quite likely a few C 
Chang (8 studies) desirability on method variance (a) was negatively related to articles were 
(2016) performance performance, (b) would suppress personality- missed. 

and performance relationships for self-report The method-
personality measures, and (c) was (partially) assessed by logical quality 
traits SD scales. However, relative to the effects of of each study 

self-report method variance, SD scales are even was not assessed 
more strongly influenced by Conscientiousness, or it was not 
Emotional Stability, and Agreeableness. It is described 
not the case that SD scales are insensitive to clearly. 
inflated responding but that their susceptibility 
to personality trait variance likely outweighs 
their benefits. We discuss the implications of 
these results for using SD scales in research and 
practice. 
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