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Preface

The idea of this book came to light as an extension of Integrated Business Planning,
especially a need on how to leverage statistical forecasting, demand sensing, how to
set up competencies and demand planning organization, how to leverage technol-
ogy to improve forecasting. My colleagues Robert Kepczynski and Ganesh
Sankaran have encouraged me to shape this book and to manage the overall
“project.” As part of this book, we elaborate on standard and custom methods to
deal with forecasting, outlier detection and correction, product seasonality, product
intermittent. We exemplify technology part of the solution with SAP IBP cloud
software enabled on HANA. We did it that way to make it tangible, meaning we
talk about organization, skills, processes as well as about what you can do in
SAP IBP to make it happen.

Thanks to Robert and Ganesh’s proven experience in supply chain processes and
technology, we were able to define what this book should focus on, how to structure
it and how to link it to previous Springer publications about Integrated Business
Planning. We can say that for S&OP process step called “demand review” this
publication is an extension of (Kepczynski et al., 2018) “Implementing Integrated
Business Planning” by Springer 2018.

Since day one, this project has been supported and pushed to birth by the entire
initial team, with a special contribution provided by Alessandro Chiaraviglio. He
envisioned a new practice toward intermittent demand forecasting, and during the
early stages of the project we discussed and managed to on board his competence
and ideas to enhance and enlarge the coverage of the book.

From that moment on, the full team has exchanged ideas and opinions about
SAP IBP enhancements and SAP IBP out-of-the-box solutions to make the book
useful in hands of demand planning, statistical forecasting and demand sensing
practitioners.

In addition, the final book would not have reached the finish line without our
colleague who provided a great support: Alexei Koifman.
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“Integrated Business Planning improves forecasting” brings to you how to:

– Connect short-term with mid- and long-term forecasting
– Prepare organizational structure and capabilities to leverage advanced

techniques
– Understand the value of SAP IBP statistical forecasting
– Leverage IBP functionalities to configure custom methods for intermittent

demand forecasting
– Leverage IBP functionalities to configure custom methods for detecting and

correcting outliers for seasonal products
– Understand the value and algorithms of SAP IBP demand sensing
– Define forecasting value-added measurements and how to improve forecasting

with the use of Six Sigma methodology proven on real projects.

Enjoy reading

Zurich, Switzerland Federico Sasso
Rothrist, Switzerland Robert Kepczynski

Reference

Kepczynski, R., Jandhyala, R., Sankaran, G., & Dimofte, A. (2018). Integrated business planning—
How to integrate planning processes, organizational structures and capabilities, and leverage
sap IBP technology. Switzerland: Springer.

viii Preface



Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 The What and Why of Forecasting . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Planning Types . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Scope of This Book . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.4 Statistical Forecasting Process Framework . . . . . . . . . . . . . . . . . . 11
1.5 Purpose . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.6 Key Challenges of Forecasting . . . . . . . . . . . . . . . . . . . . . . . . . . 13

1.6.1 Seasonality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.6.2 Outliers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.6.3 Intermittent Demand . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
1.6.4 Human Judgment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.6.5 Effectiveness and Efficiency . . . . . . . . . . . . . . . . . . . . . . 26

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

2 Building Demand Planning Organization and Competencies . . . . . . 35
2.1 Organizational Structures, Placement . . . . . . . . . . . . . . . . . . . . . . 36

2.1.1 Some Insights on Organizational Structures and Roles . . . 36
2.1.2 Some Insights on Organizational Placement . . . . . . . . . . . 45

2.2 Responsibilities, Interactions, Size of a Team . . . . . . . . . . . . . . . . 47
2.2.1 Responsibilities (Incl. Job Profiles) and Impact . . . . . . . . 49
2.2.2 Insights on Role Comparison and Size of the Team . . . . . 63

2.3 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

3 Efficient and Effective Usage of Out-of-the-Box Statistical
Forecasting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.1 Model Class Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.2 Gathering, Analyzing and Cleansing Data . . . . . . . . . . . . . . . . . . 72

3.2.1 SAP Use Case: Outlier Detection Variance Method . . . . . 80
3.2.2 SAP Use Case: Outlier Detection Interquartile Range . . . . 84

ix



3.3 Forecast Model Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
3.3.1 Averages . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
3.3.2 SAP Use Case: Moving Average, Moving Weighted

Average . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
3.3.3 Single Exponential Smoothing (SES) . . . . . . . . . . . . . . . 97
3.3.4 SAP Use Case: SES . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
3.3.5 Double Exponential Smoothing (DES) . . . . . . . . . . . . . . 101
3.3.6 SAP Use Case: DES . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
3.3.7 Triple Exponential Smoothing (TES) . . . . . . . . . . . . . . . . 104
3.3.8 SAP Use Case: TES with Solver Parameters . . . . . . . . . . 108
3.3.9 SAP Use Case: Statistical Forecasting on Aggregated

and Product Level . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
3.3.10 SAP Use Case: Automated Exponential Smoothing

Within SES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
3.3.11 SAP Use Case: Automated Exponential Smoothing

Within DES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
3.3.12 SAP Use Case: Automated Exponential Smoothing

Within TES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
3.3.13 SAP Use Case: Automated Exponential Smoothing with

Best Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
3.3.14 Adaptive Response Rate Single Exponential

Smoothing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
3.3.15 SAP Use Case: Adaptive Response Rate Single

Exponential Smoothing . . . . . . . . . . . . . . . . . . . . . . . . . 126
3.3.16 Brown’s Linear Exponential Smoothing . . . . . . . . . . . . . 127
3.3.17 SAP Use Case: Brown’s Linear Single Exponential

Smoothing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
3.3.18 Croston Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
3.3.19 SAP Use Case: Croston Method . . . . . . . . . . . . . . . . . . . 133
3.3.20 Multiple Linear Regression Model . . . . . . . . . . . . . . . . . 134
3.3.21 SAP Use Case: Multiple Linear Regression . . . . . . . . . . . 141
3.3.22 Auto-ARIMA/SARIMA . . . . . . . . . . . . . . . . . . . . . . . . . 146
3.3.23 SAP Use Case: ARIMA/SARIMA . . . . . . . . . . . . . . . . . 149
3.3.24 Automatic Model Selection . . . . . . . . . . . . . . . . . . . . . . . 157
3.3.25 SAP Use Case: Best Fit . . . . . . . . . . . . . . . . . . . . . . . . . 157
3.3.26 SAP Use Case: Weighted Combined Forecast

from SES, DES, TES . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
3.4 Validate Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
3.5 Make Predictions and Observations . . . . . . . . . . . . . . . . . . . . . . . 173
3.6 Evaluate a Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173

3.6.1 SAP Use Case: Tracking Signal . . . . . . . . . . . . . . . . . . . 175
3.6.2 SAP Use Case: Forecast with Prediction Interval . . . . . . . 177

x Contents



3.7 Refine Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
3.8 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182

4 Custom Method to Forecast Seasonal Products . . . . . . . . . . . . . . . . 183
4.1 Segmenting and Classifying Demand . . . . . . . . . . . . . . . . . . . . . . 185

4.1.1 SAP Use Case: Classifying Demand . . . . . . . . . . . . . . . . 192
4.1.2 SAP Use Case: ABC/XYZ Segmentation . . . . . . . . . . . . . 196
4.1.3 SAP Use Case: Use of CoV for Data Cleansing . . . . . . . 201

4.2 Identifying Seasonality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204
4.2.1 SAP Use Case: Moving Average for Seasonality

Identification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209
4.2.2 SAP Use Case: Analysis of Variance—ANOVA . . . . . . . 214
4.2.3 SAP Use Case: Scatter Plot . . . . . . . . . . . . . . . . . . . . . . 218
4.2.4 SAP Use Case: Analysis of Means—ANOM . . . . . . . . . . 222

4.3 Understanding Data Series . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 226
4.3.1 SAP Use Case: Skewness . . . . . . . . . . . . . . . . . . . . . . . . 233
4.3.2 SAP Use Case: Kurtosis . . . . . . . . . . . . . . . . . . . . . . . . . 236

4.4 Checking Normality Assumption . . . . . . . . . . . . . . . . . . . . . . . . . 237
4.4.1 SAP Use Case: Normality Assumption Conditions . . . . . . 239
4.4.2 SAP Use Case: Box Plot . . . . . . . . . . . . . . . . . . . . . . . . 241
4.4.3 SAP Use Case: Probability Chart . . . . . . . . . . . . . . . . . . 243
4.4.4 SAP Use Case: Histogram Analysis . . . . . . . . . . . . . . . . 245
4.4.5 SAP Use Case: Visual Control of Normality

Assumption . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 247
4.5 Outlier Detection for Seasonal Products . . . . . . . . . . . . . . . . . . . . 254

4.5.1 SAP Use Case: Grubbs’ Test . . . . . . . . . . . . . . . . . . . . . 256
4.5.2 SAP Use Case: Thompson’s Test . . . . . . . . . . . . . . . . . . 258
4.5.3 SAP Use Case: Gaussian Method . . . . . . . . . . . . . . . . . . 264
4.5.4 SAP Use Case: Z Method . . . . . . . . . . . . . . . . . . . . . . . . 267
4.5.5 SAP Use Case: 3 Sigma Modified . . . . . . . . . . . . . . . . . 267
4.5.6 SAP Use Case: The Benefit of Normality Assumption

in Outlier Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . 271
4.6 Outlier Correction for Seasonal Products . . . . . . . . . . . . . . . . . . . 273

4.6.1 SAP Use Case: Manually Checking Corrected History . . . . 276
4.7 Forecasting Seasonal Products . . . . . . . . . . . . . . . . . . . . . . . . . . . 278

4.7.1 SAP Use Case: Forecasting Seasonality . . . . . . . . . . . . . . 278
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 281

5 Custom Method to Forecast Intermittent Products . . . . . . . . . . . . . . 283
5.1 Custom Method for Intermittent Demand Forecasting and

Planning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 283
5.2 Predicting Probabilities of Zero/Non-zero Demand

with Markov Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 286

Contents xi



5.3 Sizing Non-zero Demand Predictions with Single Exponential
Smoothing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 300

5.4 Forecasting Intermittent Demand . . . . . . . . . . . . . . . . . . . . . . . . . 301
5.4.1 SAP Use Case: Custom Method to Forecast Intermittent

Demand . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 303
Reference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 313

6 Value of Forecasting with Custom Methods . . . . . . . . . . . . . . . . . . . 315
6.1 Value of Custom Portfolio Classification . . . . . . . . . . . . . . . . . . . 318

6.1.1 SAP IBP Use Case: Custom Portfolio Segmentation . . . . 319
6.2 Custom Method for Statistical Forecasting . . . . . . . . . . . . . . . . . . 330

6.2.1 SAP IBP Use Case: Best Fit and Custom W/O Outlier
Correction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 330

6.2.2 SAP IBP Use Case: Custom with Versus W/O Outlier
Correction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 338

6.2.3 SAP IBP Use Case: Best Fit Versus Custom Method,
Both with Outlier Correction . . . . . . . . . . . . . . . . . . . . . 343

6.3 Custom Demand Segmentation and Parameters Optimization . . . . 348
6.3.1 SAP IBP Use Case: Custom with Outlier Correction

Versus Demand Dampening . . . . . . . . . . . . . . . . . . . . . . 348
6.3.2 SAP IBP Use Case: Custom Parameters Optimization

and Outlier Correction . . . . . . . . . . . . . . . . . . . . . . . . . . 353
6.3.3 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . 356

7 Improving Short-Term Forecast with Demand Sensing . . . . . . . . . . 363
7.1 Demand Sensing Trends in Modern Supply Chains . . . . . . . . . . . 364
7.2 Benefits of Demand Sensing . . . . . . . . . . . . . . . . . . . . . . . . . . . . 365

7.2.1 Variability Dampening . . . . . . . . . . . . . . . . . . . . . . . . . . 365
7.2.2 Working Capital Rationalization . . . . . . . . . . . . . . . . . . . 367
7.2.3 Lead Time Compression . . . . . . . . . . . . . . . . . . . . . . . . . 368
7.2.4 Demand Sensing Overview . . . . . . . . . . . . . . . . . . . . . . . 370
7.2.5 SAP Use Case: Bias Detection . . . . . . . . . . . . . . . . . . . . 371
7.2.6 SAP Use Case: Sales Order Pattern Recognition . . . . . . . 373
7.2.7 SAP Use Case: Calculation of Weekly

Sensed Demand . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 375
7.2.8 SAP Use Case: Determination of Daily Distribution

Factors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 375
7.2.9 SAP Use Case: Forecasting Sensed Demand . . . . . . . . . . 375
7.2.10 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . 384

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 385

xii Contents



8 How to Measure and Improve Forecasting . . . . . . . . . . . . . . . . . . . . 387
8.1 Measure Value Add . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 387
8.2 Measure Inventory, Service Level Impact for Intermittent

Demand . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 392
8.3 Improve Forecasting with Six Sigma . . . . . . . . . . . . . . . . . . . . . . 393

8.3.1 Define—What the Problem Is . . . . . . . . . . . . . . . . . . . . . 395
8.3.2 Measure—Understand Your Current Performance . . . . . . 402
8.3.3 Analyze—Find Root Causes of the Problem . . . . . . . . . . 405
8.3.4 Improve—Propose and Pilot Solution . . . . . . . . . . . . . . . 417
8.3.5 Control—Scale-up in Sustainable Way . . . . . . . . . . . . . . 418

8.4 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 419
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 421

Contents xiii



About the Authors

Ganesh Sankaran has been consulting large
multi-national companies for over 11 years on their
supply chain processes and IT solutions and helping
them solve business problems and generate value from
their investments. He possesses a skill set that combines
theoretical insights into SCM and implementation
experience in SAP solutions further supplemented by
around 7 years of software development experience. He
is passionate about teaching and research and continues
to engage closely with his alma mater to pursue these
interests.

Federico Sasso is Junior Consultant with a solid
background on logistics and supply chain management.
He got specialized in SAP Integrated Business Planning
focusing on demand planning and developing new
algorithms and processes for the detection and correc-
tion of seasonal outliers. He disposes an interdisci-
plinary expertise in engineering and economics, a
proven experience in risk and crisis management, and
he is ISCEA Certified Demand Driven Planner
(CDDP), leveraging the concepts of the demand-
driven methodology (DDMRP—DDI).

xv



Robert Kepczynski has more than 20 years of expe-
rience in supply chain management. He did manage
demand planning function and introduced differentiated
forecasting enabling step change in effectiveness and
efficiency of the process. He is specialized in supply
chain planning processes and technology. He took
business roles from production planning in the plant
and supply chain and S&OP solution lead in the
regional or global process owner. He contributed to the
second in the world SAP IBP implementation, which
has started in 2013 and proven that he has heart, head
and hands for Integrated Business Planning.

Alessandro Chiaraviglio has obtained his M.Sc.
degree in Aeronautical Engineering at the Polytechnic
of Turin. Since 1998, he is Lecturer in the field of
industrial plant and safety, and he has taught the course
of basics of the engineering economics. He provides
consultancy for technology innovation in the industrial
production sector for several Swiss companies. He
consults and trains Lean Manufacturing and Total
Productive Maintenance.

xvi About the Authors



1Introduction

1.1 The What and Why of Forecasting

This book is part of our Integrated Business Planning series with a special focus on
how to make short, medium and long-term forecasting processes more effective and
efficient through the use of rigorous analytical tools and techniques. We explain
how we can walk away from the “one-size-fits-all” thinking to more tailored
approaches for forecasting enabled by SAP IBP for demand. Let’s start by taking a
step back and defining what forecasting is and why it is such a crucial process for
any company.

The organizational structures and capabilities that the companies can build to
successfully navigate in uncertainty play a pivotal role in its success on the market.
Such capabilities are particularly relevant when it comes to the demand planning
and forecasting process. As uncertainty continues to grow in its fame with rapid
change becoming the new normal, practitioners need effective tools to navigate the
choppy waters of uncertainty. Forecasting is one such tool. Forecasting done well
can serve as a steadying force—it can be seen as a stand-in or a proxy for reality.
The better the forecast, the more ready is a practitioner when planning meets reality.

Forecasting is the art and science of making predictions about the future. Sci-
ence, because of the quantitative rigor involved in making extrapolations on the
basis of relevant historical data. It is said that history doesn’t just repeat, it rhymes.
The ability to see patterns and tell signal and noise apart calls for more than just
science. This is one among several aspects of forecasting that justifies the expres-
sion “the art of forecasting.” Sometimes, it is better to not forecast and instead bide
one’s time until more information becomes available. Daniel Kahneman in his
influential book “Thinking, fast and slow” quotes comedian Danny Kays as having
said of someone “…her favorite sport is jumping to conclusions” (Kahneman,
2011).

To expand on this, one could say if it were an Olympic sport, it would probably
be the one most fiercely fought. To avoid the trap of jumping to conclusions with
not enough data is also something of an art form. It is also essential to, as Paulo
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Saffo puts it, be open to the full range of possibilities instead of a “limited range of
illusory certainties” (Saffo, 2007). In this sense, the forecaster needs to not lose
sight of the impact of her or his acts of commission and omission on decisions that
will be made on the basis of the forecast. A keen understanding of the tools in the
forecasting toolbox is therefore important in order of the key people involved in the
process to not just be “trusting bystanders,” but active participants (Saffo, 2007).

Let’s question the need for forecasting. If only customer order lead times can be
negotiated to be at least as long as the total replenishment lead time (see Figs. 1.1
and 1.2.), most tactical and operational decisions can be made on the basis of real
demands and the analog world of statistical forecasting would have limited use.
Unfortunately (for companies and fortunately for customers), in this hypercom-
petitive, on-demand world, decisions have to be hedged on forecast. Therefore, the
quality of forecast will directly or indirectly determine the quality of decisions and,
consequently, the achievement of business goals. It is altogether fitting that demand
forecast accuracy has pride of place in Gartner’s metrics hierarchy and sits atop the
pyramid (more on this in the chapter on performance management)

It is therefore absolutely essential to establish a sound basis for decision making.
“Sound basis for decision making” just about summarizes the role of statistical
forecasting. It is an extremely crucial cog in the wheel of demand management. It is
perhaps the only unbiased input into the demand management process. Why?
Machines don’t show biases, at least not today. With AI developing as fast as it is,
who knows? Levity aside, statistical forecasting lends itself well as the first input,
and an objective one, to the overall demand management process, which can then
be enriched with other inputs based on more forward-looking factors and actions.

In cognitive psychology, the concept of “anchoring” is well known and
researched. It is the idea that, when faced with decision making, we humans tend to
stick onto the first piece of information and start making adjustments anchored to
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Fig. 1.1 Order lead time versus total replenishment lead time
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this piece of information. Statistical forecasts are that anchor. If done poorly, it can
adversely impact all of the activities that follow. In other words, first impressions
matter.

There are essentially two basic types of forecasting: qualitative (reliance on
judgmental factors) and quantitative (consisting of time series and causal methods).
Quantitative methods are (and should be) steeped in science, whereas there is a
heavy dose of art involved in qualitative methods. In this chapter, our focus will be
primarily on quantitative methods—we will use the term “statistical forecasting” to
refer to these.

When it comes to forecasting models, one could take one of two approaches: Try
to understand causal factors and interdependencies between relevant control vari-
ables that impact what is being estimated or simply focus on the estimate alone. The
former requires answering the question why, but the latter is simply about what.
One can intuitively recognize that answering why requires far more sophistication
(and has far higher data requirements) than answering what. Models that concern
themselves with “why” are called explanatory models—causal algorithms belong in
this category. Time series models on the other hand are only concerned with “what”
(see Fig. 1.3). We will discuss a conceptual framework for selecting an appropriate
algorithm later in the book.

Regardless of the type of algorithm, forecasting has its basis on the assumption
of continuity. It relies on algorithms to interpret historical time series data and
extrapolate it into the future. Sometimes, additional forward-looking inputs such as
weather data or economic indicators are used, but in its simplest form the
assumption is that history will repeat itself in some shape or form and that historical
data are a good representation of how things will play out in the future.
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Fig. 1.2 Reality for most companies
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1.2 Planning Types

Having looked at what forecasting is and why it is needed, let’s delve into the
planning types and their relationship to the overall forecasting process. There are
three planning types, namely operational, tactical and long-term planning (Fig. 1.4).
In operational planning, the forecasting horizon is very short and it is granularity
very high; this is the reason why demand sensing, which emphasizes the use of
automation thereby limiting manual enrichment, plays a vital role in predicting
short-term future. Tactical planning should be supported by statistical forecasting
and cover horizons typically up to 3 years. Finally, in long-term planning, the
activity of predicting the future happens on highly aggregated levels and often in
monetary terms. As one can see, each of the planning types imposes certain
requirements and challenges on the forecasting process. Let’s explore these further
in the following paragraphs.

Demand sensing as part of operational planning will need to deal with data with
high granularity, often scattered, often from multiple sources (for example, in the
case of point of sales data). A use case on how to integrate point of sales data with a

Why?

What?

Some
estimate

+/-+/-

+/-+/-

Endogenous and exogenous factors

+/- Causal effects (positive/ negative)

Fig. 1.3 Why and what of forecasting
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special SAP solution into SAP IBP called SAP DSiM is provided in another book
in our SAP IBP series—“Implementing Integrated Business Planning” (Kepczynski
et al., 2018).

Within tactical S&OP, a demand planning process strongly supported by sta-
tistical forecasting is most commonly leveraged to make predictions. They deal
with products that may have stable but at the same time also high seasonal or
intermittent demand patterns. It is not simple to forecast products that are highly
seasonal, e.g., sold few months in a year or intermittent. We will shed light on how
to address this challenge in the course of the book.

Long-term planning covers in some industries up to 10-year horizon. Demand
predictions are often based on qualitative inputs provided by marketing, business
planning and finance. Long-term macroeconomic situations, researches and
development pipelines, appetite and funds for mergers and acquisitions and plans to
extend manufacturing footprints play a key role in this process. Predicting what will
happen in the markets on a global scale relies on data that is typically
coarse-grained leading to plans that are on a high level of aggregation.

Key planning meeting

Typical
Granularity

Time buckets

Horizon

Product line-region-Asset 
typeProduct grp-Country-PlantSKU-Customer-Resource

Month/ yearMonthDay / week

3-10years12-36 months4-12 weeks

Long termTacticalOperational

Global

Region

Local

Use case Annual Planning, Monthly 
Long term  Product 

Planning
Monthly S&OPCampaigns, Limited life 

offers,  Peak season

Planning horizons & types

Unit ValueVolume & ValueVolume

Fig. 1.4 Planning types and its characteristics
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Let us summarize different types of planning and forecasting and provide the
definition below for IBP which we will use for the purposes of this book:

INTEGRATED BUSINESS PLANNING IS A BUSINESS MANAGEMENT PROCESS WHICH AIMS

AT CONNECTING LONG TERM, TACTICAL AND OPERATIONAL PLANNING,ON LOCAL (MARKETS, SITES),
REGIONAL (INCL. PRODUCTION SITES) AND GLOBAL LEVEL,
TO ASSESS RISK AND OPPORTUNITIES, VERIFY ASSUMPTIONS

AND GENERATE WITH CROSS FUNCTIONAL COLLABORATION

A FEASIBLE INTEGRATED BUSINESS PLAN IN VOLUME AND VALUE.

It is fundamental for the efficiency and effectiveness of the demand predictions
to focus, as a primary step, on predicting volumetric sales. As to the question of
what to forecast, the answer is quite easy—you should forecast what the market
demands.

As companies sell products and services (and not money!), it is essential that the
sequence of forecasting reflects this fact: That is, volume precedes value.

Very often, companies mix sales forecasts (market demand), operational plans
and sales targets. Sales forecast is a demand projection, provided with a set of
environmental assumptions. Operational plan is a set of operational actions required
to reach the sales forecast regardless of the outcome. Sales targets are sales goals
established to motivate the sales and marketing staff (Mentzer Jr & Moon, 2004).

1.3 Scope of This Book

The primary focus of this book will be on the demand-driven and volumetric side of
the forecasting processes covering short-, medium- and long-term horizons.

As to tools and techniques, algorithmic support (statistical forecasting and
sensing algorithms) will be our particular focus throughout this book.

Statistical forecasting techniques for long-term planning often rely on models
that are based on selected variables to determine the impact on long-term volu-
metric predictions; e.g., the change of gross income per capita will increase the
buying power of people in a specific region or country.

In tactical S&OP, the demand review process is a crucial step. We have learned
that statistical forecasting can be performed in different ways depending on the
demand patterns. We want to share how to design statistical forecasting processes
and how to leverage the out-of-the-box features and the instruments of SAP IBP to
build your own customized features. In Fig. 1.5, we can observe that the demand
review process is composed of the qualitative inputs from sales, marketing and
demand planning, the quantitative inputs and of the right amount and quality of
demand planning and data scientist capabilities. However, not all the components of
the tactical S&OP process steps will be investigated in this book, but only those
highlighted in Fig. 1.5. You may have noticed that between the process steps, there
is cross/multiplication sign; the reason for such a choice relies on the fact that we
strongly believe that the ultimate performance and efficiency of the demand review
process depend on all the elements, acting as a whole and not as standalone ones.
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Along with the traditional mid to long-term forecasting processes, which are part
of the tactical S&OP and the long-term planning process, many companies leverage
the demand sensing techniques. Operational planning uses demand sensing to
detect signals from the market to make changes, within the short-term horizon, in
the deployment/distribution plans, late customization plans and sometimes to even
tackle production. Demand sensing may be perceived as an optimization technique
for the consensus forecast that acts within the short-term horizon. Eventually,
combining the outputs of short-term forecasting with mid- to long-term forecasting
can give you several improvements in responsiveness and can help to make your
supply chain more agile. Figure 1.6 illustrates the demand sensing topics that will
be discussed in this book.

Let us briefly explain the SAP IBP technology that supports the above processes.
In SAP IBP, SAP Integrated Business planning is a real-time supply chain
planning solution built to profitably meet the future demand by optimizing the
supply chain. Built natively on SAP HANA and deployed on the cloud, SAP IBP
provides the flexibility, agility and performance to meet complex planning
requirements of the next-generation supply chain. With an integrated planning
covering long-term, tactical and operational-level planning and a unified integrated
model covering sales and operations planning, demand planning, inventory opti-
mization, response and supply, and control tower, SAP IBP provides a single
platform for all the planning needs. Together with robust planning algorithms,
real-time simulations, what-if analysis, dashboards and analytics, alerts, embedded
social collaboration and data integration with external sources, SAP IBP is the
state-of-the-art planning solution (Fig. 1.7).

Inputs
• Sales orders
• Trade promotions
• Shipments
• POS Data
• Consensus demand 

plan

1

Processing
• Demand sensing 

algorithm
configuration

• Demand sensing 
processing

Outputs
• Sensed demand 

and analysis of 
impact

2 3

Demand sensing process framework

Scope of the book

Fig. 1.6 Forecasting in operational planning, demand sensing—scope of the book
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SAP IBP for demand will provide a key logic for forecasting in the long-term,
tactical and operational horizons. IBP for demand in large and complex organiza-
tions with comprehensive processes could be supported with improved visibility
and exception management embedded in SAP IBP for Supply Chain Control
Tower. In addition, another element which improves the end result is a functionality
which facilitates collaboration; this is done via SAP JAM.

In this book, we present how to leverage out-of-the-box functionalities for the
processes we will be covering. Besides, we will describe some special configura-
tions that were built making use of the standard mechanisms available in SAP IBP,
e.g., the possibility to add stored key figures, calculated key figures, definition of
custom rules to manage copy and default rules, definition of custom disaggregation
and aggregation, of alerts and visualizations in Excel UI or Web UI. Last but not
least, since the main user interface of SAP IBP is Excel, the reader could also learn
how to combine the strengths of Excel with SAP HANA in the various planning
templates.

In SAP for demand, there are the following key groups of functionalities:

– Statistical forecasting
– Segmentation
– Demand sensing
– Forecast error measurement (see Fig. 1.8).

We explained how we can improve “focus” and leverage segmentation in the
book Integrated Business Planning use cases (Kepczynski et al., 2018). In this
book, we will focus on statistical forecasting and demand sensing functionalities.

SAP Integrated Business Planning

Sales & Operations Planning (S&OP)

SAP HANA Platform

Supply Chain Control Tower

Response & SupplyInventory

Traditional demand 
planning (mid –long 

term statistical 
forecasting)

Demand

Segmen
tation

Forecast error 
measurement

Custom
method for 
intermittent
and highly 
seasonal
product

forecasting

Scope of the book

Short term demand 
sensing

Fig. 1.8 SAP IBP demand application scope of the book
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1.4 Statistical Forecasting Process Framework

Doing statistical forecasting right requires forethought and preparation and calls for
a formal process framework. One such framework is presented in Fig. 1.9. We will
use this framework as our reference model. The first step “define purpose” will be
discussed in this chapter, and the remaining steps will be addressed in Chap. 3.

1.5 Purpose

Purpose definition involves getting clarity on various aspects such as: Who or what
is most impacted by the forecast? What is the time frame of validity for decisions
taken on the basis of forecasts? This is connected to the decision phase (long
term/tactical/operational) the decisions belong to. One also needs to articulate the
consequences of inaccuracy. This requires considering the nature of decisions that
will be made based on the forecast as it will help determine the desired level of
accuracy. For example, cost of item-level inaccuracy tends to be lower compared to
inaccuracy on a higher level of aggregation (say, product group). Similarly, inac-
curacies in the short term are also less dire when compared to mid-/long-term
inaccuracies as these decisions are revisited more frequently.

1. Define Purpose

2. Select Model Classes
(Strategic)

3. Gather Data

8. Make Predictions

4. Analyze and Cleanse Data*

5. Select Forecast Model

6. Choose Effectiveness
Measure(s)

9. Make Observations

10. Evaluate Model

Real World Modeled World

7. Validate Model

11. Refine Model

* Periodic activity

Fig. 1.9 Statistical forecasting process model

1.3 Scope of This Book 11



It also needed to be careful to not fall into the trap of forecasting for its own sake.
It helps to have an appreciation for factors of uncertainty impacting the subject that
is being forecasted while being mindful of the diminishing marginal utility of
investing additional time and resources to unmask uncertainty in an effort to
improve accuracy. When Donald Rumsfeld famously spoke about “known
unknowns” and “unknown unknowns” at one of his press briefings during the
height of the Iraq war, he must have been talking about “epistemic” and “aleatory”
uncertainty (Rumsfeld, 2002). Epistemic uncertainty refers to things that are
knowable, but aleatory refers to things that fall into the category of impossible to
know for certain. When forecasting, it is important to acknowledge that sometimes
it is impossible to predict certain things and a better approach in such instances
would be to assess the risk exposure and hedge against such uncertainty, for
example, by using time, capacity or inventory buffers.

Span of control is also an important aspect to consider early in the forecasting
process. This determines what gets classified as external, therefore the object of
forecasting, and what gets classified as internal (controllable) and therefore is the
scope of planning and decision making based on predictions of external factors
(say, sales). In relation to this, it is worth mentioning that one should avoid fore-
casting requirements that can be “derived,” that is dependent requirements. It is the
independent requirement (external demands) that needs to be the focus of fore-
casting, but it does not mean companies do not predict dependent requirements,
e.g., for their highly important raw materials (steel for white goods manufacturers,
active ingredient for chemical companies, varieties for agriculture industry). Levels
in a bill of material are like the nodes of a supply chain and are similarly susceptible
to the bullwhip effect if individual levels are forecasted in isolation.

There are essentially two types of forecasts—market-oriented and production-
oriented (Silver, Edward, Pyke, David, & Peterson, 1998). A clear understanding of
purpose and scope determines the type of methods that are appropriate.
Market-oriented methods are more qualitative in nature and when quantitative tend
to be more sophisticated and expensive—higher forecasting costs. They drive
decisions regarding resource requirements (long-term scope). Production-oriented
methods on the other hand drive decisions regarding acquiring and scheduling of
resources (tactical and operational scope).

As long-term decisions involve higher degrees of freedom (see Fig. 1.10) or, in
other words, offer a broader scope for decision making involving alternate scenarios
and as such requiring a number of factors to be considered (external as well as
internal), they call for more sophistication. Since decisions on this level have the
power to change the givens (e.g., new markets and new locations), the assumption
of continuity (past is a good indicator of the future) falls apart sometimes, which in
turn calls for more qualitative or causal methods for forecasting. As one gets closer
to execution, there is a pressure of the decision space and simpler time series
methods start to become a lot more useful for decisions involving higher granu-
larities and increased frequencies.
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With a better appreciation for how purpose shapes the focus of forecasting, let’s
turn our attention in the next section to some key challenges in forecasting related to
both technical and human aspects.

1.6 Key Challenges of Forecasting

1.6.1 Seasonality

Uncertainty, complexity and volatility in supply chains are here to stay.
A well-established process for detecting and correcting seasonal outlying events
represents one of the first steps toward supporting the companies in the improve-
ment of forecast accuracy and customer service levels and reducing process vari-
ances and working capital tied to inventory.

In addition, companies deal with the increased number of SKUs in their port-
folios, strong seasonal sales cycles, exceptional events and intermittent or erratic
sales patterns. Activities such as data cleansing, outlier detection and correction and
forecasting are not currently properly supported by viable and agile processes and
would require a specialized set of skills/capabilities and right system functionalities.
Outlier detection, correction and forecasting are often addressed with too much
human subjective guessing; in addition, the lack of data analysis for supporting
decisions does not help for a more effective management. Those challenges and
symptoms are even more exposed if we look on products that are highly seasonal or
offer limited life, often not repeatable. It all results in high forecast errors, high
supply chain and operating costs, loss of sales and not optimized inventory levels.
Obviously, the overall result is frequently the following: During the season in
which a company is supposed to account for most of its revenues, it is actually
reporting for most of its lost compared to the realistic potential!

Strategic Constraints

Strategic Planning 
Scope

Tactical Constraints

Tactical Planning 
Scope

Operational Constraints

Operational Planning 
Scope

Fig. 1.10 Decision making, forecasting and planning scope
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The demand or the sales of a given product exhibit seasonality when the
underlying time series undergo a predictable cyclic variation depending on a
specific time within the year. More commonly, seasonality refers to regular periodic
fluctuations that recur every year with about the same timing and intensity. For
example, some consumer habits, like festivals, days off, and celebration days, could
bring to seasonal patterns.

Furthermore, there are some patterns that can be addressed as quasi-seasonal.
They constantly reveal themselves every year, but with a different cadence or with
discrepancies among countries or even within the years as the mother day which
varies from country to country or Eastern which changes from year to year.

Almost all businesses have some form of seasonality since factors such as
weather, holidays, special events, specific time of the year, fiscal end-year and
back-to-school day can all contribute to some short-term or long-term spikes in
demand (Metersky, 2003).

It is known that seasonality can be caused by internal and external factors, and it
can create enormous inefficiencies. The seasonal cycle, which is the smallest time
period for the repetitive cycle, has a huge impact on supply chains and operations;
furthermore, the seasonal cycle influences and disturbs the variance of the ordering
quantity, the forecasting process, the variance of the lead time and the normal
ordering processes (Cho & Lee, 2012).

Seasonality is uncertain and inevitable. It can happen at any time of the year, and
it creates often managerial headaches and dramatic consequences if it is not
addressed with the right attention (Amy & Partridge, 2017). It requires effective
decision making and fast response and reactiveness.

As a consequence, understanding, identifying and reacting to seasonality are
subjects of interest for almost all the businesses. Improvement toward this topic can
lead to a substantial benefit in the bottom line profits as well as to a competitive
advantage toward other companies or to an added value to be exploited. Seasonality
is also one of the most frequently used statistical patterns to improve the accuracy
of demand forecasts.

Among the influencers of seasonality, a brief mention should be addressed to the
rogue seasonality, also called unintended cyclic variability. It is an endogenous
disturbance generated by a company internal processes such as inventory, pro-
duction and forecasting control systems ((Shukla, Naim, & Thornhill, 2012).
Unintended seasonality can propagate all along the supply chain causing instability
and higher cost propagation. It is often present in all supply chains with different
degrees of intensity, and it commonly manifests itself in the ordering process. The
unintended cyclic variations are present only for make-to-stock businesses, and it
affects more the FMCG and technology businesses. The consequences of an
unintended seasonality on a business are the same as the ones mentioned before,
with the particularity that a root cause analysis is much more difficult to be assessed
as all the departments contribute to the propagation of the disturbances and errors.

When seasonality is unmanaged, the usual objective of getting the right amount,
at the right place, at the right moment may become even trickier (Amy & Partridge,
2017). Seasonal stress is felt all along the supply chains and distributions networks:

14 1 Introduction



manufacturers, retailers, third parties, transportation carries and infrastructure out-
posts. It happens that everyone peaks at the same time and often, to make things
worse, the 40/50% of the revenue of the year is earned in that very short lapse of
time. Real-life examples suggest us problems such as lack of truckload capacity,
congestions, nervousness and inaccurate demand planning (Amy & Partridge, 2017).

Dealing with seasonality is money consuming, visibility gets poor, expenses are
run at the last minute, sales are often missed, and organization stress reaches the
same high peaks of the demand (Amy & Partridge, 2017).

The common outputs of seasonality are lost revenues, inaccurate demand fore-
casting, missed production schedule, ineffective transportation and excessive
inventory management (Cho & Lee, 2013) resulting in sky roofing operating costs.
The phenomenon can also potentially cause a mismatch between supply and demand,
and it frequently increases the costs of inventory and stock-out (Cho & Lee, 2013).

Seasonality is not only related to the customer side, but also to the supply side;
fluctuations may concern raw materials and labor availabilities hitting also the
long-term corporate strategies. As a consequence, whether seasonality comes from
supply or demand, the variability creates always significant challenges for all the
actors involved.

The forecasting processes often suffer from seasonal products as they are difficult
to predict; their demands are unstable and always changing in quantities. Estimating
the seasonality implies several complications as the following (Seasonality Defi-
nition, 2017):

• Time series are short. The life span of most consumer goods does not exceed 3 or
4 years. As a result, for a given product, sales history offers on average very few
points in the past to estimate each seasonal cycle.

• Time series are noisy. Random market fluctuations impact the sales and make
the seasonality more difficult to isolate.

• Multiple seasonality is involved. When looking at sales at the store level, the
seasonality of the product itself is typically entangled with the seasonality of the
store.

• Other patterns such as trend or product life cycle also impact time series,
introducing various sorts of bias in the estimation.

In addition, seasonal forecasting is complicated also because it requires a
cross-functional collaboration and a rich information sharing. Often, information
sharing is identified as the solution to enhance the company understanding of
business seasonality. Moreover, the use of an established collaboration and shared
inputs can lead the analysis to a further step of comprehending the root causes of
each season. It is considered that a 360 degree approach will deliver the right
benefits; for example, analyzing the historical peaks of the past year may require an
understanding of the marketing activity, the contingency of that period, the pro-
motions launched over the past years, the competitors’ activities during that period
and many other influencers. Collecting information requires the right technology
and the right skill set of people, because not all the data are useful and only few of
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them are the drivers toward the solution. Advanced mathematical analysis like the
failure mode, effects and criticality analysis (FMECA) and the fault tree analysis
(FTA) can enhance capabilities to understand seasonality and its impact.

Sometimes, seasonality can appear easy to understand and predict: For example,
if a company sells an anti-pollen pill, it is expected to see a peak during the spring;
however, understanding and giving a weight to the influencers of the peak of that
particular year are a much more difficult exercises that demands internal commu-
nication, external collaboration and a huge data system.

However, most of the companies look for short-term solutions, the easy way,
failing to consider the whole picture, all the causes, repercussions, consequences,
but at the same time also the benefits that could be generated on a large organi-
zational scale (Metersky, 2003).

Besides, an outlier is an observation that appears to deviate significantly from
other observations in the sample (NIST, 2012). They are data points that have
extreme values relative to other observations observed under the same condition
(Gunst, Mason, & Hess, 2003). Outliers are often named as aberrant, discordant,
anomalous, straggler and wilds.

SAP defines an outlier as an observation that lies outside the overall pattern of a
distribution (Sap & Planning, 1999). Others name an outlier as an entry in a data set
that is anomalous with respect to the behavior seen in the majority of the other
entries in the data set (Watson, Tight, Clark, & Redfern, 1991).

Outliers are very important in the area of data analysis; they have been studied in
various disciplines within which supply chain processes, pharmaceutical researches,
weather predictions, financial applications, marketing and customer segmentations
(Cherednichenko, 2005). For an introductive purpose, outlier is exceptional values
that need to be found in order to reduce their impacts (Sharma & Singh, 2013).

The today new normal dares imply the need for data collection, and more data
with a high level of granularity have to be constantly available and maintained; data
analysis and its comprehension are on the raise, and its new challenges must also
consider all the spectrum of outliers detection techniques as a form toward better
management and control.

Outliers are a real pain for the majority of the companies of the entire business
panorama. Most of them are facing difficulties in identifying those strange points,
others in correcting, some of them in both. As it will be described in the next
chapters, the outlier analysis covers a specific step of the forecasting process,
however, standard, tested and reliable methods are often missing in that respect,
leading to a mismanagement of these controversial outlying points.

The objective in this regard is to investigate and look for the “exception” in order
to let the organizations better benefit for a further comprehension of their data.
Nevertheless, best practices are shadowed. The reason for such a thing is thought to
be due to both bad management and to the difficulty of the subject.

In recent years, this subject has attracted more and more attention, and conse-
quently, this study positions itself in this growing trend of interest. The aim of this
section will be to introduce the matter and define some common techniques and
methods that can be adopted to better manage the outliers all along a supply chain.
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The detection and location of all types of outliers in logistic networks, supply
chains and internal corporate processes have also attracted much attention recently,
because such outliers tend to affect also unit root inference among other things.
Most of the procedures developed in regard to outliers were related for
non-seasonal products, while most of the firms of the world deal with seasonality
and have to tackle it.

Besides, the presence of seasonality in the form of seasonally varying means and
variances affects the properties of outlier detection procedures, and hence, appro-
priate adjustments of existing methods are needed for seasonal data (Haldrup,
Montañes, & Sansó, 2011).

Outlier methodologies are generally applied to all kind of data, but it is often
forgotten to consider specific business characteristics as well as the differences of
the data itself. Let’s have a deeper look at how outliers are classified.

1.6.2 Outliers

Identifying, detecting and correcting outliers are important for the following reasons
(NIST, 2012; Gunst et al., 2003):

• An outlier may indicate a bad data. The data may have been coded incorrectly,
or an experiment may not have been run correctly. If it can be determined that an
outlying point is in fact erroneous, then the outlying value should be deleted
from the analysis or corrected.

• In some cases, it may not be possible to determine if an outlying point is a bad
data. Outliers may be due to random variation or may indicate something sci-
entifically interesting. In any event, we typically do not want to simply delete
the outlying observation. However, if the data contains significant outliers, we
may need to consider the use of robust statistical techniques.

• The presence of outliers in a data set may obscure some characteristics about the
phenomena being studied.

• Outliers may contain important information that if not noted and considered may
go lost.

• Outliers may identify errors in data or faulty measurements. Other sources of
error are manual human errors and finger touches with the data (Watson et al.,
1991). The consequences of not detecting an outlier have a superior cost than
the effort for detecting the outlier itself.

• An outlier can represent an error: It is an anomaly, discordant observation,
exception, fault or defect. They may occur because of human errors, mechanical
faults, or change in the environment (Sharma & Singh, 2013).

• An outlier can represent an event: They may be generated by a different
mechanism indicating that this type of outliers belonging to an unexpected
pattern that does not conform to the normal behavior and may include useful and
interesting information about rarely occurring events within numerous appli-
cations (Sharma & Singh, 2013).
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• The outliers are the instances of errors or indications of the events. Outlier
detection allows to improve the analysis of data and further discovering unseals
events in different domains (Sharma & Singh, 2013).

Company strategies toward outliers
In supply chain contexts, outliers are investigated and inquired in order to get a more
stable and predictable management of the internal processes employed to generate
profit. Outlier detection in supply chain processes can be explained with regard to
localization, tracking, logistics, shipments, transportation, sales, reverse logistics
and procurement. The objective is often identified in filtering out any erroneous data
due to human errors or inaccurate management from the collection of raw data to
calibrate efficiently the target. Sometimes, data that look strange and bizarre are not
wrong at all, and they have to be kept and not being incorrectly eliminated.

Let’s bear in mind that companies’ nightmare is both not to respond to customer
demand and, at the same time, not being capable of predicting changes in cus-
tomers’ behaviors (Cherednichenko, 2005). In this respect, companies are looking
for automation, greater visibility, smarter use of the data, efficient tracking for faster
and more dynamic decision making (Sharma & Singh, 2013). One of the tools
heavily implemented in the previous year has been the RFID, an innovative
tracking tool for supply chain management systems. Almost all the retailers will use
RFID to track their shipments of products from suppliers to the warehouses, while
tracking customer demand. Those data are capable of providing useful information
about trend, seasonality and outliers’ analysis (Sharma & Singh, 2013).

Companies normally react in four different ways in front of a possible outlier
situation (Budzier & Flyvbjerg, 2013):

1. Rejection: It is the most common method to deal with outliers, consisting in
rejecting and forgetting the existence of an anomalous point. Outliers do not
need to be thrown out of the window because they result unusual, but rather they
need to be included and considered as they can provide useful and not previ-
ously noted information about the data set.

2. Accommodation: It means that the inferences are made by adjusting the method
with which the data have been analyzed and investigated.

3. Incorporation: It consists of revising some assumptions in order to let the
extraordinary point come back into its normal expected range. This bad practice
is often run in operations management.

4. Identification: It implies the action of clustering and then recognizing those
points that interfere with the normal data set.

It is also frequently experienced the tendency of considering and labeling an
outlier as a perfect storm or a black swan. This labeling is criticized for implying
that the event in question is uncontrollable and unforeseeable resulting in “nothing
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can be done about it,” “nothing can be done to prevent it,” and “nothing can be
done to manage it” (Budzier & Flyvbjerg, 2013).

Furthermore, it has to be reminded that also the subject of whether or not to
consider an event as black swan needs to undergo a more rational inspection
compared to what common practices normally propose. By applying a rigorous and
systematic approach, we want to avoid retracting the topic of outlier detection and
correction as what the risk and crisis management experts at Riskope & Associates
calls “Black Swan Mania”, a sort of viral epidemic that culminates in labeling
everything as an unpredictable event whose consequences cannot be mitigated in
advance as a black swan (Riskope Blog, 2011).

As a conclusion, it has to be reminded that wrong practices about outlier
detection do exist and persist and one-fits-for-all solutions and rules do not exist at
all. Methods, techniques and algorithms vary depending on the organization’s
perspectives and processes followed; as a result, a fully efficient unified method is
still a mirage (Sap & Planning, 1999).

The main field of application of outlier detection and identification is the one
related to the sales demand history of a particular time bucket, within the demand
forecasting process. The planners usually do not manage to explain differences and
discrepancies in the data or the root causes of the exceptions. Correcting is a tricky
task, often subjective and little objective that influences the accuracies of predictions.

In the following pages, we will see how to improve those practices.

Outliers Classifications
A school of thought has classified the outliers in three different categories: the
system, the event and the process-centric; each category differs in the understanding
and assumption about the nature and causes of uncertainty (Budzier & Flyvbjerg,
2013).

The system-centric theory defines an outlier as a normal accident. This theory
considers the complexity of systems as the root causes for anomalies and failures.

The event-centric view considers organizational failures as the result of the
occurrence of an external event followed by an insufficient response (Budzier &
Flyvbjerg, 2013).

The process-centric view estimates that organizational failures are the gradual
sum up of smaller errors over time. The amplification of small errors leads to a large
disaster allowing to the risk acceptance to slowly enlarge with time passing. When
dealing with organizational outliers, it must be defined as the causes and effects of
the trigger, for example, if the outlier has been caused internally or externally and
its degree of controllability.

As a conclusion of this first classification, a brief digression needs to be
addressed to the internal causes of outliers; it has been mentioned before how
unintended organizational seasonality can lead to variations and internal variances.
A unintended seasonality index can be assessed using the Fourier transform, and it
can be of help stopping the propagation of outliers all along a supply chain by
concentrating on managerial actions and routines (Shukla et al., 2012).
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The communality among these theories is that the outlier or the unexpected
event stays undiscovered until when the fact happens. Besides, once again, the
future does not go according to plans and unattended consequences arise and create
problems. All theories still wonder if outliers are common and stable phenomena or
the opposite. The former assumption implies that outliers are not isolated; the latter
suggests that an outlier happens, because of random chance events.

The analogous of this debate can be transposed into the statistic field, asking
whether outliers are part or not of the same population. Outliers can also be clas-
sified as (Watson et al., 1991):

• Single abnormal flow measurement
• Multiple abnormal flow measurement
• Same abnormal repeated flow values
• Flow values at zero
• Abnormal flow values as a result of events.

According to such a theory, an outlier is a data that lie sufficiently far from their
immediate neighbors after having considered all factors affecting the sales/demand
of the item in question. The outliers can be also classified as additive outliers,
innovative outliers, level shift and transitory change. An additive outlier represents
an isolated spike, a level shift is a step function, a transitory change is a spike that
takes a few periods to disappear, and an innovative outlier is a shock in the
innovations of the model (Kaiser & Maravall, 1999).

The objective for this section is also to list the main broad outlier methods
classifications usually employed for statistical forecasting purposes. It must be said
that the list is not comprehensive of all the techniques present in the overall
panorama and not all will be investigated; only those relevant for improving and
enhancing the practices toward the statistical outlier correction and detection will be
considered (see Fig. 1.11).

Some techniques can be used to check for a single outlier, others for multiple
and others for both; sometimes, the specific number of outliers that wants to be
detected has to be declared before the test, and sometimes, this is not the case.

It results that some models can be global and others local; some methods are
considered labeling methods and others scoring ones. Others methods are also
based on modeling properties such as rational and sample features; among those,
there are other subdivisions as proximity-based and angle-based approaches
(Kriegel & Kroger, 2010).

Despite the numerous approaches, the phenomena of masking and swamping
can occur and make the tests fail. Masking is said when one outlier masks a second
outlier that could have been considered a single standing outlier by itself, if the
previous was not present at all. To be clearer, if the first outlier had been deleted,
the second would have resulted as an outlier (Seo & Marsh, 2006). Swamping is
said when one outlier swamps a second observation, resulting in both observation
outliers because of the presence of the first one. If the first point is deleted, the
second observation does not result in a standing alone outlier (Seo & Marsh, 2006).
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These are the reasons why graphical techniques, also called labeling methods, are
often recommended, and their complementary use is advised by experts.

Outliers’ detection techniques can be divided into these main categories
(Cherednichenko, 2005; Kriegel & Kroger, 2010; Sharma & Singh, 2013):

1. Distance-based method which distinguishes potential outliers from others based
on the number of objects in the neighborhoods.

2. Distribution-based approach which deals with statistical methods that are based
on probabilistic data models.

3. Density-based approach which detects local outliers based on the local density
of an object’s neighborhoods.

4. Depth-based approach which searches for outliers at the border of the data
space. An outlier will be an object on outer layers.

5. Deviation-based approach which detects outliers as points that do not fit the
general characteristics of the set. An outlier is the outermost point of the data set.

6. High-dimensional approach where the concept of neighborhoods becomes
meaningless and detects outliers in projections of the original feature space.

7. Graph-based approach which detects outliers on images generated by powerful
tools and maps.

8. Clustering-based approach that identifies an outlier as a point that does not
belong to a cluster of data set. Clustering-based outliers’ detection algorithms
are about finding cluster and outliers which are often considered as noise that
should be removed in order to make more reliable clusters. Some points may be
far out from the data mean others can be closer and further out they are, greater
is the probability of exclusion.

Fig. 1.11 Overview on outlier classifications, methods, theories and strategies
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9. Tree-based approach which detects outliers by building specific trees which
allow a decomposition of the data structure and an efficient measure of similarity
for the sequence data so that outliers can be distinguished from non-outliers.

Another classification can be the following:

• Supervised learning approach where outliers are detected on the basis of fit in a
model.

• Unsupervised learning approach detects outliers without the use of pre-labeled
data, and these methods are more general.

• Semisupervised learning approach requires some training on pre-labeled normal
data, and an outlier is thought to be the one that does not fit the normality model.

• Models can be also clustered as mathematical, numeric and non-numeric/logical
ones (Watson et al., 1991).

All of these approaches include many and various techniques that can provide
different outputs in relation to the outliers’ detection topic. The objective would not
be to go through all the viable tests, but rather screening and applying those that
will create organizational benefits in terms of better supply chain management.

1.6.3 Intermittent Demand

Intermittent demand appears at random, with many time periods having no demand.
The most significant factor that turns a normal demand into an intermittent demand
is the presence of sequences of zero values in a demand series. Moreover, the
non-zero demand is often also “lumpy,” which defines the case in which there is
great variability among the non-zero values.

Intermittent demand is often experienced in industries such as aviation, auto-
motive, defense and manufacturing; it also typically occurs with products nearing
the end of their life cycle. Items with intermittent demand include service spare
parts and high-priced capital goods, such as heavy machinery.

Some companies operating in these areas observe intermittent or lumpy demand
for over half the products in their inventories. In such situations, there is a clear
financial incentive to inventory control and retaining proper stock levels and
therefore to forecasting demand for these items. The difficulty in assessing good
planning strategies for these items is in their specific nature.

Forecasting lumpy and intermittent demand is challenging because it is not only
affected by the variability of the demand size, but also by the variability of the time
between the arrival of a non-zero demand and the following one.

Intermittent demand creates significant problems in the manufacturing and
supply environment as far as forecasting and inventory control are concerned.
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Given that inventory management and stock control is based on demand fore-
casting, it is obvious that intermittent demand nature could create significant
problems in the manufacturing and supply environment since demand forecasting
strongly influences aspects such as overproduction, under- or overstocking.

In the competitive environment where the majority of the businesses operate,
managing intermittent and lumpy demand patterns represents an increasingly fre-
quent and complex issue.

The complexity of dealing with these kinds of demand patterns lies in finding the
best trade-off between negative effects related to high storage levels, such as high
amount of space and resources for keeping large warehouse areas, high holding
costs, as well as high risks and cost due to items obsolescence, and negative effects
related to low storage levels, such as lost demand and customers.

Usually, inventory management and demand forecasting are traditionally treated
as independent problems.

Most inventory methods ignore forecasting altogether and simply assume that
the distribution of demand and all its parameters is known, while most forecasting
techniques do not evaluate the stock control consequences.

This can lead to under- or overstocked inventories, the former of which can
increase lead times, while the latter equates to excess spending better used else-
where in the supply chain. Supply imbalances in any direction can disrupt pro-
duction and inhibit lean manufacturing efforts.

The interactions between forecasting and stock control must be analyzed for
items with intermittent demand, and the forecasting method is an important
determinant of the customer service that can be obtained from a given level of
inventory investment.

The positive effects of an integrated approach are:

• Increasing customer satisfaction
• Reducing inventory stock-outs
• Scheduling production more effectively
• Lowering safety stock requirement
• Reducing product obsolescence costs
• Doing more with less - In accordance with the lean manufacturing paradigm.

Therefore, when treating irregular and sporadic demand patterns, two relevant
issues must be considered:

1. Demand forecasting in the future periods
2. Utilization of demand forecasting obtained for managing stocks.

Hence, issues related to when and how much it costs to create stocks for sat-
isfying the forecasted customers’ orders are faced at the same time.
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1.6.4 Human Judgment

A forecasting process requires differentiated treatments in process, people capa-
bilities and system solutions. This amalgam improves the way in which a business
problem will be addressed. We see that an important element for the
problem-solving success is associated with how we leverage data scientists’
capabilities and how we will combine it with the typical/standard demand planning
skill set. The demand review process steps, which are part of the S&OP process, are
the most suitable placeholders for improved outlier detection for seasonal products.

The outlier detection for seasonal products process highly focuses on statistical
techniques; however, it recognizes the crucial role played by the qualitative market
inputs such as marketing, promotions and competitors to complement the solution.

At the same time, the use of specific metrics and assigning the ownership to the
new steps of the processes will help in tracking the benefits and guaranteeing a
mindset toward the continuous improvement (see Fig. 1.12).

It is worthwhile to have a particular digression on the role of the people involved
in the process, their attitudes toward statistics and the influence of what is normally
called the “human touch.”

It has been proven that there is a natural human tendency to trust one’s feelings
more rather than trusting computer-generated statistical data (Bobenstab, 2017).
According to a research on a pool of 100 people, 8 used statistical baseline and 92
made manual overrides, which in most of the cases meant adding 92 chances of
being wrong (Chase, 2009).

Makridakis, Wheelwright and Hyndman (1998) stated that “While we accept the
deficiency of our memory, we rarely do anything to remedy the deficiency of our
judgment.”

Fig. 1.12 Operating model
for forecasting process
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If a group of people are asked to predict the demand of an item according to
same historical information, their outputs will be often very different depending on
the level and degree of education of the person, to the amount of external infor-
mation coming from the market and to the internal information coming from the
product itself (a mature one or a new one).

A common erroneous trend seems to be that people believe that past represents
the future. Inconsistency is one of the major problems causing fluctuations and
variations among periods, often because people are unwilling to apply the same
rules or because they are influenced by their mood of the day. Building expert teams
can help to solve the problem of inconsistency and process adherence.

It should be noted that group thinking is risky, because of people’s personalities
to follow more or less the superior’s lead and that recency is a well-defined
common bias that consists of on remembering short-term facts easily and giving
less importance to older ones.

Other errors may still be conservatism, availability, anchoring, illusory corre-
lations, search for supportive evidence, regression effects, attribution of success and
failure, optimism and pessimism, selective perception.

Conventional wisdom lets us believe that sometimes more information is better,
but it can happen that more information just makes us feel more confident about the
decisions we take. Often information is redundant or time consuming, be it “good”
or “bad.”

Since forever, people have always dreamt of predicting the future in order to
diminish their fear against the unknown and the uncertain. Mathematical tools are
needed in forecasting to predict the future, but they are not a substitute for pro-
phecy. Forecasting errors will always be present, and no statistical method will
match exactly the future reality.

However, forecasting is needed to launch production, supply, scheduling, pro-
duction and replenishment, and as a result, the best and most rational approach
toward forecasting will create benefits for an entire organization.

Concluding, it is not said that qualitative inputs must be eliminated or banned;
however, they need to be used cautiously and prudently. Combining qualitative
with quantitative is possible as Daniel Kahneman’s book “Thinking, fast and slow”
proposes:

• Identifying a baseline forecast using statistics and relying on the computer
generated statistical data, being aware that there is no one-fit-for-all solution for
forecasting technique

• Intuitive estimation addition where some casual actors were not included in the
baseline

• Identifying the spectrum of factors utilized in your intuitive suggestion
• Adjusting the baseline by the percentage of factors that your intuitive suggestion

took into consideration.

It allows a sort of compromised solution between data and self-intuition reliance,
mitigating the human error and at the same time helping to trust the data system.
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People can see that is possible to combine data generated solution with their own
thoughts. In this way, people are less reluctant to trust and follow technology
(Bobenstab, 2017).

The final point to be assessed in that regard is to verify the amount of
improvement generated by the manual adjustments. Enhancement and benefits
should not be verified only in respect of pure accuracy and bias, but rather based on
the final bottom line improvement and cost savings. The stakes of the game must be
worth the cost of the candle light by which it is played; the efforts spent to raise a
percentage of a forecast error must be worth the payoff (Singh, Raman, & Wilson,
2015). That is also one of the reasons why there is a growing tendency toward
segmenting the supply chains and its activities pointing how a one-size-fits-all
solution does not exist and mostly does not deliver expected results (Davis, 2011).

In conclusion, the direction for the future of forecasting processes, which has
been already underpinned by some companies, is to build a center of forecasting
excellence composed by people with high statistical skills (demand analytics) and
people who work closely to market businesses (demand planners) (Chase, 2016).

1.6.5 Effectiveness and Efficiency

Many of us have experienced that forecasting and demand planning are:

– Workload-intensive especially for qualitative inputs
– Not addressed with enough time by sales and marketing team
– Have an overrated basic statistical forecasting
– Characterized by large portfolio of the products
– Run by few business models
– Problematic since not enough focus was introduced
– Performing below expectations.

Besides, many have faced challenges on how to:

– Distinguish promotions signal from baseline demand, and product mix shifts in
volume

– Find the right balance between statistical forecasting and collaborative
bottom-up inputs from demand organization

– Make stakeholders more accountable for forecast accuracy (Steutermann, Scott,
& Tohamy, 2012).

How to turn it around, how to become more efficient and effective in your
forecasting and demand planning process? To increase the process efficiency and
effectiveness, you should walk away from “one-size-fits-all” forecasting and build
“differentiated forecasting and demand planning” which is really about introducing
tailored ways of working for different product segments. For some products, the
process should be more labor-intensive or methods should be more sophisticated.
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Differentiated forecasting consists of the elements as shown in Fig. 1.13:

• Qualitative inputs provided by various functions: sales, marketing and demand
planning. Furthermore, sometimes business development should provide fore-
cast inputs aligned to the best insights

• Statistical forecasting: functional system capabilities of basic and advanced
statistical forecasting supported by demand planners or data scientists

• Product segmentation: instruments that will help you to introduce the focus on
right materials, in a way to be aligned to your long-term objectives (e.g., rev-
enue or profitable growth)

• Process measurement: measurement of all forecasting inputs (qualitative,
quantitative), consensus unconstrained forecast with the agreed parameters
aligned to the S&OP characteristics

• Demand planning capabilities: analytical and communication skills for a full set
of capabilities and skills refer to the next chapter of the book.

The segmentation of a product portfolio by criteria such as “volume, pre-
dictability, channel/customer, promotional and seasonal items” with forecasting
types assigned accordingly seems to be very important. The combination of a col-
laborative approach and statistical forecasting is “the” key (Steutermann et al., 2012).

What is the rationale behind differentiated forecasting and tailored ways of
working?

Demand
planning

capabilities

Differentiated
and tailored

ways of 
workingProduct

segmentation

Statistical
forecasting

Process
measurement

Qualitative 
forecast inputs

Fig. 1.13 Differentiated forecasting building blocks
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– Balance which function you ask for what type of input. Does is not sound like a
waste of time to ask marketing and sales to provide inputs for extremely
easy-to-forecast stable portfolio that has minor impact on revenue or profitable
growth? Can demand planning be responsible for forecasting low-value
contribution/high predictability product segments? They should be leading
such a task while sales and marketing should only review on aggregated level
their efforts, providing the right guidance.

– A sales team does not need to provide inputs for all SKUs/customers. Why not
to leave in their forecasting portfolio those forecasting combinations which are
critical to the business?

– Sales or marketing should own sales forecasts; however, the process design and
process improvements should be done by demand planning. Sales and mar-
keting could focus on their core activities and gain time for selling.

– Time being gained from transformation to “differentiated forecasting” can be
leveraged for selling, analytical support, development of business risks and
opportunities, in other words in more value-adding activities. Demand planning
plays a crucial role in optimizing the time being spent on forecasting. Demand
planning, considered as a function, must make those changes happening.

– Once you have most of the building blocks in place, it is most probably
inevitable to consider the introduction of target settings. Target settings should
be also done based on segments or at least groups of segments, the so-called
blended targets.

The ABC/XYZ visualization matrix is a foundation of the differentiated fore-
casting and can make an impact on how a company organizes a demand review
process, e.g., bottom-up, top-down qualitative forecast inputs, statistical forecasting
and demand review preparation. Furthermore, there may be other ways to segment
and sub-segment the demand; refer to Chap. 4.

Figure 1.14 illustrates an example on how a company can leverage the differ-
entiated forecasting concept:

1. Define leading and supplementary techniques, e.g., input from sales and mar-
keting (S&M), statistical forecasting (STAT) and inputs from marketing (M).

2. Set forecast performance targets in more tailored ways.
3. Share responsibility across different functions to provide more accurate forecasts.

Differentiated forecasting concept was elaborated in Implementing Integrated
Business Planning (Kepczynski et al., 2018).

The definition of leading forecasting techniques should result in a list of qualitative
or quantitativemethods agreed as being the leading ones or the only ones. The segment
BX and CXmay be forecasted only with the use of statistical forecast, but they should
be reviewed maybe even on an aggregated level during the demand review.

The definition of shared responsibility should result in a better balance of the
workload for the inputs, reviews and the analysis of the forecast among sales,
marketing and demand planning. It would make sense to allocate forecasting of a
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certain group of products to the demand planning while still keeping those seg-
ments under review in the demand review meeting.

Last but not least is the topic of forecasting performance targets. Targets in
differentiated forecasting should be established with a lot of sensitivities, and they
should be shared among stakeholder group of sales, marketing and demand plan-
ning. Targets should be challenging but realistic. Therefore, a company should start
the targets preparation with the data analysis of its past performances.

Do not start from visionary targets without knowing your current performances.
Performance targets need to be prepared based on historical performances with

the identification of ABC/XYZ segments; an analysis of time series and a full year
view is required. In addition, differentiated error targets should be set across the
portfolio.

In Implementing Integrated Business Planning (Kepczynski et al., 2018), we
have introduced this concept and explained in detail how a company could run the
products, customers and services segmentation. It is possible to have few seg-
mentations, e.g., for operational planning, tactical S&OP or even for long-term
planning. With the use of segmentation, we will define different ways of working
balancing the workload efforts, product importance and demand patterns.

In this book, we explain even further how to differentiate statistical forecasting
methods depending on the underlying data patterns; refer to Chap. 3 about the
“out-of-the-box” statistical forecasting models available in SAP IBP and to Chap. 4
for some custom ways of forecasting seasonal and intermittent products.

Once all of the differentiated forecasting building blocks are in place, a company
will be able to map the whole concept against the ABC/XYZ matrix as per Fig. 1.15.

In Fig. 1.15, we share some examples from a chemical company’s differentiated
forecasting framework. On the left-hand side, the ABC/XYZ shows the leading
techniques where the S&M is sales and marketing input and Stat is statistical
forecasting. Then, in the visualization of the middle, the targets that vary per
segment are shown, and finally, on the right-hand side, we assign the responsibility;
e.g., S&M—sales and marketing provides key inputs, DP—demand planning takes
a lead, M—marketing takes a lead.

Fig. 1.15 Differentiated forecasting leading techniques, targets, shared responsibility
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Now, you are ready to define the effective forecasting strategies:
In this use case, we will generate the consensus forecast based on forecasting

strategies. Besides, below we share an example on how to leverage SAP IBP. The
forecasting strategy will be defined as a characteristic (attribute) of the product/
country and will be maintained against the ABC/XYZ segmentation, as per Fig. 1.16.

So far, we have defined the following strategies (see Fig. 1.17):

– “A”—automatic—consensus forecast defaulted from Statistical Fcst Qty. For
“CX” products with small volatility and low profit contribution, the consensus
forecast will be defaulted from statistical forecast.

– “AM”—automatic and manual—consensus forecast is calculated based on
Statistical Fcst Qty and the manual input (s). In our example, we combine
statistical forecast with demand planner input; however, it is possible to com-
bine statistical forecast with many inputs (sales, marketing, demand planning)
and use the weighted combined forecast concept to combined methods. For
“XY” products due to its importance, we decided to combine the quantitative
and qualitative inputs.

– “M”—manual—consensus forecast in our example will be defaulted to demand
planner inputs, but it can be also defined with other combinations of inputs.

As a conclusion, it is important to understand that statistical forecasting may be
done in further differentiated ways. We share the opinion that the more advanced
techniques should be applied only where it makes sense.

For example, the seasonal and intermittent products are the ones for which you
should use more analytical and statistical knowledge to run your predictions.

Fig. 1.16 Forecasting strategies matrix visualization
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2Building Demand Planning
Organization and Competencies

The demand planning organization along with the finance controller plays a vital
role in Integrated Business Planning. They integrate and hold the whole IBP
together. We see a huge value of connecting the demand management and the
planning organization with finance under the Integrated Business Planning
framework.

Demand planning is about developing an unconstrained forecast that needs the
S&OP finalization. If this process reaches mature levels, it evolves into the
sophisticated modeling of segmented channels. Very often this is combined with
demand sensing which requires advanced techniques. When enhanced further to
VMI, demand is made transparent and visible through the use of collaboration
(Steutermann, Salley, & Lord, 2012).

Demand planners should drive the development of unconstrained forecasts,
connect product planning and product review inputs, qualitative inputs from various
functions and quantitative inputs from statistical forecasting. Demand planners
should ensure that the development of the forecast starts from volume and it is
followed by monetization. In no case should the forecast start from a value
forecast—in simple terms, sales forecast should reflect what you predict to sell. The
development of the forecast should aim to be efficient and focused. The develop-
ment of the unconstrained forecast should aim to deliver realistic predictions with
documented assumptions.

The demand plan should be based on a combination of statistical forecasts and
inputs from sales, marketing and product management, and it should be backed by
assumptions. Demand planners should update the related assumptions at least
monthly (Crum & Palmatier, 2003).

Demand managers should drive the development of allocation plans based on
supply signals. The demand manager, along with finance controllers, should lead
development of the integrated business plan in volume and value and coordinate
proper monetization of forecasts and plans. Demand managers should lead orga-
nizational integration between different types of planning (operational, tactical and
long-term). Last but not least, their focus should be to maximize business returns
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G. Sankaran et al., Improving Forecasts with Integrated Business Planning,
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and facilitate processes to find trade-offs and capture them in the integrated business
plan.

Demand managers should be responsible for demand shaping, which is specific
to industry and business strategy (consumer products, commodity products and
medical device products). Demand shaping requires synchronization with the
decision-making processes and agility throughout the internal processes (Steuter-
mann et al., 2012).

Demand planning and demand management role(s) should be full-time roles
(FTE role(s)) and not ad hoc activities. They should have the power to communicate
agreed forecasts and plans, coordinate changes and become main go-to person for
sales and marketing and supply and finance topics (Crum & Palmatier, 2003).

Let us visualize the key focus areas of the demand planner, demand manager,
finance controller in the Integrated Business Planning framework (see Fig. 2.1).

As we see the demand planner and the demand manager roles have different
focuses.

In the demand review process, product management, marketing, sales and
demand planning excellence should provide an active contribution. Demand
planner should ensure the right connection to those functions.

Sales and marketing should take the lead and should be accountable for fore-
casting. Sales and marketing should also be in charge of allowing a timely
(two-sided) communication between the company and the customers. It means that
they should not only sell a product, but as well get the needed information from the
customers. As the demand planner and manager, it is important to avoid the vicious
circle generated where the demand plan is unreliable due to the lack of time to
provide inputs, while loads of time is spent chasing supply on one hand and
apologizing to customers on the other hand (Crum & Palmatier, 2010).

2.1 Organizational Structures, Placement

2.1.1 Some Insights on Organizational Structures and Roles

There are several organizational models for demand planning and demand man-
agement. We highlight one organizational model applicable in two types of orga-
nizations. An organizational structure could be visualized as follows (Fig. 2.2). The
proposed structure is composed of demand planning, demand management and
demanding planning excellence including data scientist. We see in the combination
of those functions into one unified organizational unit as the leading practice. The
rationale to consolidate and assign integration tasks are the following:

– They are connected to sales and marketing.
– They are connected to supply and finance.
– They have experts to managerial roles.
– They lead development of forecasts and plans in volume, value.
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– They capture and communicate assumptions.
– They oversee data management and system integration.
– They are experts in IBP system and can connect to IT.
– They are familiar with statistics.
– They monitor, improve, align process with leading practices.

The organizational structures of demand planning and demand management
should enable the organizational integration required by IBP. Organizational inte-
gration should ensure the functional connection required between planning pro-
cesses (operational, tactical, long-term), the operational connection between levels
(local, regional and global), volume and value, risk and opportunities. There might
be some differences in organization structures mainly because of

– Market-driven organizational inclination.
– Product-driven organizational inclination.

A mix of market and product-driven organizational model works in many
companies. A mixed model is very often in place where specific business lines are
more centralized around product management and locally around customers and
channels. We have seen that in many companies that grow through an acquisition or
mergers. We have observed that in the mixed model market strategy, P&L
accountability is still in the country, but manufacturing footprint is shared; there-
fore, it still requires the product view on demand. We have seen one product line
organized in a product-driven mode with distinctive sales and marketing, supply
chains and finance teams, but the rest of the product lines organized in a
market-driven mode with shared sales and marketing, finance and supply chain.

Demand Manager
Global

Teodora Maran

Regional or Market
Indrawan Poetranto

Regional or Market
Odil Echevarria

Global or Regional
Badra Touddert

Demand Manager Demand Planner Demand Planning 
Excellence lead

Global or Regional
Vasileios Ieronymakis

Data scientist

Fig. 2.2 Demand planning and demand management org. structure model
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Here are few characteristics of the mixed model:

– Sales and marketing are organized by portfolio in the market.
– P&L accountability is typically above the market, normally on regional level for

product line/brand/business line.
– Manufacturing footprint may be shared cross-countries.
– S&OP process is executed on market/brand/product line level.
– Demand planners are close to the demand signal in the market often organized

by product line/brand.

Let us visualize the market- and product-driven organizational implications (see
Fig. 2.3)

A market-driven demand planning organization may be described by the
following characteristics:

– Sales and marketing are organized by market (countries).
– Customer base is organized by customer type/groups.
– Markets typically have profit and loss accountability.
– Big markets have in certain extend dedicated E2E supply chain/portfolio.
– Manufacturing footprint is not fully and commonly shared globally.
– The S&OP process is also executed on market level.
– Demand planners are close to the demand signals generated in the market.

The organizational model visualization for market-driven demand planning is
shown in Fig. 2.4.

A product-driven demand planning organization may be described by the
following characteristics:

– Sales and marketing are organized by portfolio (products).
– Customer base is organized by country; typically there is more than 1 sales rep

per customer.
– P&L accountability is typically above the market, normally on a regional level

for product line or brand or business line.
– Manufacturing assets are often commonly shared.
– Demand planners are aligned to sales structure, placed often the market some-

times per product line/brand. Demand planners can be per market if the brand is
local.

The organizational model visualization for product-driven demand planning is
shown in Fig. 2.5.

There are quite some different views on organizational models in demand
planning. Gartner (Tohamy & Stiffler, 2012) reports that there are four qualitatively
different models in demand planning organizations:
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– DP is decentralized and regionally dominated (11%).
– DP is decentralized and brand dominated (14%).
– DP is decentralized and market dominated (35%).
– DP is centralized as a corporate function for all brands and markets (40%). In

this model, the process relies on the inputs from individual local markets and
brand managers. The main advantage is the use of scale effects by exploiting the
unified pool of planning talents and by common tech solutions.

Some other observations from Gartner studies (Salley & Griswold, 2015):

• Younger companies tend to have a decentralized demand planning (DP) em-
bedded to the commercial and merchandising unit.

• When the company becomes more mature, the DP transforms to the cen-
tralized function led by a supply chain organization, which invests in initiatives
to improve collaboration with trading partners. It also co-owns metrics with
partners having thus an easier way to analyze the forecast error.

• The most mature companies are sharing DP services across the entire orga-
nization through the centralized delivery model. This approach allows tracking
down the customer level with the corresponding financial influence analyzed.
Also, it allows what-if scenarios with risk assessment. The DP team takes a part
in the demand shaping.

You should consider that demand planning and demand management organi-
zational structure has to be aligned to the processes (long-term, tactical and oper-
ational) and to the levels (local, regional, global) at which they operate.
Misalignment will cause major problems in operating globally and across many
brands.

Let us briefly discuss the role of demand planning organization in operational
planning, tactical S&OP and long-term planning.

Demand Planning organization in Operational planning: for market or
product-driven organizations it is required to make decisions that affect cost to
serve, availability, profits, and that need to be aligned with the tactical S&OP plan
(in volume and value). Decisions should not be left either to logistics and operations
department or to sales only. Demand planners and managers should ensure that
trade-offs will be discussed and agreed and that short-term objectives will be put on
scale with mid-term objectives.

More often demand managers and not demand planners ensure:

– An organizational link between operational and tactical S&OP process
– X-functional but operational collaboration
– A decision that takes trade-offs into consideration.
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This process could be about predicting and evaluating the impact of the per-
formance of a campaign, a promotion on the consensus forecast. Often, predictions
in operational planning are optimized with the use of demand sensing.

Demand planning organization in Tactical S&OP: this process requires the
involvement of both roles to develop and agree on market unconstrained forecasts
and to integrate the non-standard revenue and cost drivers into the Integrated
Business Plan.

Demand planners and demand managers should ensure:

– Timely execution of the process, development and agreement of unconstrained
forecast

– Coordination of financial elements required in the monetization of the forecasts
and plans

– Follow-up on actions escalated in the operational S&OP
– Organizational link between tactical S&OP and long-term S&OP process
– X-functional, cross the levels, but tactical collaboration
– Coordination of management or business risks and opportunities
– Agreement in volumetric and monetized Integrated Business Plan.

This process is supported by qualitative and quantitative methods. It is critical
that the demand manager with the demand planning team drives the definition of
the differentiated forecasting framework.

Demand planning organization in MONTHLY LONG-TERM PRODUCT
PLANNING: this process requires the involvement of both functions from devel-
opment of statistical unbiased forecast to balancing supply with demand and con-
sensus, expressed in the volumetric and monetized Integrated Business Plan.

Demand planners and demand managers should ensure:

– Timely execution of the process, development and agreement of long-term
product long-term unconstrained forecast

– Coordination of financial elements required in monetization of the forecasts and
plans

– Follow-up on actions escalated in tactical S&OP
– Organizational link between tactical S&OP and long-term S&OP process
– X-functional, cross the levels, but long-term collaboration
– Coordination of management or business risks and opportunities
– Agreement in volumetric and monetized Integrated Business Plan.

This process could be about predicting dependent and independent demand for
long-term forms of the product, e.g., active ingredient in the chemical industry.
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Demand planning organization in LONG-TERM ANNUAL PLANNING: this
process requires a very strong business acumen and a well-rounded individual who
can help the senior management concluding on their long-term visions and making
them tangible.

Senior demand managers could support marketing to ensure that:

– Inputs from various functions are prepared and assessed in timely manner.
– Long-term initiatives impacts are expressed in a tangible way and that the

assumptions are captured and clear.
– Business risks and opportunities are coordinated and managed.
– Organizational links between long-term S&OP, tactical S&OP, budgeting are

done once per year.
– X-functional, cross the levels, but long-term collaboration.

This process often is about predicting long-term business plans prepared on
aggregated levels, considering changes in the market, portfolio of services, etc.

For further explanation and examples about planning types, e.g., operational,
tactical and long-term, refer to Implementing Integrated Business Planning
(Kepczynski et al., 2018b).

This table (Fig. 2.6) should help you to understand where specific demand
managers and demand planners linked to financial controller’s roles could be
organizationally and functionally placed.

The demand planner, demand manager and finance controller should have their
“integrator role” aligned to planning type and experience needed (see Fig. 2.6).

2.1.2 Some Insights on Organizational Placement

A commonly asked question is: Where should demand planning and demand
management organizationally belong to? This question is very important since the
organizational placement decides on the key performance indicators assigned to the
functions and drives behaviors as well as typical bias.

We have seen two main types of organizational placements of demand planning
organization in supply chain and operations or sales and marketing.

Each of the organizational placements brings some challenges and opportunities,
but what should it really be? On one hand, demand planning and demand man-
agement should be placed in the organization as close as possible responsible for
sales/demand. On the other hand, they should help the organization to find the right
balance between short- and long-term objectives. Most probably marketing would
be the most desired place for demand planning organization.
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Mark Moon says that in an ideal world the forecasting group should be directly
reporting to the COO without any organizational bias from demand, supply or
finance. Nevertheless, in the real world it is good when forecasting reports some-
where to demand units, e.g., in manufacturing companies to sales and marketing
and in retail to merchandising (Moon, 2013).

Let us share some considerations when deciding on organizational placement of
demand planning organization:

– Which functions have the biggest chance to balance short-term and long-term
objectives?

– Which functions have the biggest chance to integrate various groups of stake-
holders in the market to a global level?

– Which functions have the biggest chance to integrate functionally sales and
marketing, supply chain and operations (incl. manufacturing), finance and
business development?

– Which functions have the biggest chance to establish x-functional Center of
Expertise and drive transformation supported by experts and led by senior
management?

Where is the demand planning organization built typically? (Tohamy et al.,
2012),

Region

Market

Global

Operational Tactical
Long Term

Market 
driven

Product
driven

Market 
driven

Product
driven

Demand manager Demand planner Optional

Fig. 2.6 Minimum representation of roles to connect planning processes and levels
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• The survey shows that more than half of the respondents have the demand
planning organization within sales/marketing and this often results in positively
biased forecasts.

• About a third of the respondents indicated that the demand planning belongs to
supply chain.

In contrast, the organizations that moved the demand planning ownership to the
supply chain cited several reasons for the move:

• Objectivity—Buyers and merchants tend to show a bias toward overforecasting.
• End-to-end perspective—Visibility to all the three levels of demand gives the

supply chain the complete end-to-end picture of the expected demand.
• Skill set alignment—Buyers and merchants typically focus more on qualitative

skill sets. Demand planning requires a more quantitative focus (Griswold,
2015).

Demand planning and demand management normally should be as close as
possible to the organizations that own sales; therefore, it is recommended to
position demand management within sales org (market proximity and sales
accountability) until the process is stabilized (Crum & Palmatier, 2003). Further-
more, the key role of demand manager should be a full-time position, and it should
sit within the demand organization at least while the process is being
defined/transformed (Crum & Palmatier, 2010).

A Gartner research done by Steutermann shows that there might be a correlation
between centralized demand planning functions and more accurate forecasts.
Centralized organizations might provide:

– Better training or career opportunities for demand planners.
– More statistical modeling, reducing forecast bias introduced by an overreliance

on collaborative forecasting methods.
– Benefits from proximity to other centralized functions.

There seems not to be any correlation between the numbers of SKUs managed
and forecast accuracy (Steutermann, 2016).

2.2 Responsibilities, Interactions, Size of a Team

Demand planning, demand management and demand planning excellence have
their focus areas of responsibilities and key collaboration functions as per visualized
in Fig. 2.7.
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The key to understand the needed responsibilities of demand planners, demand
planning excellence and demand managers is the knowledge about with whom they
should interact.

Demand planners should interact mainly with sales and marketing and finance in
the assessment of the forecast inputs and the development of the consensus market
forecast in volume and value. This role is very operational, as it has to ensure that
the team does perform the activities on time.

Besides, the demand managers’ interactions may change depending on the
planning types and horizons in which a particular role acts. In the tactical S&OP,
the demand manager should focus on the interactions with finance, supply and less
with product marketing organization. Demand managers in the operational planning
should focus on the interactions on sales leaders, customer service and operations
(Logistic) functions. Demand managers in long-term planning work with market-
ing, business planning and development, manufacturing, research and development.

Demand management and planning can be considered as the bridge between
product development, brand management, marketing and sales and operations.
Bridging with product development and brand management allows, from a lean
perspective, to keep only the product features considered valuable for the clients,
while meeting customers’ needs with the right price and within the right time.
Furthermore, it helps considering demand planning as a part of the IBP. Bridging
marketing means allowing communication and working across internal boundaries
to manage market risks and opportunities. Bridging sales means defining and
conforming priorities with the people who are mostly in contact with the clients.
Bridging operations allows internal highly specialized operations people not to
consider sales and marketing as an enemy (APICS—module 1.G—Demand Plan-
ning, 2015).

Systems &

Demand
manager

Key responsibilities* Key collaboration

Agree &
communicate

Manage
data

Shape demand

Sense

forecast

Develop IBP

Systems
improvements

Demand
planning
excellence

Demand
planner

• Sales

• Marketing

• Market
planner

• Regional
manager

• Supply

• Product

• Finance

demand

Fig. 2.7 Demand planning organization and their responsibilities, collaboration. Source Revised
based on own experience and Crum, Palmatier—Oliver Wight and APICS (2003)
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The demand planning excellence focus should be on the stakeholders who
provide inputs to the IBP planning framework, e.g. sales and marketing, in or above
the market, to the market demand planners. It is critical that demand planning
excellence has a right combination of business process domain and scientific (data
scientist) knowledge and skills. Only both set of skills (process and data) can
provide the appropriate approach to change management and improvement.

As you see from the illustrated overview, demand planning and demand man-
agement are like two sides of the same medal. One is focusing on sales and
marketing and the other is focusing on supply, product and finance organizations.
Both roles together should help the organization to achieve horizontal and vertical
integration between planning types and horizons.

The definition of roles, competencies and interactions is critical for the whole
team.

As an example, many chemical companies have struggled with a proper defi-
nition of the roles that affect, drive and lead demand planning and demand man-
agement. They have been overlapping roles and titles like asset manager, product
manager, commodity manager and inventory manager. These different roles
sometimes conflict with the need to manage cross-functional processes that enable
balanced demand management optimization across the value chain. Consequently,
it is recommended to define the demand management roles that will provide the
leadership and the influence skills necessary to propose and pursue an improved
demand planning (Lord, 2013).

2.2.1 Responsibilities (Incl. Job Profiles) and Impact

Below you will find a detail explanation of demand manager, demand planner,
demand planning excellence responsibilities and the impacts of those roles, aligned
to the following categories (see Fig. 2.7):

– Forecast and sense demand
– Shape Demand and Develop Integrated Business Plan.
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Below you will find a detail explanation of the demand planner role, its business
impact and the competencies to help achieving the desired outcome.
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Below you will find a detailed explanation of the demand excellence responsi-
bilities aligned to the following categories (see Fig. 2.7):

– Forecast and sense demand
– Shape demand and develop Integrated Business Plan
– Agree and communicate
– Manage data, systems and improvements.
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Below you will find a detail explanation of the demand excellence role, its
business impact and the competencies to help achieving the desired outcome.
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2.2.2 Insights on Role Comparison and Size of the Team

2.2.2.1 Insights on Role Comparison
As we see from Fig. 2.8, the roles have a different focus and that should be reflected
in their competencies and development plans. The most important aspect is that
they should be complementing each other.

In the last few years, the perception on key competencies has changed quite
substantially.

• Creativity and critical thinking have become more and more important (au-
tomatization can do repetitive tasks, but cannot be creative).

• Negotiation and flexibility will decrease in importance as almost all decisions
will be based on data and artificial intelligence.

• Active listening will go down and emotional intelligence will go up in impor-
tance (Gray, 2016).

Responsibilities

Demand planner Demand manager Demand planning excellence

Familiar Advanced Proficient Familiar Advanced Proficient Familiar Advanced Proficient

Forecast &
sense demand

Shape demand
& develop
integrated
business plan

Agree &
communicate

Manage data,
systems &
improvement

Fig. 2.8 Demand planning organization roles comparison
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We face a growing importance in the professional environment of the so-called soft
skills or non-cognitive skills combined with an excellent educational background
(Gray, 2017). Alex Gray assesses that the soft skills are so important, because the
jobs itself have changed and require new skill sets. The majority of the rewards are
dedicated for people embedding non-cognitive skills. They guarantee a successful
long-term full-time employment and they allow to keep up with changes.

In addition, we stress the attention on another perspective to be considered when
building demand planning organization: have you thought about the fact that since
SAP IBP is a cloud system with effective collaboration instruments, some team
members may want to switch more to home office? Maybe we should think to find
the right place for each task of your job! Measuring productivity and counting
working hours is a concept that is experiencing its wading away:

• It makes no sense measuring time in our seats.
• It requires additional and useless effort to track the productivity of people who

get their job done.
• Most of the people are knowledge workers who can work from everywhere

(Ross, 2014).

2.2.2.2 Insights on Size of the Team
How to evaluate the size of the team needed? What should be considered?

This is not an easy exercise and a “one-size-fits-all” will not work for
every company. There will be always considerations like budget for head count and
the ability to “make or buy” required skills. On the other hand, there are some
insights you may consider as helpful in your evaluation and planning.

The size of the demand planning and demand management team may depend on
many factors, but the main ones are the following:

• Business characteristics

– A stable and mature market does not need to have many demand planners
but rather several instruments that help to automatize the processes and focus
on exceptions.

– A fast-growing emerging market requires a lot of attention and analysis of
the inputs; it requires to focus on demand sensing and it would affect the
number of demand planners needed.

– The competitor strengths and their market influence capability would impact
the number of response and demand shaping activities that your organization
needs to take and coordinate internally.

– The market size would influence your decision to combine demand planners
per markets or have them more than one in the market.

– The sales channels complexity would impact how you need to organize the
inputs, reviews and analytics and if the demand signals should be isolated.
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• Portfolio complexity and changes

– The size of the so-called long tale of SKUs may increase substantially how
you need to structure the processes and reviews.

– The high rate of changes in the portfolio (phase in/phase out) makes the
predictability of the inputs more challenging and makes the reviews and
preparations efforts to cannibalization due to the fact that the replacements
will consume much more time.

• Process design

– A wrong process design may affect the workload substantially, e.g., you
need to carefully define on which base level you will do forecasting, how
many inputs are needed and if the qualitative methods are balanced off with
quantitative methods.

• System functionality

– in large-scale operations, the same system functionality that can support you
with the introduction of differentiated ways of working, will help you in
balancing the effort with the outcome; in addition a robust process exception
management will help you to manage the required headcount.

Note that a larger number of demand planners will not ensure better process
outputs!

Our personal experience says that a demand planner in a well-designed process,
with the right supporting system functionality and data, can manage up to 2000
SKUs in his portfolio.

Studies show that:

– Top demand planning workload measurement is the number of forecasting
combinations at a region product and region ship to level.

– The number of forecasting combinations per demand planner varies, but is on
average from 1500 to 15,000 product/ship to combinations at distribution center
level.

– Companies rate whether they have good or average demand planning capabil-
ities, but on the other hand, the results are only ranked on average.

– Companies report rather low turnover within demand planning (52%).
– In 39.2% of the cases, the demand planning reports to supply chain planning

organization.
– In most companies (52%), demand planning is a starting point toward other

roles within supply chain or finance. Unfortunately, those roles do not have their
own career path (Demand Planner Benchmark survey, 2013).
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This brings us to the topic of how to find and retain talents in demand planning and
demand management on which we touched base in our Integrated Business Plan-
ning book (Kepczynski, Jandhyala, Sankaran, & Dimofte, 2018a).

2.3 Concluding Remarks

• The demand planning and demand management organizations and competencies
should be designed in the context of the integration needed in IBP.

• The demand planning and management organizational design should not be
done in isolation and only focused on forecasting; these functions, jointly with
the Finance controller, should hold IBP together and, as suggested, should be
part of x-functional IBP Center of Expertise [see (Kepczynski et al., 2018b)].

• Demand planning and management have different org. structures, especially if
we place them into product or market inclined organization.

• Demand planning, demand management and demand planning excellence
should be in one organizational unit. Demand planning excellence should
combine process and data knowledge.

• Demand planning and management: sense and forecast demand, shape demand
and develop integrated business plan, agree and communicate forecasts and
plans, manage data and lead IBP system improvements.

• Demand planning and demand excellence should have their roles and impacts
clearly defined and aligned to the levels and planning process types (operational,
tactical and long-term) in which they act.

• The size of the demand planning organization should depend on the business
characteristics, portfolio complexity, process design and system functional
support.
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3Efficient and Effective Usage
of Out-of-the-Box Statistical
Forecasting

In the first chapter, we set the foundation to statistical forecasting framework and
briefly visited the differentiated forecasting concept. We will now continue to
expand on the framework as depicted in Fig. 1.11 and explain the value of the
statistical forecasting process as outlined in Fig. 3.1.

3.1 Model Class Selection

Once the purpose of forecasting is defined, a strategic choice needs to be made
regarding classes of models that will be authorized for use. A conceptual framework
that visualizes the trade-off between cost of inaccuracy and cost of sophistication
(forecasting costs) is useful (see Fig. 3.2). At one end of the spectrum, we have
advanced models that impose high forecasting costs, but incur low inaccuracy costs.
At the other end, there are models that are fairly simplistic and therefore are
inexpensive to use (easier to set up and maintain) but incur higher inaccuracy costs.
A key cost driver when it comes to model choice is the data requirements. For
example, causal models require data for independent variables or causal factors that
influence the dependent variable or that which is being estimated. The right choice
involves optimizing total relevant costs—a choice that should land us in the region
circled in Fig. 3.2. The first rule of forecasting, which is often repeated, is that
forecast is always in error. It is important to remember this concept and to not be
dazzled by sophistication and also to not confuse sophistication with automation.
The focus should be “acceptable accuracy” (Mulllick Satinder, 1971).

In creating a portfolio of algorithms that will be considered for model selection,
planning characteristics of products should be an important decision variable.

For instance, one important consideration is product life cycle. The type of
method should also be guided by the lifecycle stage of the product. Generally
speaking, time series methods are more suitable for products that are in their steady
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state and qualitative/causal methods are more suitable for products in their
launch/testing, growth and decline stages (see Fig. 3.3).

Real World Modeled World

8. Make Predictions

4. Analyze and Cleanse Data*

5. Select Forecast Model

6. Choose Effectiveness
Measure(s)

9. Make Observations

10. Evaluate Model

7. Validate Model

11. Refine Model

* Periodic activity

Fig. 3.1 Develop a statistical forecasting model that works for your data
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Fig. 3.2 Select an appropriate forecast model

70 3 Efficient and Effective Usage of Out-of-the-Box …



In relation to product life cycle, it would pay to be aware of the cognitive bias of
overestimation in the short term and underestimation in the long term. That is, one
tends to overestimate how soon rapid growth will start, but once it happens,
underestimate how explosive it will be. This is particularly relevant when dealing
with products that have relatively short life cycles (case of innovative products,
limited life products). Therefore, it is important to have a mechanism to aid prac-
titioners to be on the lookout for inflection points. One such mechanism (tracking
signal) is discussed later in this chapter.

A decision on classes of models to be used can also benefit from a broader
discussion around whether constraints for products under consideration are external
(market) or internal (supply). Causal methods or, more generally, costlier methods
are likely to bring more value in case of external constraints than in the case of
internal constraints. If supply is the limiting factor, additional investments in esti-
mating true demand will not pay dividends as the firm’s current supply falls short of
what the market is willing to take.

Another characteristic that can be used for good effect is the fact that cost of
errors on an aggregate level (structurally as well as on the basis of time) is higher
than on a lower level. Therefore, more sophistication could be justified, depending
on the complexity of forecasting on aggregated planning levels (e.g., product
family) compared to lower levels (e.g., product item) where simpler time series
models might do the job. The rationale behind this assertion is that aggregate
forecasts are used in decisions that are of a more tactical or long-term nature and are
revisited less frequently (and therefore offer less scope for course correction)
compared to forecasts used for operational decisions. This approach of connecting
planning level to forecast model sophistication and time and resource invested for

Applicability of  
time-series 
models 

Low 

High 

Product lifecycle 

Launch & 
testing Rapid growth Steady state Decline & 

demise

Fig. 3.3 Relationship between model choice and product lifecycle stage
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selection was used in one of the projects the authors had worked on. In the project,
we realized that statistical forecasting was not used before and it was perceived in
an apprehensive way in terms of workload by the planners. In order to not over-
whelm the planners, an approach was taken whereby model and parameter
assignments would be carried out, after a careful analysis of time series patterns, on
a family level. However, on a product level, the automatic model selection of
statistical forecasts was used to rationalize the effort. The disaggregation propor-
tions from statistical forecast on a product level were determined to split statistical
forecast carried out on family levels.

The steps of this approach are described in Fig. 3.4. More details on this
example can be found here: (see SAP use case: statistical forecasting on aggregated
and product level).

Lastly, while evaluating trade-offs between cost of forecasting and inaccuracy, it
would be wise to recognize that uncertainty and opportunity are oftentimes two
sides of the same coin. With heavy investments being made in big data and ana-
lytics, there are opportunities opening up for companies to deploy insights gained
from data to reduce uncertainty and improve accuracy. In this era where a tweet by
a celebrity can cause precipitous changes to demand, trade-offs need to be
assessed/re-assessed in light of risks posed by not fully utilizing existing invest-
ments in big data and digital technologies.

In Fig. 3.5, the correlation between analytical sophistication, as it relates to
forecasting, and improvements to service level and reduction in inventory levels is
visualized. In the project referenced in the illustration, the transformation was
focused on making forecasting market-driven through the use of statistical fore-
casting and analytics (Desmet & Sterckx, 2012).

As you see from the illustrated representation, adding sophistication to your
forecasting methods and building new capabilities and skills pay off. It means that
the selection of the models and the application of the right one to the right data may
involve more effort and higher costs, but provide an opportunity to be more
profitable. Our key observation is that one method does not fit all data sets and we
share the same observations made by Desmet and Sterckx that by investing time
and effort into advanced methods, analytics and data management generate value
and return on investment. The key to success here is differentiating the methods
applied.

3.2 Gathering, Analyzing and Cleansing Data

Data Selection
The data gathering requirements are determined based on the outcome of the model
selection. For time series methods, we only need historical data of the factor(s) to be
estimated. You may select different data inputs though. In the following example,
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Fig. 3.4 Forecasting on aggregated and product level
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Fig. 3.5 Service level versus inventory reduction versus forecasting techniques (Desmet &
Sterckx, 2012)
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we illustrate how selection of primary data input will influence the process
outcome.

In Fig. 3.6, we see data inputs distributed layer after layer, going from invoiced
quantity netted with return quantity (credit notes) to demand quantity at the bottom.
On the left, we see periods and quantities provided by specific data input type. If
you select invoice netted with returns, you forecast 80 for next March, assuming the
same level of sales. But comparing it to demand quantity which says 10 in January
and 120 in February makes a huge difference. It happens very often that the use of
invoice and shipment data is misunderstood as being demand-driven or as the right
demand signal for forecasting under the IBP framework. You can clearly see from
Fig. 3.6 that the quantities that are needed can be differently interpreted depending
on the primary data inputs used in the process. More about what to forecast can be
found in our publication Implementing Integrated Business Planning (Kepczynski
et al., 2018).

Data gathering for causal models is more involved as the data for all of the
identified external factors need to be collected. Variables which may be correlated
and have an influence on demand can be many and are often related to the industry
and the market. In the consumer goods industry, the per capita income may
influence the buying power and therefore the demand for the products and services,
whereas in the food and beverages industry, weather may influence the demand.

Invoiced quantity 

Shipped quantity 

Ordered quantity 

Demand Quantity 

Invoiced quantity netted with 
return quantity 

Direct 
customer 

Final 
customer, 
consumer 

0 pcs 80 pcs 

0 pcs 100 pcs 

60 pcs 40 pcs 

120 pcs 0 pcs 

120 pcs 0 pcs 

February March 

-20 Return qty 

0 pcs 

0 pcs 

0 pcs 

0 pcs 

10 pcs 

January 

Demand driven 
transformation 

direction Primary Data Input Customer type 

Fig. 3.6 What you forecast if you select wrong data input
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One needs to bear in mind the basic underlying assumption when it comes to
time series models: Past is a good indicator of the future which should be used to
guide the decisions concerning the length of the historical planning horizon.

Data Analysis Using Segmentation
In one of our past projects, a decision was made to identify representative SKUs
and perform an analysis of the demand variability using the coefficient of variance
as the measure (see Fig. 3.7) for 6, 12, 24 and 36 months of history. A change in
the classification between the period groupings under analysis was considered as a
cause for closer inspection. This reasoning facilitated the discussion on whether
there were significant changes in demands in the recent history that would call for
restricting the scope of the data collection, thereby also rationalizing the overall
effort. In summary, it would be beneficial to use some means to look for tipping
points (significant shifts in demand pattern) that should inform decisions around
historical planning horizon to be used for forecasting. In the case of seasonal
models, one should aim to at least have 3–4 full seasons. For example, if 12 months
constitute one complete season, at least 3–4 years of demands should be made
available.

One way to analyze the data is to segment it. You can segment your potential
data inputs for forecasting with the use of coefficient of variation. This is a very
simple measure that can help you to understand the variability in the data. The more
variable the data, the harder it is to predict the future.

The coefficient of variance (CoV) can be used to provide some guidance in
identifying the SKUs that have high demand variability—an indication of the
presence of one-off events (promotions or results of internal actions) that ought to
be cleansed out. This technique is discussed in detail along with graphical depic-
tions in the section for outlier detection for seasonal products later in the book.

Figure 3.8 captures the essence of what data input and data output segmentations
aim to achieve. For further advice on segmenting data inputs and data outputs, refer
to the chapter on data segmentation in the Integrated Business Planning book in the
IBP series (Kepczynski et al., 2018).

Data Analysis Using Time Series Elements
Another way to analyze data for representative sets of SKUs is to test out the
components of a time series. There are potentially five components (see Fig. 3.9).

Co-efficient of Variance (CoV) = Classification

CoV > 0.75 Low

0.75 >= CoV < 1.33 Medium

CoV >= 1.33 High

Fig. 3.7 CoV classification of variability
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Such an analysis serves to provide insights into historical data patterns and helps
gauge the need for data cleansing and usefulness of incorporating additional inputs
(say, explanatory variables for use in causal models).

The demand components may be classified as follows (APICS—module 1. G—
Demand Planning, 2015; Levenbach, 2017):

• Demand average: the average value of the series
• Trend: the long-term variation of the average value. A trend is not always a

straight line. A trend is seen as the tendency for the same pattern to be pre-
dominantly upward or downward over time

• Seasonality: average value variations which repeat themselves several times
within a well-defined cycle

Demand 

review 

Z 

Y 

X 

A B C D 

Z 

Y 

X 

A B C D 

Data input 
segmentation aims 
to define techniques 

Data output 
segmentation aims to 
define process 
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techniques, algorithms, 
methods aligned to data 
characteristics.  

You would use data input 
segmentation to select 
appropriate statistical 
forecasting algorithm to data 
patterns. 

Aims to define process segments 
for demand review, leading to 
differentiations in ways of working 
based on process, technology, 
capability maturity.  

You would use process segment 
to identify where expert 
intervention is more needed and 
where higher automatization can 
be assigned. 

Fig. 3.8 Data input or data output segmentation

Trend Demand Level Cyclical Seasonal Error ? ? ? ? 

Additive model:+; Multiplicative model: *; Mixed model: a combination of + and * ? 

Fig. 3.9 Five components of a time series
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• Cycle: average value variations due to unexpected exogenous factors. A cycle in
demand forecasting is a tricky component as the duration and the amplitude of
the cycle are not constant. The quantification of a cycle is one of the most
elusive tasks in the times series analysis

• Randomness: random unexpected influencers, “the noise”
• Autocorrelation: it indicates that an even persists and, in every point, the

expected value is strictly correlated with its past values.

Understanding the time series components will help in revealing the features of
the times series and to be able to extrapolate it into the future. Below, it is shown
how the four components, trend (T), cycle (C), seasonality (S) and the residuals (R),
are combined for the purposes of prediction in time series forecasting:

Time series are mostly used as additive models, and this book will particularly
focus on them:

y tð Þ ¼ T tð ÞþC tð Þþ S tð ÞþR tð Þ

In addition, there are also the multiplicative models:

y tð Þ ¼ T tð Þ � C tð Þ � S tð Þ � R tð Þ

which can be easily transformed into additive ones using logarithms:

log y tð Þ ¼ log T tð Þþ logC tð Þþ log S tð Þþ logR tð Þ

As previously indicated, the use of representative SKUs is a reasonable
approach. Product segmentation analysis could be utilized to ensure that the data set
chosen is truly representative. Time series decomposition is a useful technique to
perform such an analysis. This involves breaking down a time series to its con-
stituent components as in the example scenarios below:

1. The presence of large residuals (errors) can point toward the presence of pro-
motional demands. As promotions are a result of internal actions, they need to
be cleansed out and should not be part of the baseline demand that is used for
statistical forecasting. The presence of a pattern in residuals (see MLR discus-
sion later in the book) could reveal that not all of the regular components
have been explained and broken down—perhaps, there is seasonality and only
trend–cycle component has been teased out.

2. There could be residuals (errors) also due to one-off actions like large direct
shipments from a central warehouse to customers. As it is a good practice to
forecast “demand” (not sales)—that is, if unimpeded by internal constraints,
what would have been sold? From where? And how much?—it might be
required to cleanse out the effects of such one-off actions.

3. Are there any significant shifts in level? What could be causing those? If there
are such shifts, this could lead to a deeper investigation to ascertain whether the
assumption of continuity still holds true (future like the past). It could be that for
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certain product segments, a smaller time horizon needs to be used for fore-
casting. It could also be that the recent shift is only temporary, a cleansing
activity is required and/or appropriate smoothing constants (see section on
exponential smoothing later) need to be chosen to assign relatively lower
weights to most recent periods.

4. It is important to make a distinction between induced seasonality and inherent
seasonality. Induced seasonality is a result of human actions and is more prone
to getting shunted backward or forward. A time series analysis can reveal the
need for corrections.

5. In certain situations, applying a mathematical transformation might lead to more
easily interpretable patterns for forecasting purposes (Makridakis, Wheelwright,
& Hyndman, 1998; Hyndman & Athanasopoulos, 2014):

• Square root function: With the application of this mathematical transfor-
mation, each observation has to be square rooted. The reason behind this
transformation lies in the fact that the variations of data will be reduced at the
end of the permutation, guaranteeing an easier baseline for the forecast
process.

• Logarithm: Applying the logarithmic transformation means also leveraging
the additive property of the logarithmic function. As a consequence, the
output data of the permutation may be easier to be interpreted and predicted
for the future.

• Power transformation: Such a permutation enables the stabilization of the
variance of the data making them more normal distributed-like. As a result,
the forecasting process may be easier when dealing with those types of
transformed data.

Data Adjustments
However, the interest is in predicting original data and not the transformed ones.
Therefore, a back-transforming process has to be performed. Back-transforming is
applied also to prediction intervals, which are the estimates of an interval where a
future data observation may range. It should be remembered that mathematical
transformation performs best when variations are high.

• Inflation adjustment: To remove additional sources of variation, it is advised to
use an equivalent value to make data comparable between past and present.

• Population adjustment: Per capita analysis is advisable.
• Calendar day adjustment is one of the more common corrections that may be

required (a preprocessing step in SAP IBP). For example, variations may be caused
by the varying number of days in a month. If these variations are not removed, a
seasonal pattern may be wrongly detected. Similarly, trading day adjustments are
needed when different months have not the same amount of working days. This
adjustment normalizes demand for a given period as depicted below:
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AdjustedDemand tð Þ ¼ Actual Demand tð Þ � Average days in amonth 360:25
12

� �
Days inmonth tð Þ

Data Cleansing
Demand history cleansing is crucial as it eliminates inaccuracies and noise factors
in order to normalize a more smoothed baseline, to make it more predictable and
more accurate for the future. Current forecasting methods such as exponential
smoothing, which are used by 90% of the companies, cannot detect outliers or
noises and as a result make data cleansing vital. The same concept is applied to
seasonality which has to be detected in the time series in order to apply the right
models and foster a better comprehension of the types of demand and its compo-
nents (Chase, 2016).

We touched briefly on outliers in the first chapter, and Fig. 3.10 is a quick
reference to the ways in which outliers can be detected. The mathematical solutions
and techniques toward data cleansing and more specifically outlier detection and
correction will be discussed later in the chapter.

Once outliers are identified and validated, data should be corrected so that it can
be used for statistical forecasting. On a regular basis, the original historical data
inputs for forecasting (can be historical orders, shipments, invoices) should be
copied into data sets which can then be adjusted and cleansed. It is good practice to
not correct the original data captured from source systems, but instead work with a
duplicate that is transferred to another key figure or key figures. The key reason is
that outlier correction may itself be flawed and preserving original data provides an
opportunity to understand reasons when this happens and learn from it.

Outlier 
detection 

Manual input from 
sales, marketing, 

customer 
service... 

Mathematical 
identification 

Tailored alerts 

Fig. 3.10 Outlier detection methods
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Data Analysis and Cleansing Overview
The activities discussed so far were aimed at devising an overall strategy and
preparing the data for forecasting and are visualized in Fig. 3.11. The outcomes
thus far, depicted in the illustration, are leveraged for the next set of activities that
are about running statistical forecasting on cleansed and transformed data inputs.
The heart of this process is data analysis, and there are some leading practices you
may consider taking into account for that:

• Cleansing data manually may lead to bad results.
• The need for data cleansing is considered crucial to extrapolate a historical

baseline and tackling shortages, outliers, promotions, etc.
• One of the most difficult tasks is to remove the right amount of outliers or

abnormal drivers.
• Data cleansing eliminates inaccuracies and noise factors in order to normalize a

more smoothed baseline and makes it more predictable and more accurate for
the future.

• New analytical methods such as ARIMA and ARIMAX can take into account
unpredictable events making the cleansing process less needed (Chase, 2016).

On the other hand, manual input from sales, marketing and customer service can
be useful to understand what we may call as uncommon behaviors of the customers,
which are anomalous conducts mostly driven and influenced by the competitors’
plays. This information would need to be validated against main data inputs used in
forecasting, for example, if some orders/shipments show abnormal peaks or huge
decrease.

3.2.1 SAP Use Case: Outlier Detection Variance Method

Outliers can be detected mathematically in SAP IBP. The system would run and
analyze deviations from normal behavior and mark data points deviating outside of
tolerances.

Alerts may help you to identify abnormal peaks during your forecasting period;
e.g., you normally sell by 3rd week of the month 75% of monthly volumes, but this
month it is only 30%. This type of alert will rather support demand sensing as an
optimization technique for demand planning/statistical forecasting.

Turning to automatic outlier detection, it is used in case extreme values in the
time series should be corrected and the corrected values should then be the basis for
forecasting. This is not meant to replace the human component in the periodic
cleansing activity but is merely meant to be used in conjunction. Exceptionally, for
certain planning clusters of relatively low importance, this method can also be used
in isolation.

Outlier detection works by first establishing lower and upper threshold limits
(LTL, UTL) around a value, most commonly around the mean. The values outside
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the established limits are treated as outliers and are corrected to, say, the mean
value. In the typical approach, mean squared error (MSE) or mean absolute devi-
ation (MAD) is used to set the limits. Both these measures have a useful property in
that they relate to r (sigma, the standard deviation) as follows:

r �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Mean Square Error

p
r � 1:25 �MeanAbsolute Deviation

This can be used to calculate the bandwidth by using a certain multiplier on the
approximation for one standard deviation. For example, if one wants to set the LTL
and LTL to [−2r, 2r], the multiplier if the error measure is MAD should be 2.5.

An example of using MAD to identify outliers in Excel is illustrated in Fig. 3.12.
This is a sample data set of newsprint production (source: Australian Bureau of
Statistics). A multiplier of 3 has been used, and the gray band signifies the space
between the lower and the upper thresholds. Here, the mean value (102) is used as
the midpoint around which the limits are calculated. The data points that lie outside
(either below or above the LTL and UTL, respectively) are shown as outliers.

The detected outliers are corrected to the mean value. The result of running the
forecast based on the corrected historical values is shown in Fig. 3.13. As it can be
seen, the bandwidth has narrowed slightly as the mean has shifted down post-outlier
correction.

This behavior can be modeled in SAP IBP using the variance method, which
should be included as a preprocessing step. The settings are shown in Fig. 3.14.

The result of running single exponential smoothing in SAP IBP is shown in
Fig. 3.15. This mirrors the Excel result. A smoothing constant of 0.053 was used—

Fig. 3.12 Outlier correction using variance method in Excel
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this was determined by minimizing MSE using Excel’s Solver. As it will be
explained in the coming pages, this is a reasonable approach to identify typical
smoothing constants by analyzing representative data sets.

3.2.2 SAP Use Case: Outlier Detection Interquartile Range

Another method that can be used to detect outliers and is available in SAP IBP uses
the interquartile range (IQR). This is based on a rule of thumb called Tukey fences,
which is very popular. A nice property of this technique is that it is quite robust to
extreme values and is suitable if certain planning groups are prone to quite extreme
values and where manual cleansing is not worth the effort investment.

However, it must be remarked that the interquartile test is highly prone to detect
as outliers the majority of the points of the high season, with results much influ-
enced by the nature of the seasonal data. This consequently makes IQR not highly
suitable for identifying seasonal outliers.

IQR is the difference between the 95th and the 25th percentile values. This
difference is multiplied with a factor, typically around 3, which is then used to
establish the lower and upper “fences.”

The method can be built as follows:

1. Calculate the median and the lower (first quartile) and upper (third quartile)
quartiles.

2. Calculate the standard deviation.
3. Calculate the interquartile range (the difference between the upper and the lower

quartiles) and call it IQ.
4. Calculate the upper limit for outliers as the third quartile plus 0.5 times the

interquartile range.
5. The outlying points are those that overcome the set threshold.

An Excel example of this method being applied to the same data set as above,
but with two simulated outliers in the last two periods (160 TO), is shown in
Fig. 3.16.

The two outliers are corrected to the nearest limit, and the forecast is calculated
on this basis. The results are shown in Fig. 3.17.

The settings in SAP IBP for IQR are shown in Fig. 3.18.
As can be seen, “correction with tolerance” has been chosen as the correction

method, which corresponds to what was done in the Excel example. However, there
are other methods to choose from like: correction to mean (with and without
outliers included), correction with tolerance (excluding outliers) and correction with
median (with and without outliers included). The results of running single expo-
nential smoothing in SAP IBP with IQR are shown in Fig. 3.19.

We conclude with the two illustrations below.
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Fig. 3.16 Outlier correction using IQR method in Excel

103

122
122

70

90

110

130

150

170

A
pr

-2
01

2

Ju
n-

20
12

A
ug

-2
01

2

O
ct

-2
01

2

D
ec

-2
01

2

Fe
b -

20
13

A
pr

- 2
01

3

Ju
n-

20
13

A
ug

-2
01

3

O
ct

-2
01

3

D
ec

-2
01

3

Fe
b-

20
14

A
pr

-2
01

4

Ju
n -

20
14

A
ug

-2
01

4

O
ct

-2
01

4

D
ec

-2
01

4

Fe
b-

20
15

A
pr

-2
01

5

Ju
n-

20
15

A
ug

-2
01

5

O
ct

- 2
01

5

D
ec

-2
01

5

Fe
b-

20
16

A
pr

-2
01

6

Ju
n-

20
16

A
ug

- 2
01

6

O
ct

-2
01

6

D
ec

-2
01

6

Fe
b-

20
17

Simple Exponential Smoothing with Outlier Correction (Inter Quartile Range 
Method)

LTL UTL Newsprint Demand (in 1000 Tonnes) One-Step Ahead FC Outliers

Fig. 3.17 Forecast based on corrected outliers using IQR method

Fig. 3.18 Preprocessing settings for IQR method in IBP
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Figure 3.20 provides an overview of the SAP IBP outlier detection techniques
along with the settings to be used, the scenarios they are most recommended for and
insights to bear in mind when using them.

Figure 3.21 illustrates the list of the outlier correction methods in SAP IBP, their
main correction principles and their recommended usage mapped against the
demand components (trend, cycle, season, intermittency and random stable
fluctuations).

Fig. 3.19 Results of SES with IQR in IBP

Substitute missing
values

Variance Test Interquartile Range
test (IQR)

Promotion sales lift
elimination

Upper bound Not Detected Detected Detected Detected

Lower bound Not Detected Detected Detected Not Detected

Degree of
qualitative inputs Extreme Low Medium Medium

Dependence on
normality

assumption Low High Medium Low

Recommended
usage

• Reduced usage • Only for normally
distributed data

• Not recommended
as a stand alone test

• In conjunction with 
more quantitative 
tests

• Recommended: if 
the promotion was 
occasional and will 
not repeat itself in 
the future

• No: if every year 
promotions happen

Comments

• The most prone 
method to human 
errors

• Without a proper 
understanding of the 
data set the 
substitution will be a 
simple guessing

• A reliable test for 
outlier detection if 
the sales history is 
stable and not 
variable

• Poor results for 
seasonal and highly
variable products

• It is not among the 
most reliable tests

• The less 
manipulated the 
data, the better

• It requires a tight
collaboration with 
marketing & sales

• Promotions 
elimination removes 
insights from the 
data

Fig. 3.20 SAP IBP outlier detection technique overview settings
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3.3 Forecast Model Selection

The operationalization of forecasting concepts starts with translating the forecasting
levels, historical, forecast horizons and data correction (preprocessing) activities to
the desired outcomes. Let us start with discussing the key elements in the forecast
model selection.

Forecasting Level The goal here is to derive the selection criteria that were used to
assign model classes to homogeneous planning clusters to create a list of planning
levels.

The planning level can be classified into three types on the basis of the level on
which the consumer of the forecast requires it—let’s call this the publish level, for
example, for procurement or production.

Disjoint: forecast is calculated on a more aggregate level vis-à-vis the level users work with
it. Disaggregation is proportional or based on proportions determined by another
time-series, say, historical actual orders. This approach might be useful for product clusters
where cost of forecasting on publish level outweighs benefits. This decision could also be
due to the fact that the demand patterns on the lower level are very irregular but are more
easily interpretable on the given higher level of aggregation. This assessment needs to be
based on the earlier trade-off analysis and data analysis done for representative SKUs.

Congruent: forecast is calculated on the level users work with it. This is done where
additional effort is likely to bring proportional benefits. For example, this approach is
suitable for products with fairly involved time-series that include several components

Outlier
correction
methods

Outlier
corrected value Stable demand Intermittent

demand Seasonality Trend Cycle

Correction
with mean

Average of all 
data values

Recommended 
(case sensitive: 
no pre-defined 
decision making 

process)

Not 
recommended

Not 
recommended Recommended Not 

recommended

Correction
with mean
excluding
outliers

Average of all 
data values 
excluding all 

outliers

Recommended 
(case sensitive: 
no pre-defined 
decision making 

process)

Not 
recommended Recommended Not 

recommended Recommended

Correction
with

tolerance

Upper threshold 
or Lower 
threshold 

Recommended Not 
recommended

Not 
recommended

Recommended Not 
recommended

Correction
with

tolerance
excluding
outliers

Newly evaluated 
value of Upper 
threshold or 

Lower threshold

Recommended Not 
recommended

Not 
recommended

Not
recommended

Not 
recommended

Correction
with median

Median of all 
data values Recommended Not 

recommended
Not 

recommended Recommended Not 
recommended

Correction
with median
excluding
outliers

Median of all 
data values 
excluding all 

outliers

Recommended Not 
recommended

Not 
recommended

Not 
recommended

Not 
recommended

Fig. 3.21 SAP IBP outlier detection mapping
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(trend, seasonal, business cycles). This is also the case, for example, where causal methods
should be used since explanatory variables have been identified that when modeled will
result in better accuracy (a positive trade-off).

Hybrid: The hybrid approach was described under “Model class”. This approach makes
sense if one seeks to strike the right balance between time investment and accuracy by
focusing more management attention on an aggregate level and resorting to a more
autonomous process on the detailed level. Autonomy can be achieved by say, use of
automatic model selection procedure that selects the method that returns the lowest error for
the chosen measure.

Forecasting Time Horizons Insights into data analysis on representative SKUs
related to tipping points (shifts in level, growth curves), seasonal patterns, validity
of the assumption of continuity, outliers, etc., inform decisions concerning planning
horizons. If for certain clusters the recent history is far more representative than the
older history, a decision might be taken to restrict the historical planning horizon
accordingly. If, on the other hand, the recent historical data are affected by tem-
porary effects, cleansing or appropriate smoothing constants (see discussion on
alpha parameter later) can be used to temper impact on forecasts.

Data Preprocessing Cleansing and transformation need to be identified during the
data analysis phase and must be performed on an ongoing basis to help identifying
the needed preprocessing steps to be carried out before the forecasting run.

Algorithms and Parameters Model classes (quantitative to be specific) need to be
broken down into specific algorithms that can then be assigned to planning clusters.
Also, this decision is informed by the results of the data analysis phase. For
example, if there are planning clusters that exhibit a dampened trend, a smoothing
algorithm that has trend dampening enabled needs to be included in the toolbox (in
SAP IBP, this would be double exponential smoothing with trend dampening set to
enabled). As to parameters, some insights regarding the relative importance of
historical periods are, for example, used to determine smoothing constants.

Among the forecasting algorithms, the single exponential smoothing (SES) is the
workhorse. It is probably the most widely used.

Chase (2009) says that:

• Moving average is easy to implement, but it detects only trend and cycle.
• Simple exponential smoothing does not handle seasonality well, and alpha

needs to be calculated with an optimum research.
• Holt’s two parameters are easy to implement, but it detects only trend and cycle.
• Winters’ three parameters are the one that predicts seasonality, but difficult to

find optimal weights.
• Regression models require more data, but it can handle trend, cycle and sea-

sonality—it is really accurate.
• ARIMA model is known to be the most accurate model.
• UCS requires more data, but it can handle trend, cycle and seasonality.
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3.3.1 Averages

Let us briefly discuss the algorithms and the SAP IBP aspects of the forecasting
models.

Forecasting models which are available in SAP IBP along with a qualitative
estimation of forecasting costs involved are listed in Fig. 3.22.

Simple Average
The standard average method is considered as a method linked to low forecasting
cost and quite easy to grasp conceptually. It fits demand patterns that are neither in a
steep increasing trend nor in a strong descending trend. Capturing the future
sales/demand of a product or of an item with a stable and regular sales/demand
throughout the years can easily be done with the simple average method. However,
even in such simplistic and easy-to-forecast case, there is already a data insight that
the simple average method cannot capture: random or casual fluctuations in stable
sales/demand patterns.

Moving Average
In order to neutralize the effects of such sudden fluctuations, the simple moving
average comes in help. The moving average is based on a limited number of periods
“k”, and it runs in a way that every time that the new most recent data appear in the
historical data set, the oldest one exits from the data set. This is the principle of
“moving” of the data, as for each new period of sales/demand the newest data cause
the elimination of the oldest one.

According to the below formula, the demand forecast for the successive period
t + 1 is calculated as follows:

Ptþ 1 ¼
Pk

i¼1 Xt�kþ i

K

IBP Algorithm Algorithm Type Forecasting
Cost

Simple Average Time-Series / Constant Low

Simple Moving Average Time-Series / Constant Low

Weighted Average Time-Series / Constant Low

Weighted Moving Average Time-Series / Constant Low

Single Exponential Smoothing Time-Series / Constant Low

Adaptive-Response-Rate Single 
Exponential Smoothing

Time-Series / Constant / Adaptive Low

Double Exponential Smoothing Time-Series / Trend Medium

Triple Exponential Smoothing Time-Series / Seasonal Medium

Automated Exponential Smoothing Time-Series / Automatic Detection / Adaptive Medium

Croston Method Time-Series / Intermittent Medium

Multiple Linear Regression Causal High

Fig. 3.22 Algorithms in SAP IBP (1711)
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where Xi is the sales/demand during the period i.
The most important decision point for running the moving average method

corresponds to the assessment of the number of periods “k” to be considered in the
projection. It is advised to choose the number of periods “k” of the moving average
that minimize the value of the standard deviation associated with it.

Sk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPt

j¼kþ 1ðPj � XjÞ^2
t � kþ 1ð Þ

s

where Pj is the forecast for the period j and Xj is the effective sales/demand of the
period j.

The procedure to calculate the forecasted demand is as follows:

1. Calculate all the standard deviations associated with the different “k periods”
chosen.

2. Choose the “k periods” value which minimize Sk.
3. Define the forecasted demand only for the “k periods” defined at point number

2.
4. Determine the confidence interval with the formula that follows:

Ptþ 1 � talpha
2 ; t� kþ 1ð Þsk

Figure 3.23 represents an example of the table of critical values for Student’s
t distribution value. To calculate a statistic, as for the interval of confidence, it is
necessary to make use of the observations acquired from the sample as well as some
parameters from the population. When some of the population parameters are not
known, we need to estimate them through the sample itself; this is the work we need
to accomplish to be capable of detecting the confidence interval.

The degree of freedom is the number of observations within the sample minus
the “k” parameters that require an estimation from the sample, while the t value is
said “critical value” or “coefficient of confidence” as it depends on the degree of
confidence chosen and on the amplitude of the sample.

Consequently, it is possible to assign the right value of “t” depending on the
degree of freedom and on the alpha chosen; the degree of freedom row that matches
the alpha column chosen will indicate the correct value of “t”. For example, if we
dispose of seven degrees of freedom (column d.f) and an alpha value of 0.05, the
t value corresponds to 1.895.

Figure 3.24 illustrates a practical way to organize the calculations for the
determination of the optimal “k” value (number of periods) which minimizes the
standard deviation of the forecasted error.

The alpha value indicates the degree of confidence of the test, while the “t” index
has previously been calculated (in Fig. 3.23). On the left is the monthly
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sales/demand of an item, while on the right there are three different sections that
illustrate the calculation for the different values of the “k periods”: k = 2, k = 3 and
k = 4. For each “k” indicator, the moving average method is run as described above,
resulting in the standard deviation of the forecast error (rk). In this example, K = 4
is the optimum value, as it minimizes the standard deviation to a value of 19.41.
The forecasted quantity for the next period is only calculated for this “k”, and it
accounts for 226 units.

In Fig. 3.24, the concept of the confidence interval is introduced. The inferior
limit of the forecasted value is 181 units (LIM INF), while the upper bound is set to
272 units (LIM SUP).

Fig. 3.23 Table of critical values for Student’s t distribution (Kim, 2010)

Fig. 3.24 Example for the determination of “k” number of periods
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The advantage of the moving average method is mostly due to the simplicity of
its application and to its capacity to reduce the cyclical effects of data. On the other
hand, it is a method that does not take into consideration trend and seasonal effects.

Weighted Average
An enhancement of the moving average method is the weighted average method. It
allows to attribute a different weight to different data of the same data set. The
formula for the weighted average is as follows:

Ptþ 1 ¼
Xk
i¼1

Xt�kþ i �Wi

Xk
1

Wi ¼ 1

where Wi is the associated weight for the effective sales/demand within the period i.
The complexity of this method lies in the necessity to properly identify both the

number of “k” (periods that minimize the standard deviation of the forecast error)
and the periodic value that has to be assigned as a weight of the past data (Wi).
A general rule that is commonly applied is that the most recent data are the most
reliable indicator of the future; consequently, it is assigned the greatest weight.

Figure 3.25 provides an example of the principle behind this forecasting method.
The weights constantly decrease as time passes, giving always more relevance to
the most recent data. Automatically, when new data is added to the data set, the
weights associated with each period shift to the left by one period and the last data
of the set are excluded from the calculations.

The advantages of the weighted moving average method are mostly due to the
possibility of switching and changing the weights assigned to the past data. It
allows adaptability and flexibility from a user standpoint. On the other hand, it is a
method that requires a scrupulous assessment of the “k” values and “w” weights.

Furthermore, it is more time consuming and less accurate than the single
exponential smoothing.

As for the other average methods, it is not a suitable solution for the more
complex data set with trend, seasonality or higher variability.

3.3.2 SAP Use Case: Moving Average, Moving Weighted
Average

In Fig. 3.26, general time settings are shown. Historical periods and forecast
periods will commonly be shared among simple time series forecasting models.
Among the mandatory fields, it is fundamental to set the periodicity of the
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calculations (monthly in the example), the historical periods to be considered (12 in
the example) and the forecast periods in the future (96 in the example).

In Fig. 3.27, we see the outcome of the calculation with the simple average
forecast model. Besides, we are able to notice the calculation outcome for a specific
product, its adjusted actual quantity that corresponds to the sales history already
preprocessed and the statistical forecasting quantity that relates to the average of the
adjusted actual quantity. As a result, the light blue bars in the graph below indicate
the monthly forecast.

In addition, the statistical forecast MAPE row indicates the forecasting error in
relation to each month; it is displayed, as a conclusion, that the MAPE, mean
average percentage error, of 2017 accounts for only 6%.

T-4 T-3 T-2 T-1

Quantity 100 90 105 95

Weight 0,1 0,2 0,3 0,4

T-5 T-4 T-3 T-2 T-1

Quantity 100 90 105 95 110

Weight 0,1 0,1 0,2 0,3 0,4

T+1 0,4*95+0,3*105+0,2*90+0,1*100=98

T+2 0,4*110+0,3*95+0,2*105+0,1*90=103

Weights decrease as time passes 

Actual T+1 consumption 110

Fig. 3.25 Example of weighted moving average

Fig. 3.26 SAP IBP general settings for the average methods
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While for the simple average there are no additional critical configuration
parameters, for the moving average, the number of periods, which corresponds to
the “k” value described above, has to be inserted in the forecasting step settings.
Figure 3.28 illustrates the specific configuration.

Ideally, after having set the optimal “k” value for your specific product, group of
products, family or for the type of cluster chosen, it has to be entered in the
“number of periods” field to guarantee a more effective and accurate forecasting
solution.

Figure 3.29 represents the same analysis as in Fig. 3.27 (SAP IBP simple
average); however, the simple moving average is used. Its evident that, the fore-
casted quantity differs from the simple average calculated before. It is interesting to
notice that the forecasted volume provided with this model, which has been running
with an optimal “k” value equal to 3, accounts for 39,036 units. At the same time, in
Fig. 3.30, the same model has been running, but the periods “k” taken into con-
sideration changed from three to five. The expected sales/demand changed, devi-
ating approximately 500 units.

In terms of forecast accuracy, it is displayed how an optimized assessment of the
“k” periods leads to a reduced forecast error: in this case a forecast error of only 5%.
As explained, there is no better assessment for the number of periods to be con-
sidered in the analysis than the linear optimization algorithm for the standard
deviation of the forecasting error. Consequently, it is highly recommended to
identify a priori the most suitable value of “k” and successively configure the
forecasting model with the value of “k” provided by the optimization run.

Fig. 3.27 SAP IBP simple average

Fig. 3.28 SAP IBP moving average specific settings
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The simple weighted averages were configured as it is shown in Fig. 3.31. The
source of the weights has to be specified, and its assessment comes from the data
provided as an input for the forecast model calculation.

Fig. 3.29 SAP IBP simple moving average with K = 3

Fig. 3.31 SAP IBP weighted average specific settings

Fig. 3.30 SAP IBP simple moving average with K = 5
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The determination of the weights is a crucial step to guarantee a positive fore-
casting outcome for this model. SAP IBP automatically provides the most suitable
weights from the data provided.

Figure 3.32 illustrates the same data set analyzed for the previous average
forecast models, but it has been applied to the weighted average. The visualization
structure is the same as the previous models; we can note how the changes in the
foreseen sales/demand and in the forecast accuracy are minor compared to the
previous methods depicted above.

As a conclusion, for the average method configurations, Fig. 3.33 illustrates the
forecasting steps of the weighted moving average. It is the simple combination of
the settings described above:

• Calculation of the number of time periods, “k” value
• Estimation of the weights of the time series.

Figure 3.34 illustrates the weighted moving forecasting mechanism with the
usual visualization. The forecasted amount is displayed with the light blue bars,
while the adjusted actual quantity with the dark blue bars. The overall forecast error
in 2017 accounts for 5%, resulting in one of the most accurate methods for the data
set analyzed.

In Fig. 3.35, we see the simple average (statistical forecasting quantity 1), the
simple moving average (statistical forecasting quantity 2) and the weighted moving
average (statistical forecasting quantity 3). The most accurate forecasting model,
based on the MAPE, out of those three models is then selected for the statistical
forecasting quantity. The forecasting error of the selected method that in this case is
the simple moving average accounts for only 5%. The visualization allows to

Fig. 3.32 SAP IBP weighted average

Fig. 3.33 SAP IBP weighted moving average specific settings
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compare the amount of the adjusted actual versus the foreseen sales/demands
proposed by the three different methods.

3.3.3 Single Exponential Smoothing (SES)

Single exponential smoothing (SES) is a technique in which the historical periods
are weighted progressively higher, in the calculation of the forecast, from older to
more recent periods. The relative weights depend on the smoothing constant used—
called a, alpha. More formally (at the end of t + 1):

Forecasttþ 1 ¼ Forecastt þ a� DemandObservationtþ 1�Forecasttð Þ

The smoothing constant a takes a value between 0 and 1. The formula translated
means the new forecast (at the end of period t + 1) equals a certain percentage (a)
of the forecast error plus the previous forecast. So, the higher the value of a, the
higher will be the weights assigned to the more recent periods. This is graphically
depicted in Fig. 3.36.

The illustration (see Fig. 3.36) provides cumulative weights for three typical a
values (0.1, 0.3 and 0.5). The dark cumulative line is assigned to a = 0.1, the light
green to a = 0.5 and the blue one to a = 0.3.

Fig. 3.34 SAP IBP weighted moving average

Fig. 3.35 SAP IBP average algorithm comparison
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For a = 0.5, for example, just the last three periods (indicated by the blue arrow
in the graph) give a cumulative weight of around 90%. This means the new forecast
is purely made up of the weighted sum of the previous three periods. This should
sound a cautionary note on the selection of a. The index selection is additionally
explored in the coming sections.

The exponential smoothing has the advantage of detecting the inner cyclical
component of the demand; however, it does not catch the trend and the seasonal
component. It might be used for quite stable and low random data. If a data set
shows high variability in sales/demand and a high inner variability, this method will
not be the most ideal.

For the best definition of the alpha parameter, it is possible to apply the same
reasoning applied to the optimal assessment of the “k periods” value of the moving
average. In this case, the most ideal a, alpha, value will be the one that minimizes
the standard deviation of the forecast error.

Figure 3.37 indicates how it is possible to set the optimal alpha value and how to
establish the tiniest confidence interval for the forecasted sales/demand. The
0.441843 value of alpha is the one chosen in the example below and established by
the optimization algorithm, while the forecasted quantity accounts for 233 units.
The structure and the principle behind the model are the same as the one described
for the moving average method.

The Excel Solver plug-in is set in a way that minimizes the cell G56 which
corresponds to the formula of the standard deviation. The changing cell relates to
the parameter a of the single exponential smoothing itself, and the constraints are
equivalent to those explained before: a value cannot be higher than 1 and inferior to
0. The confidence interval accounts for only 47 units, which is a small and reliable
interval considering the amount of the forecasted demand.
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Fig. 3.36 Impact of smoothing constant a
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3.3.4 SAP Use Case: SES

The configuration settings of the single exponential smoothing differ in the moment
in which the specific alpha parameter has to be set. The general settings of the
forecasting models such as the time periods to be forecasted, periods of history and
periodicity of the calculations are the same. Figure 3.38 illustrates the alpha field.
According to what has been already mentioned in the sub-chapter above, this
parameter is to be recommended by a calculation with a nonlinear optimization
algorithm; once the coefficient that minimizes the standard deviation of the forecast
error has been identified, it must be entered in the field shown below.

Figure 3.39 indicates an example of how the single exponential smoothing is run
in SAP IBP. The data taken into consideration are neither seasonal nor trendy;
consequently, they represent a suitable sample to test the running and the goodness
of the single exponential smoothing. The historical periods considered for the
calculations are 48. Normally, it is suggested to have at least four years of history to
be capable of forecasting accurately the future.

For the below single exponential smoothing, the alpha parameter has been set to
0.4; the adjusted actual quantity represents the preprocessed history we dispose of.
The result of the forecast model is shown until the period April 2018, and it
accounts for 354,433 units. As we are simply dealing with the single exponential
smoothing, it is important to remind that through all the forecast horizon sets in the
configuration setting, the forecasted quantity delivered by the SES algorithm will
always account for 354,433.

The row actual quantity shows the actual from February 2014 to January 2018,
while the row MAPE accounts for the “mean average percentage error” of the
algorithm considered. A MAPE that accounts for 11% is a quite positive result as
it means that the forecast quantity is accurate for 89% of the cases or that the
forecasting error is only 11%.

Fig. 3.38 SAP IBP SES settings

Fig. 3.39 SAP IBP SES with alpha manually assigned (0.3)
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In the below visualization, the green bars identify the forecasted quantity, while
the blue ones, the adjusted actual quantity.

It is notable how the outcome of the algorithm changed from the 354,433 units
forecasted before (Fig. 3.39) with alpha = 0.3 to the 342,352 units displayed in
Fig. 3.40. The reason for such a change lies in the running of the Excel Solver
plug-in optimization algorithm that determined the alpha value that minimizes the
standard deviation of the forecast error. The benefit out of this practice is to better
focus and center the forecasted value within a thinner confidence interval.

3.3.5 Double Exponential Smoothing (DES)

The double exponential smoothing relies on the same smoothing principle descri-
bed before, but it introduces a new smoothing variable “beta” that has the func-
tionality of capturing the trend pattern within a data set. It helps also to diminish the
impact of the error between the forecasted quantity and the actual one.

The formula for the double exponential smoothing is as follows:
Additive:

Pt;tþ s ¼ St þ sGt

St estimates the time series level at the time t
Gt estimates the time series trend at the time t

The choice for the parameters alpha and beta can be run in two different ways:

• “Brute force” algorithm that consists of running and exploring all the possible
combinations of alpha and beta and eventually picking the combination that
minimizes the standard deviation of the forecast error

• Algorithm of nonlinear optimization.

Figure 3.41 shows a comparison between a “brute force algorithm” on the left
and the “nonlinear optimization” algorithm on the right. The degree of confidence is
set to 95%, and the values of alpha and beta are automatically set to 0.35. Once

Fig. 3.40 SES run with parameters assigned by the Solver
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again, the explicative structure of the table and its components is the same as the
ones experienced for the previous forecasting models.

The forecasted value on the left accounts for 3,353,052 units with a standard
deviation of 205,945; on the contrary, adopting the mathematical algorithm, as it is
shown on the right, the standard deviation gets reduced to a value of 176,189. As a
result, the power of the nonlinear algorithm lies on the opportunity to better center
the forecasted value and reduce the margin of errors.

However, as a conclusion, the DES is not yet capable of detecting the effects of
seasonality and the phenomena behind it. The triple exponential smoothing comes
to assistance for that purpose.

3.3.6 SAP Use Case: DES

The same reasoning as for SES is applicable to the double exponential smoothing.
The parameters calculated out of the nonlinear optimization algorithm have to be set
in the specific fields displayed in Fig. 3.42: alpha coefficient and beta coefficient.

Figure 3.43 depicts an example of the double exponential smoothing in
SAP IBP. The blue bars indicate the amount of the history and the green bars the
amount of the forecasted quantity.

Using an alpha parameter equal to 0.3 and a beta parameter equal to 0.3, the
forecasted amount for the beginning of 2018 is expressed by the green bars and by
the statistical forecasting quantity. We can assess from Fig. 3.43 that the double
exponential smoothing detects the trend of the historical data sales; as a matter of

Fig. 3.42 SAP IBP DES settings

Fig. 3.43 SAP IBP DES with alpha 0.3 and beta 0.3
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fact, in the visualization, it is possible to see how the green bars tend to indicate an
increase in sales/demand and the underlying positive trend. Furthermore, the data
set applied to the DES is the same that one used for the previous example of the
SES: The accuracy for the past forecasted values stays approximately the same
(15% of error), while it differs for the expected future trendy sales/demand.

The same algorithm is shown in Fig. 3.44; however, the setting of the Excel
Solver plug-in parameters has been optimized. Once the configuration of alpha
and beta had been changed in SAP IBP, we could rerun the double exponential
smoothing with the following result: a forecast error of only 12%. The improvement
of the error has to be attributed to the nonlinear optimization algorithm as a better
definition of the parameters of the time series.

3.3.7 Triple Exponential Smoothing (TES)

The triple exponential smoothing is one of the most suitable techniques for fore-
casting seasonal data. As the previous ones described above, this method is also a
procedure for continually revising a forecast in light of more recent experiences. It
assigns exponentially decreasing weights as the observations get older. In other
words, recent observations are given relatively more weight in forecasting than the
older observations (Kalekar, 2004).

This method is used to detect seasonality, and it can be additive or
multiplicative.

Additive

Pt;tþ s ¼ St þ sGt þCt�sþ s

Multiplicative

Pt;tþ s ¼ St þ sGtð ÞCt�sþ s

Fig. 3.44 SAP IBP DES with parameters assigned by the Solver
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St estimates the time series level at the time t
Gt estimates the time series trend at the time t
Ct�s þ s estimates the time series seasonal component dependent on the season

length S previously defined

One of the core aspects of the triple exponential smoothing is the establishment
of the smoothing indexes. The three indexes are as follows:

– Alpha, it detects the inner cyclical variances of the demand. As seen above, if
the alpha index is used as a stand-alone factor, the exponential smoothing is said
to be “simple” and it is called the Brown model. Unfortunately, the alpha factor
is not capable of detecting the trend and the seasonal components of the
demand; hence, consequently an enhancement of the model is necessary.

– Beta, once the exponential smoothing is run with both the indexes alpha and
beta, is said “double”, and it is also called the Holt model. The beta factor is
capable of capturing the trend factor, and it reduces the error which arises
between the actual data and the previsions. Unfortunately, this model still does
not detect the seasonal component of the demand.

– Gamma, the exponential smoothing that uses the three mentioned indexes, is
said “triple” and is also called Winters’ model. The gamma factor is eventually
able to detect the seasonal component and coupled with the other indexes
captures the trend, the inner variances and it reduces the errors between what is
experienced in reality and the suggested forecasts for the future.

For TES, it is common to assign the same values of the indexes to a group of
products or to a company portfolio. However, this generalization of the values of
the parameters does not lead to an optimal result out of the statistical forecasting
technique: the generated forecasted value.

The most convenient and result-driven solution toward this decision is also in
this case to apply the already mentioned algorithm of optimization to define the
indexes of the triple exponential smoothing. The approach for the TES is the
following:

Set the values of alpha, beta and gamma in order to reduce the standard deviation
of the forecast error. This solution can be easily built with the Excel Solver, and it
looks as below.

The only constraints that need to be set are that the indexes range from 0 to 1,
while the target value is the minimization of the STDEV of the forecast error. The
illustration exhibits also the values of the indexes set by the Excel Solver plug-in for
a random data set employed for the example in question (Fig. 3.45).

The importance of properly setting those indexes is essential for the output error.
The common practice of randomly setting those indexes for the entire set of the data
that require a statistical forecasting is misleading, and it has the effect of distancing
the forecast from the actual value.

If we try to stick to some of the suggested values provided by the literature, the
results from a forecast accuracy perspective could be often inferior or much more
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dispersed in terms of confidence interval from the forecasted value to the one
equipped by the Excel Solver plug-in (see Fig. 3.46).

Figure 3.46 indicates some tabulated values for the indexes, depending on the
degree of variability of the seasonal component of the demand. Before testing how
a typical seasonal SKU reacts in terms of forecasting accuracy changing among the
suggested indexes, it must be specified that a possible drawback of this type of
preselected classification lies in the fact that there is not a common definition of
what is a low or medium type of seasonality.

As a result, it is recommended to cluster the SKUs based on the behavior of the
data and their demand components. Once some SKUs are identified as similar to
distribution and the data behavior, the same or similar indexes can then be set.

The forecast accuracy metric used for this exercise is the mean average per-
centage error; it will be largely explained in all of its facets in successive sections of
the book. For now, it is sufficient to bear in mind that lower the value of the
percentage error, better the accuracy and as a consequence the goodness of the

Fig. 3.45 Alpha, beta, gamma in Excel Solver

Class Alpha
Alpha 

(Seasonal)
Beta 

(Seasonal)
Gamma 

(Seasonal)

High 0.3 0.51 0.176 0.5

Med 0.1 0.19 0.053 0.1

Low 0.01 0.02 0.005 0.05

Fig. 3.46 Tabulated values for Winters’ model indexes per seasonal classes
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indexes set. We take as an example a seasonal data set (see Fig. 3.47), and we try to
run several times the TES algorithm changing the model parameters at every run.
Then, for each run we calculate the forecast error.

The scenario summary displayed in Fig. 3.48 indicates the comprehensive
overview of the effects of the different settings for the smoothing parameters on the
forecasted quantity and consequently on the overall accuracy of the model. For each
of the seasonality classes, low, medium, high and the Excel Solver plug-in, the
values of the parameters are displayed. We can see as well the related actual, MAPE
and at the very bottom of each column the average of the MAPE for the three
months considered in the example.

Going into further detail, for the seasonality low class, the overall forecast error
accounts for 49.6%; it is the worst forecasting solution among the ones proposed.
On the other hand, applying the highest seasonal class values to the smoothing
parameters does not lead to exceptional results: 39.1% for the forecast error.

Sales

Fig. 3.47 Seasonal data set

Fig. 3.48 TES parameter impact on forecast accuracy
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The medium seasonality class is the best solution among the ones proposed by the
given table. The average MAPE decreases to 23.6%.

Eventually, it is the Excel Solver plug-in and its smoothing parameters that
account for the best forecasting accuracy and consequently for the least average
forecasting error: 19.4%.

The former comment pivots around the fact that not only the Excel Solver
plug-in solution allows for the best accurate forecasting model, but it is also the
most reliable one as it builds the tiniest of confidence interval for the forecasted
sales. For example, if the forecasted value for the month of January accounts for
6322 ± 800, the reliability of the interval of confidence is extremely poor, espe-
cially considering that it includes negative values in the interval! The smaller the
standard deviation of the forecast error, the more centered is the forecasted quantity.

The latter comment justifies itself in the fact that analyzing the scatter plot of the
data set (see Fig. 3.47) shows that the data pattern is extremely seasonal; however,
Fig. 3.48 shows how the medium class values allow to account for the most
accurate forecasting solution among those proposed by the table from the literature.

Eventually, in the process for outlier detection for seasonal products we will see
how the highest accuracy peak will be reached once the correction of the outliers
will be applied and the new forecasted value is automatically generated.

3.3.8 SAP Use Case: TES with Solver Parameters

Figure 3.49 shows the additional settings specific to the triple exponential
smoothing. The gamma coefficient has to be inserted as well, implying the same
optimization logic of the other parameters. In addition, the periods in a season have
to be established in advance specifying the type of seasonality: multiplicative or
additive.

The periods within a season, similarly as the estimation of the parameters of the
TES, cannot be stated in advance without having run a proper analysis of the time
series. Usually, a season of six periods is expected; however, each data series and
each sales/demand type are different, resulting in multiple types of seasonality and a
different number of periods within a season.

In Fig. 3.50, the outcome of the triple exponential smoothing is illustrated. As
for the other methods, the history of the data accounts for 48 periods and the data
set considered is still the same one analyzed for the SES and the DES. We might

Fig. 3.49 SAP IBP TES settings
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say that the inner variability of the data is not excessively high and the presence of a
seasonal component is quite low.

The visualization of the results is still the same as the other smoothing algo-
rithms. The parameters set for this algorithm assign 0.3 for alpha, beta and gamma.
The periods in a season are set randomly to 6. The forecast error accounts for 15%.
It is possible to see in the visualization below how the triple exponential smoothing
detects differently the inner variations of the data and it projects for the future a
variable sales/demand depending on the months of the year.

In order to increase the accuracy of the forecast, we run the Excel Solver plug-in
optimization algorithm to try to identify the best indexes that approximate the data
set to be forecasted. Still keeping a season period equal to 6, we reduce the forecast
error by only 1–14%. See Fig. 3.51.

Furthermore, we decided to graphically identify the exact number of periods
within a season; the aim is to check if the prediction could be improved by utilizing
the outcomes of this analysis. Figure 3.52 illustrates a scatter plot of the sample of
the data set considered for testing the triple exponential smoothing. For this par-
ticular data set, however, the presence of a seasonal pattern is not clear from the
scatter plot and it is not easy at the same time, to assess the length of a potential
season.

Fig. 3.50 SAP IBP TES with parameters randomly assigned

Fig. 3.51 SAP IBP TES with parameters assigned by the Solver
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Consequently, the decision taken has been to randomly switch the parameter of
the seasonal period from 6 to 12 and detect the major changes, considering that the
SKU analyzed does not present any specific or marked seasonal component.

Figure 3.53 displays the new forecasted quantities with a seasonal period of 12
and alpha, beta and gamma set to 0.3; the forecasted accuracy slightly improved;
nevertheless, no major changes in the forecast errors are experienced. However, we
can see that the expected forecast quantity changes.

Figure 3.54 illustrates the same SKU, but the TES parameters are optimized with
the Solver. The forecast accuracy does not vary, but the forecasted sales/demand
changes for each month. It is noticeable as well how the impact on the degree of the
forecasted season, trend and cycle varies among all the TES runs. For example, in
Fig. 3.53 the expected amount of quantity for October 2018 is 550 K, while in
Fig. 3.54, October 2018 accounts for 380 K. The green bars are a good indicator for
detecting how the sales/demand is expected to fluctuate.

As a conclusion, we tested all the types of smoothing algorithms so far and we
concluded that for a quite stable SKU, with limited variability and without a clear

Sales

Fig. 3.52 Determination of periods in a season

Fig. 3.53 SAP IBP TES with parameters randomly assigned
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presence of a seasonal component, the three different types of smoothing models
almost give the same result in terms of forecast accuracy, but they differ in the way
in which the future is predicted. In addition, applying the Excel Solver plug-in was
a good choice for most of the methods except for TES where it did not bring
substantial added value.

To enhance the TES testing, we have selected a highly variable SKU and run a
second set of examinations. Being sure of the presence of a seasonal pattern, we
decided to test the impact of an additive seasonality compared to a multiplicative
seasonality in the settings of SAP IBP. In Figs. 3.55 and 3.56, the results are
illustrated.

The multiplicative seasonality is represented with the green bars, while the
additive seasonality with the light blue bars. We can notice how the forecast error
almost does not change; however, the perception of the seasonal component
forecasted for the future changes hugely—for example, the expected sales/demand

Fig. 3.54 SAP IBP TES with parameters assigned by the Solver

Fig. 3.55 SAP IBP TES multiplicative seasonality
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for June 2018 is 20 K for a multiplicative seasonality and 13 K for an additive
seasonality.

For such a highly variable SKU, we tried to run the Solver to optimize the
parameters, to better understand the seasonal length of the data set and adjust the
configuration accordingly; nevertheless, we did not manage to drastically reduce the
forecast error. We will see in the custom method chapter how the detection and
correction of the outliers will allow to experience improvement of the forecast
accuracy.

Figure 3.57 illustrates the monthly sales/demand along the time periods of the
considered SKU. The seasonal length appears accounting for six periods, and the
peaks are always experienced during the winter periods.

Consequently, in Fig. 3.58 we tried to run the TES with a seasonal length
wrongly set to 12 and check how the algorithm reacted in case when a parameter
mismatches the actual behavior of the data. As expected, the forecast error
increased and the sales/demand for the future, its trend and seasonal pattern varied
accordingly.

As a conclusion for this part, it is fundamental to re-iterate how randomly
assigning the parameters of the forecasted models can lead to less accurate results

Fig. 3.56 SAP IBP TES additive seasonality

Sales

Fig. 3.57 Seasonal sales/demand
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even if the forecast model chosen for predicting the sales/demand of an SKU is the
right one. Figure 3.59 illustrates how the forecast error can reach even higher levels
when an accurate analysis of the behavior of the data set is not performed, i.e.,
when modeled with wrong seasonal period and wrong alpha, beta and gamma
parameters.

3.3.9 SAP Use Case: Statistical Forecasting on Aggregated
and Product Level

In this use case, we describe how you can forecast on an aggregate level and
leverage the output to improve the forecast on an SKU level.

These are the steps involved in forecasting on a family and product level:

1. Assessment of cleansing needs on a product family level
2. Exception-driven cleansing on a product level
3. Forecast model selection and assignment on a product family level
4. Automatic statistical forecast model selection on a product level
5. Calculation of proportional factors based on a product-level statistical forecast

and calculation of the final product-level statistical forecast
6. Review of the forecast on a product level with the help of insightful

visualizations.

Fig. 3.58 SAP IBP TES with a wrongly set seasonal period

Fig. 3.59 SAP IBP TES with settings randomly assigned

3.3 Forecast Model Selection 113



Step 1: Assessment of cleansing needs on a product family level:

The cleansing of historical demand is an important first step in any statistical
forecasting process. The purpose is to ensure that demands that form an input to
statistical forecasting are valid for extrapolation and are not corrupted by one-off
events—are not a result of non-repeating actions or at least not repeat in the same
fashion.

There are several ways by which cleansing can be done and some of them can be
automated. An automated cleansing process typically involves detection and
cleansing of outliers. This approach, although less demanding on planner’s time, is
error prone. What might be seen as an outlier from a purely statistical standpoint
could well be a valid data point that should play a role in the calculation of the
future forecast. It is advisable to limit the influence of automatic outlier correction
(e.g., by setting very high thresholds) and incorporate a manual cleansing step to
ensure a sound basis for statistical forecasting.

The approach adopted in this use case involved assessing the variation on a
product family level of the most recent historical demand, weighted on volume, vis-
à-vis the recent past. The weighted variation was used to rank the product families
in the descending order of variation. This helped the planner prioritize his/her
cleansing activity. For example, in Fig. 3.60, family 023 has the highest weighted
variation—i.e., the demand in the previous month compared to the previous
three-month average weighted by volume is the highest among all product families.
Weighted variation value is color-coded in the tabular display. Visual control
played an important role in this solution; therefore, only top product families are
plotted on the charts.

The weighted variation was calculated using a local member (see Fig. 3.61) in
the Excel UI front end. Once ranked, illustrative graphs were used to visualize the
top N families ranked by weighted variation.

Fig. 3.60 SAP IBP product family cleansing view
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The analysis of variation in demand with respect to short-term trend could drive
deeper analysis on a product level and subsequent cleansing of demand.

Step 2: Exception-driven cleansing on a product level:

The product family view was only provided to identify candidates for cleansing.
Adjustments to historical demand were only done on a product level. A pro-
duct-level cleansing view was provided to facilitate a deeper analysis and the
subsequent cleansing activity. An alert was also configured with the aim of com-
paring the previous month’s demand with the historical average to support priori-
tization on a product level. Adjustments to historical demand were carried out on
the cleansed demand key figure, which is different from the actual demand key
figure. The actual demand key figure is left intact to serve as reference as it rep-
resents what was imported from the source system (see Fig. 3.62).

Step 3: Forecast model selection and assignment on a product family level

It was much easier and more efficient for planners to monitor and control the
product family forecast. They verified that levels, trend, seasonality and the changes
of packaging or shipment locations did not bring any noise. Product family was
supposed to be used as a basis for the disaggregation; therefore, more attention on
statistical forecast model assignment was carried out on this level. Demand planners

Fig. 3.61 SAP IBP local member for calculation of weighted variation in actual demand
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analyzed the data and the current forecast assignment and were obliged to assign
better models if needed. In this routine, the system was calculating ex-post forecast
for them. The planners, with the use of the comparison between ex-post forecast
and cleansed actual, were also able to assess the goodness of the statistical forecast
family model assignment (see Fig. 3.63).

Display of ex-post forecast plotted over cleansed actual bars on the chart helped
a lot to increase the process efficiency.

Step 4: Automatic statistical forecast model selection on a product level

The demand planner assessed the model assignment using the so-called spider web
charts, where the results were plotted for constant or seasonal models. These charts
show the assignment of products to specific forecasting profiles. This helped

Fig. 3.62 SAP IBP product-level data cleansing

Fig. 3.63 SAP IBP product family statistical forecast model assignment
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visualize the assignments and assess the spread. For example, “pick best” is the
default assignment which represents “best fit” method (automatic model selection).
If on the primary forecasting level planners would see a majority of products
assigned to the best fit model, it would be an indication that not too much market
knowledge was incorporated into the model assignment. It also shows an overuse of
a certain algorithm/profile (see Fig. 3.64).

Nonetheless, the SAP IBP configuration of the models to be included in the “best
fit” required the parameterization of alpha, beta and gamma. This was quite a
straightforward task since, for the purposes of data analysis, each model is per-
mitted to have a target key figure different than the “best fit.” The best fit model was
established based on the measures selected by the planner which in this specific
case was the Mean Absolute Percentage Error (see Fig. 3.65).

The analysis of the forecast error was performed as part of the model assign-
ment. The performance analysis was done with the use of mean absolute scaled
error (MASE). The MASE is a ratio between the accuracy of the current algorithm

Fig. 3.65 SAP IBP statistical model configuration

Fig. 3.64 SAP IBP product forecast model assignment spider web chart
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and the naïve method (that is, new forecast = previous period demand) as encap-
sulated in the MASE formula:

MASE ¼
Pn

t¼1
Ft�Ytj j
nPn

t¼2
Yt�Yt�1j j

n�1

The closer the MASE is to 1, the smaller is the difference of using a naïve
method. It means, at the end, that the “naïve” way of forecasting is better if the
MASE is above 1. The naïve method assumes that the forecast equals the sales from
the past period; therefore, if the MASE is above 1, it could also mean that the model
does not perform appropriately, not better than even simple “naïve.”

A validation of the model assignment was done on the aggregated level, e.g.,
ABC/XYZ with MASE as a measure (Fig. 3.66).

Step 5: Calculation of proportional factors based on a product-level statistical
forecast and calculation of the final product-level statistical forecast

Once the product family and product-level statistical forecast were calculated, a
special calculation was introduced. As mentioned before, the product family sta-
tistical forecast was easier to control; therefore, it served as a basis for the disag-
gregation of the total with the use of the proportions for a specific product statistical
forecast. This method may be viewed as disaggregation of aggregated statistical
forecast with detailed statistical forecast and is visualized in Fig. 3.67.

Fig. 3.66 SAP IBP ABC/XYZ matrix with model assignment measurement
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The calculation of the ratios revealed itself fundamental, and it was used in the
disaggregation of the family forecast into the product level. Eventually, family and
product-level forecasts were stored on two different key figures.

Step 6: Review of forecast on a product level with the help of insightful
visualizations.

The demand planner analyzed the product-level statistical forecast with the use
of nanocharts positioned in tabular displays as part of the Excel add-on of
SAP IBP. The nanochart shows in red the highest peaks, in green the lowest data
points, in gray all the other data points in history and in yellow the statistical
forecast (Fig. 3.68). It took very little time to visually review the forecast and was
much easier to spot the obvious mistakes. The final product-level statistical forecast
was then used in the demand review meeting preparation.

3.3.10 SAP Use Case: Automated Exponential Smoothing
Within SES

In SAP IBP, the automated exponential smoothing is a forecasting model that
allows to automatically detect and select the best smoothing algorithm or to opti-
mize the parameters within a preselected smoothing algorithm. The criteria for the
choice of the best smoothing algorithm are often depending on the measure of the
forecast accuracy chosen. In the coming section, we will delve into the technical-
ities and functionalities of those automated models.

The automated methods available are the following:

– Automated exponential smoothing within SES
– Automated exponential smoothing within DES

Fig. 3.67 Product family statistical forecast disaggregation with product statistical forecast
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– Automated exponential smoothing within TES
– Automated exponential smoothing with best results.

Figure 3.69 illustrates the main configuration of the automated exponential
smoothing within the single exponential smoothing. This method optimizes the
parameters of the SES automatically. The complete scope of the optimization
spreads over all the possible optimizations of the selected smoothing algorithms.

The measure used for the optimization is the mean squared error, but also the
mean average percentage error can be employed. As we are dealing with the SES,
the fields for the type of seasonality and periods of the season are grayed out and for
the first time an upper and a lower bound for the parameters concerned by the
smoothing model are introduced. In our case, we set the typical constraint of the
alpha value: lower than 1 and greater than 0.

Figure 3.70 shows how we used the same data set employed for all the previous
tests of the SES. If we compare the accuracy of the automatically optimized
parameter settings for SES with the one provided with the Excel Solver plug-in, we
can come to the conclusion that the differences in terms of forecast error and the
changes to sales/demand are negligible.

The advantage of this method is that there is no need for the end user to
manually set the parameter of the smoothing algorithm as the system automatically
assesses the alpha value. However, we can see from the results that the alpha value
set by the system does not align with the parameter set by the Excel Solver plug-in
and consequently the type of optimization is not identical.

Fig. 3.69 SAP IBP automated exponential smoothing within SES settings

Fig. 3.70 SAP IBP automated exponential smoothing within SES
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3.3.11 SAP Use Case: Automated Exponential Smoothing
Within DES

The optimization principle of the double exponential smoothing is the same as the
one experienced in the SES. However, some additional configurations have to be
done (Fig. 3.71):

• Upper limit for beta
• Lower limit for beta.

From Fig. 3.72, it is interesting to notice how, for this specific case, the opti-
mization run is equivalent to the nonlinear optimization run with the Excel Solver
plug-in. The results of this visualization are exactly the same from the ones dis-
played in Fig. 3.44.

This is good news since the end user may now choose to use the Solver just on
an occasional basis to verify the model performances and spare the greater effort
involved in configuring the model manually.

Fig. 3.71 SAP IBP automated exponential smoothing within DES settings

Fig. 3.72 SAP IBP automated exponential smoothing within DES
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3.3.12 SAP Use Case: Automated Exponential Smoothing
Within TES

As mentioned above, also for the triple exponential smoothing some additional
configurations are needed, as it is shown in Fig. 3.73:

• Lower limit for gamma
• Upper limit for gamma
• Type of seasonality
• Periods in a season.

Applying the optimization within the triple exponential smoothing and analyzing
the same data set for this forecasting model, it allowed to experience the smallest
forecast error: only 8% as displayed in Fig. 3.74.

Here again, the automated exponential smoothing within each specific
smoothing model has the advantage of avoiding the manual parameter setting
required for the Excel Solver plug-in while guaranteeing a more than acceptable
forecast accuracy.

Fig. 3.73 Automated exponential smoothing within TES settings

Fig. 3.74 SAP IBP automated exponential smoothing within TES
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3.3.13 SAP Use Case: Automated Exponential Smoothing
with Best Results

Figure 3.75 illustrates the type of settings for the best result solution. As it is
possible to see in the figure, the scope of the optimization has now changed to the
selection of the best smoothing algorithm with best results and the choice of the
algorithm to be optimized is consequently grayed out, as the system itself will
evaluate the more accurate model among the three smoothing algorithms, based on
the MAPE. The type of seasonality is grayed out since it is automatically done by
the system; however, the number of periods in the season has to be configured.

All the lower and upper bounds of the parameters have to be pre-filled as well,
and the reason for this is quite obvious—to ensure that all the parameters are
correctly chosen based on the smoothing algorithm picked.

Figure 3.76 displays the results out of the best result optimization. The light blue
bars indicate the forecast quantity until September 2018. The fact that the forecasted
quantity is neither stable nor steadily trendy is possible to conclude that TES
algorithm has been selected here. The accuracy of the forecasting solution is very
high, accounting for a forecast error of only 8%.

If we compare those results with the automated exponential smoothing within
the TES, we can notice how the general forecast error stays the same; however, the
predicted sales/demand slightly changed by approximately 400 units per period.
The changes might be due to the type of seasonality preselected and optimized by
the system or by a different optimization algorithm employed for the parameters.

We can conclude that the automated exponential smoothing is a good place to
start to get insights into the forecasted volumes of the time series analyzed. It allows

Fig. 3.75 Automated exponential smoothing with best result settings

Fig. 3.76 SAP IBP automated exponential smoothing with best results
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a few manual interventions in the settings and at the same time guarantees good
accuracy from the first statistical forecasting run. However, it still requires metic-
ulous analysis during the forecasting review and cannot always represent the best
solution matching the practitioners’ needs.

In Fig. 3.77, it displayed the same data set used for the analysis conducted in
Fig. 3.59. Previously, by randomly running the TES, the forecast error accounted
for 59%. In the visualization below, running the automated smoothing and implying
a seasonal period of 6, the forecast error decreased to 35% depicting TES as the
algorithm yielding the best results.

However, if we analyze the behavior of the data set, as it is displayed in
Fig. 3.78, the commonly shared length of the season among the year is closer to 12
rather than 6.

Consequently, by replacing the periods in a season input, from 6 to 12, the
forecast error result decreased further from 35% to 21% (see Fig. 3.79). This

Fig. 3.77 SAP IBP AES with best result and manual periods of season inputs (6)

Sales 

Fig. 3.78 Seasonal length in a data set
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highlights the importance of revising the forecast model settings assigned to the
different SKUs based on the behavior of the data set.

3.3.14 Adaptive Response Rate Single Exponential
Smoothing

The adaptive response rate algorithm is quite similar to a principle working
standpoint to the single exponential smoothing. It is mostly used for stable and with
low variability products fulfilling the needs of forecasting mature products.

The added value of the adaptive response rate lies in the capacity of the algo-
rithm to constantly adapt the value of the alpha parameter to the most recent data.
Consequently, the smoothing effect is more accurate and the alpha value is more up
to date as new data come in the set.

3.3.15 SAP Use Case: Adaptive Response Rate Single
Exponential Smoothing

From a configuration point of view, the settings are quite straightforward. The only
field needed is the first alpha coefficient value of the data set that has to be set. See
Fig. 3.80.

Figure 3.81 illustrates the results from the above-mentioned algorithm. The data
set is still the same as the one in the previous single exponential smoothing testing,
and the overall forecast error for the year 2017 remains at 12%. However, with the
other automated variations, the forecasted amount for the entire 2018 changes
slightly from the previous single smoothing models discussed.

Fig. 3.79 AES with best result and manual periods of season inputs (12)

Fig. 3.80 Adaptive response rate settings
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3.3.16 Brown’s Linear Exponential Smoothing

Brown’s linear exponential smoothing has been thought with the aim of forecasting
a time series with a trendy component, but without any type of seasonality. The
linear component of the exponential smoothing lets us think it may be comparable
with the single exponential smoothing; however, its capacity of dampening and
detecting the trend suggests a similar functional aspect as of the double exponential
smoothing. We will see in the examples explained below how the forecasting
algorithm behaves according to the time series proposed.

Brown’s algorithm comes in two versions: adaptive and non-adaptive. The
non-adaptive algorithm uses only one smoothing coefficient—alpha—whereas the
adaptive one also uses a delta coefficient which has to be set equal to alpha.

We will delve into the smoothing differences, but we will analyze the conse-
quences in the forecasting run, accuracy and type of forecasted outputs.

3.3.17 SAP Use Case: Brown’s Linear Single Exponential
Smoothing

Figure 3.82 explains the fields to be populated in Brown’s setting. As you can see,
the alpha coefficient has to be filled in, while there is an optional check box for the
adaptive method that automatically populates the delta coefficient to 0.2. It is
important to remember that one of the core assumptions of the adaptive method is to
set the value of alpha exactly the same as the value of delta.

As shown in Fig. 3.82, the current setting displays an alpha value equal to 0.3
and we tried to run Brown’s model with the same data employed for Fig. 3.39,
where an alpha value of 0.3 resulted in a MAPE value of 11% and a forecasted

Fig. 3.82 SAP IBP Brown’s linear exponential smoothing settings

Fig. 3.81 SAP IBP adaptive response rate single exponential smoothing
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quantity of 354,433 units. Figure 3.83 shows the results of Brown’s model with the
setting described above. As we only set the alpha value, we were expecting a
similar forecasting behavior to Fig. 3.39 since the smoothing index is the same and
set to the same value. However, the results w.r.t. the following points were quite
different:

– The forecast accuracy changed slightly, but the ex-post forecasting quantity did
not differ too much.

– The biggest difference appeared in the future sales/demand pattern. The month
of February 2018 is aligned with the SES prediction; however, from March
onward the forecasted quantity constantly decreases with a clear pattern.

The results indicate that Brown’s solution, even if set with the only alpha value,
cannot be compared with the functionalities of the SES as its inner capability of
detecting the trend seems to have a high impact on the outcome of the method.
Consequently, we believe that the trend dampening solution makes this model more
similar to the double exponential smoothing even if only the alpha parameter is set.

Triggered by the curiosity to compare, we selected a specific data set that clearly
displays a decreasing trend throughout the years taken in analysis (see Fig. 3.84).
This specific data set is suitable for both a DES and Brown’s algorithm due to the
presence of the trend component and the absence of the seasonal one.

Fig. 3.83 SAP IBP Brown’s linear exponential smoothing

Sales 

Fig. 3.84 Trendy sales/demand
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We then performed the following tests:

1. For DES with alpha and beta configured (see Fig. 3.85), we experience a
forecast error of 14% and a clear decreasing trend in the foreseen sales/demand
for 2018.

2. For DES with alpha, beta and trend dampening configured (see Fig. 3.86), we
experience slightly higher forecast error of 15% with a constant forecast
quantity for the entire 2018. The difference in the forecasted sales/demand
depicted by the light blue histograms is due to the enabled trend dampening that
did not allow for forecasting a decreasing trend in 2018.

3. For Brown’s linear exponential smoothing with alpha coefficient configured (see
Fig. 3.87), we experience a forecast error of 15%, similar to the DES with only
alpha and beta. It also displays the usual diminishing trend for the coming year.
As expected, only by setting the alpha value within Brown’s model, the out-
comes are really similar to the DES. The trend in the sales/demand shown in
Fig. 3.84 is perfectly detected and projected.

Fig. 3.85 SAP IBP DES (alpha and beta)

Fig. 3.86 SAP IBP DES (alpha, beta and trend dampening)
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4. For Brown’s linear exponential smoothing with alpha coefficient and adaptive
delta coefficient (see Fig. 3.88), interestingly, Brown’s adaptive method set with
the parameters equal to 0.2 gives a result worse than the DES with alpha and
beta equal to 0.2 and with the trend dampening enabled and automatically set to
0.1.

As a conclusion, for the example displayed above, the DES without trend
enabling gives the best forecast accuracy. Brown’s algorithm and the DES mostly
differ in the threshold from where the trend dampening starts: the DES from a value
of 887 units whereas Brown from a value close to 1050 units. Nevertheless, the
percentage of the dampening itself seems quite consistent within the methods: The
month-to-month difference is less than 30 units.

3.3.18 Croston Method

If the demand for a product is sporadic, the exponential smoothing methods do
perform quite poorly. In single exponential smoothing (SES) procedure, the
resulting demand forecast behaves according to the sawtooth pattern.

Fig. 3.87 SAP IBP Brown’s model (alpha)

Fig. 3.88 SAP IBP adaptive method
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The forecast is strongly influenced by the value of alpha parameter (the
smoothing constant), and its variability is directly proportional to the value of the
parameter (Fig. 3.89).

Using low values of alpha (standard choice in SES method), the forecast will be
close to the average of the period, while with higher values it will be close to the
“naïve” forecast.

Besides, the use of low values of alpha implies that even in case of long zero
demand sequences the forecast will have non-zero values. This means that when the
real demands are zeros, the forecast is most likely non-zero, which may not be
desirable.

Considering the effects just described, Croston highlighted that single expo-
nential smoothing produces very large forecasting errors. Thus, he proposed a
forecasting method in which the updates of the demand estimations are performed
only after a non-zero demand occurs. At the same time, the estimation of the
interdemand intervals has to be performed separately, corresponding to the first
differences of the time periods in which a non-zero demand has occurred
(Fig. 3.90).

Croston’s method is considering non-overlapping temporal aggregations using
time buckets, the length of which varies over time, so that only one non-zero
demand occurs at the end of each time bucket and in this way intermittent demand
is removed.

The two estimates could be considered to generate a sporadic forecast or divided
to produce an estimation of the average demand per time period.

Using the same principle as that of the SES, each of the two series, the non-zero
demand and the interdemand intervals, is estimated individually.

If Xt 6¼ 0, then:

Ztþ 1 ¼ aXt þ 1� að ÞZt
Vtþ 1 ¼ bQt þ 1� að ÞVt
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Fig. 3.89 Single exponential smoothing versus sporadic demand
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Fig. 3.90 Croston two components: zero occurrence and transaction size

If Xt = 0, then:

Ztþ 1 ¼ Zt
Vtþ 1 ¼ Vt

where a and b are, respectively, the smoothing parameters for the non-zero
demands and the intervals, respectively.

The final output of Croston’s method is simply the division of these estimates:

Ytþ 1 ¼ Ztþ 1

Vtþ 1

The combined output is not an estimate of the actual demand but a demand rate
which, if accumulated, should be the estimate of the non-zero demand occurring
every Vt+1.

Intuitively, Croston’s procedure is more likely to get the timing right if the
variance of the count of zeroes between non-zero demands is very low. If the
variance is high, it might be a better idea to not generate an intermittent forecast, but
an average of the estimated size across the estimate of the number of intermittent
zeroes—that is, Ft = St/nt.

Both options are available in SAP IBP Croston procedure.
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3.3.19 SAP Use Case: Croston Method

The configuration settings of Croston’s method are really similar to the single
exponential smoothing, since it applies the same algorithm to the series of non-zero
demand and for the interval size between non-zero demands (Fig. 3.91).

As for the single exponential smoothing, a specific alpha parameter has to be set
and it is used in the procedure to smooth both the non-zero demand and the interval
size between the non-zero demands. The general settings of the forecasting models
such as the time periods to be forecasted, periods of history and periodicity of the
calculations are the same.

The system also requires choosing between two alternatives of forecasting
procedure:

• “Create Sporadic Forecast”
• Not creating a sporadic forecast.

In case this option is not selected, the result will be the calculation of a constant
demand rate that is applied to all the periods in the forecast horizon (the system
does not infer anything about the timing). If the option “Create Sporadic Forecast”
has been selected, the system will calculate timing and a value for the demand.

For the below Croston’s example (Fig. 3.92), the option “Create Sporadic
Forecast” has been selected and the alpha parameter has been set to 0.1; the
adjusted actual quantity represents the preprocessed history. The result of the
forecast model is shown until the period December 2018, and it consists in a
recurring sequence in which a first zero demand period is followed by two positive
demand periods, each one of them accounting for 142 units. As we are simply
dealing with the single exponential smoothing of non-zero demand and of an

Fig. 3.91 Croston method alpha parameter setting

Fig. 3.92 SAP IBP Croston method
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interval size between non-zero demands, it is important to remind that for the
complete forecast horizon set in the configuration setting, the forecasted quantity
and timing delivered by Croston’s algorithm will remain constant.

In the below visualization, the light blue bars identify the forecasted quantity,
while the blue ones the adjusted actual quantity. As already mentioned in
Sect. 3.3.2 about SES, it is recommended that the alpha value is set based on a
calculation using a nonlinear optimization algorithm. Once the coefficient that
minimizes the standard deviation of the forecast error has been identified, it must be
entered in the same field as shown above.

Figure 3.93 unveils the result if the option “Create Sporadic Forecast” is not
selected, and the same product is considered.

The result of the forecast model is shown until December 2018, and it consists of
a constant demand rate equal to 93 units per month. This value could be calculated
considering the results of the “sporadic forecast” in which the forecast for a month
with zero demand followed by two months with a demand of 142 units results in a
demand of 284 units over three months with a demand rate of 94 units per month.

The comparison of the two forecast methods (sporadic or non-sporadic) high-
lights that in the sporadic ex-post forecasts, the smoothing algorithm is applied to
the quantity and not to the interval between non-zero demands, implicitly assuming
that the forecasted timing equals the actual one, while in the non-sporadic ex-post
forecast, when the actual demand is zero, the forecasted value is equal to the one
that has been calculated for the last non-zero demand period.

3.3.20 Multiple Linear Regression Model

The time series methods make use of historical values as estimated variables for the
past and aim at extrapolating them as variables for the future. Causal methods, on
the other hand, use additional explanatory variables called independent variables
that correlate with the forecast variable. Intuitively, the stronger the correlation, the
better suited would the independent variable(s) be in forecasting future values of the
forecast object also called the dependent variable.

The regression methods are the most common among causal methods. Simple
regression, which is a special class of regression methods, uses a single independent

Fig. 3.93 SAP IPB Croston method without “sporadic forecast”
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variable. The relation between the dependent and the independent variables in the
case of simple regression can be expressed as follows:

Yi ¼ aþ b � Xi þ e

where Yi and Xi are paired dependent and independent variables, respectively, and e
is the error term (also known as residual). The explanatory variable X can also
represent the time: referred to as the time series regression.

An example is provided in Fig. 3.94. As we can see, the two variables seem to
be highly correlated. Our intuition is confirmed statistically as the coefficient of
determination (R2), which is a measure of correlation, is calculated at 82%. This can
be interpreted by the fact that the 82% of variation in Y, the dependent variable, can
be explained by the independent variable X.

Explanatory variables can also be justifiably termed as predictors as they have a
predictive quality to them. In the above example, knowing the value of X, it is
possible to plug this into the equation (which consists of an intercept—01.4341—
and a slope—0.6945) and predict the dependent variable Y.

Given this, Foreman (2013) does not exaggerate when he says “IF YOU’VE EVER

SHOVED A TREND-LINE THROUGH A CLOUD OF POINTS ON A SCATTER PLOT, YOU’VE BUILT

AN AI MODEL.”
However, when it comes to highly variable SKUs, the simple approach of the

linear regression is no longer sufficient to predict the correlations of the variables
and some additional explanatory variables are needed in the regression model.

Figure 3.95 reports an example of a seasonal SKU which clearly states how the
correlation index is not capable of detecting a sufficient and acceptable correlation

y = 0,6945x + 1,4341
R² = 0,8213
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Fig. 3.94 Simple regression example (Data Source Statistical abstract of the United States)
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between the variables due to a high level of variability in the sales/demand pattern.
A higher degree of the regression analysis becomes necessary at this point.

Regression starts to become quite ingenious when we start incorporating addi-
tional explanatory variables (more than one)—this is known as multiple regression
or multiple linear regression (MLR) if the form of the model is linear. We will
restrict our discussion to MLR, which is the feature that SAP IBP provides. In the
following paragraphs, we will build a simple MLR model in Excel, plug the data
into SAP IBP and compare the results. This should serve to:

1. Demystify model sophistication.
2. Clarify conceptual finer points when it comes to causal models, in particular,

and quantitative forecasting in general.

For our model, we will use data for beer production sourced (and moved forward
in time) from Australian Bureau of Statistics. The plot of the data is presented in
Fig. 3.96.

By looking at the quarterly plot of production quantities of beer, we are able to
see that there is a certain seasonality and that the production quantities among the
different quarters in a given year seem to be correlated. There is also a noticeable
downward trend. To be able to forecast the production quantities using MLR, we
need to model the quarterly and trend effects (independent variables) on beer
production (dependent variable).

Let’s start with a simple regression model by considering only the trend effect on
production quantities (see Fig. 3.97). As it can be seen, a linear trend can be
modeled by including an indicator that takes the period value. In the example, we
use a running serial number starting with one for the earliest historical period.

Fig. 3.95 Linear regression analysis for a highly variable SKU
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Using the regression method from Excel’s analysis toolset, we are able to get the
results of applying simple regression and they look less than spectacular.

Fig. 3.96 Plot of data set to be used for MLR model

Fig. 3.97 Snippet of data used to model trend effects only
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In the summary sheet, Excel reports that the coefficient of determination (R2) is
measly 2%, which means the trend indicator can only explain 2% of the variation in
the dependent variable (production quantities).

By plotting the errors or residuals (see Fig. 3.98), we clearly see that we have
missed out modeling the effect of seasonality (series of negative errors followed by
a series of positive errors). The residual plot is a good tool to be used when
assessing the completeness of a model.

But how do we model the seasonal effects? The quarters are what are known as
categorical variables and are unlike what we have used so far (numerical quanti-
ties). There is a useful technique that we can apply to transform categorical vari-
ables into numerical quantities—use of dummy variables. We could use Boolean
indicators to denote each of the quarters. We need to be careful not to over specify
by modeling four variables, because we only need three (a {0,0,0} means the
corresponding historical quantity represents the effect of the quarter that has been
omitted). This is not just for cosmetics because if we have a perfect correlation
between the variables—individual variables or subsets—the regression method will
fail as it relies on minimizing errors (using least squares) and it cannot generate a
solution in the presence of collinearity. In other words, we need to model one less
than the number of values that the category we want to model can take (also known
as degrees of freedom in stats-speak).

In our example, we can model the indicators for Q2, Q3 and Q4 as they relate to
Q1 (see Fig. 3.99). A one in Q2 means we would like to see the impact of Q2 on the
production quantity in comparison with Q1’s impact (the missing indicator).

By selecting a range of independent variables, we are able to use the Excel
regression method applying the MLR logic. The results after having modeled both

Fig. 3.98 Residuals using simple regression method

138 3 Efficient and Effective Usage of Out-of-the-Box …



trend and seasonality look significantly better (see Fig. 3.100). The residual plot is
zigzagging, indicating a lack of systematic bias.

The improvement is seen in the forecast fit prediction of Fig. 3.101.
The R2 value of 92.3% (in the summary sheet) indicates that most of the vari-

ation can be explained by the four independent variables we have modeled. We can
then use the intercept and the coefficients of the independent variables determined
by the model to forecast the future values by using the following formula.

Ft ¼ SlopeþTrendt � C1 þQ2t � C2 þQ3t � C3 þQ4t � C4

where:

• Ft is the forecast for time period t.
• Trendt, Q2t, Q3t and Q4t are the independent variables.
• C1, C2, C3 and C4 are the corresponding coefficients of the independent vari-

ables calculated by the MLR algorithm.

The results are shown in Fig. 3.102.
The standard error (included in the summary sheet) is 12.75 (was at 43.4 earlier).

The standard error is the standard deviation of the errors—a measure of forecast
variability (and consequently the quality of the forecast). The standard error can be
used to calculate the prediction interval for a given probability by multiplying it

Fig. 3.99 Incorporating independent variables to model seasonal effects

3.3 Forecast Model Selection 139



with the “z” (read from the standard normal distribution table or using Excel’s
NORM.S.INV function).

For example, for a 95% probability, the estimated forecast error is 1.65 *
12.75 = 20.9. So, for the month of June 2017, the corresponding prediction interval
is [382 − 20.9, 382 + 20.9] = [361.1, 402.9]. This is a very useful information as it

Fig. 3.100 Residuals using multiple linear regression

Fig. 3.101 Forecast results visualized
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allows to communicate clearly the limits of the forecast at a certain confidence
level.

Let’s now proceed to review how the example described so far has been modeled
in SAP IBP.

3.3.21 SAP Use Case: Multiple Linear Regression

The multiple linear regression (MLR) algorithm was selected in SAP IBP, and the
trend and seasonality indicators were modeled as independent variables (see
Fig. 3.103).

The indicators were configured as additional key figures and values populated
according to the logic described earlier. The result of the forecast calculation is
shown in Fig. 3.104.

As it can be seen, the results line up nicely with what we got using the Excel’s
analysis toolset. In stats-speak, a good fit at a model level is expressed using
something called “F-statistic.” The F-statistic is calculated as the product of the
ratio of explained to unexplained squared error and the ratio of degrees of freedom
(number of data observations minus the number of model coefficients) to dependent
variables. From the F-statistic, the p-value can be determined. This is simply the
probability that the model is as good a fit as it is by sheer luck. In our example,

Fig. 3.102 Forecasted values based on MLR model
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the p-value is very, very close to 0—this means that it is nearly impossible that we
would be able to achieve this level of fit through chance.

Similar to F-statistic, which expresses overall model fit, t-statistic expresses
significance of individual coefficients. Stepwise regression is an approach that helps
to identify significant explanatory variables from a candidate list.

There are two methods that are particularly relevant as they are supported in SAP
IBP: forward and backward. In forward, the algorithm starts by picking the
explanatory variable that has the highest correlation with the dependent variable.
The resulting residuals are then the basis for picking the next explanatory variable
—this is the one that has the highest correlation with the residuals. The algorithm
proceeds in this fashion until it is left with no more explanatory variables with a
significant correlation with the residuals. The backward method on the other hand
uses elimination—it starts by including all explanatory variables but starts the
elimination process by removing the one that is least significant. This process is
repeated iteratively, and at each step the solution is recalculated. The process stops
when all remaining variables are significantly correlated with the dependent
variable.

The sophistication in a model such as MLR comes at additional costs in terms of
data collection, cleansing, model setup and maintenance to name a few. How can a
practitioner make an objective assessment of the implicit promise of reduced
forecast variability that comes along with a more advanced model?

One way is the use of mean absolute scaled error. It is akin to Theil’s U-statistic.
The MASE metric, like the U-statistic, is the ratio of forecast error (using the
present model) to forecast error if one were to use naïve forecast (NF1) where the
forecast for the subsequent period equals the observed demand for the current
period.

Both formulas (Theil’s U-statistic and MASE) are provided for reference below.

U ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
t¼2

Ft�Yt
Yt�1

� �2

Pn
t¼2

Yt�Yt�1
Yt�1

� �2

vuuuut

Fig. 3.103 Forecast parameters in IBP for MLR
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MASE ¼
Pn

t¼1
Ft�Ytj j
nPn

t¼2
Yt�Yt�1j j

n�1

For the example discussed (beer production) in the MLR section, a simple
exponential smoothing model was applied to make an objective assessment of the
added value of a more sophisticated treatment, namely the use of a causal model
such as MLR.

As can be seen in Fig. 3.105, the forecast into the future is constant (blue bars)
as one can expect from a simple exponential smoothing model. What is quite
revealing is the MASE metric. The value is 0.7, which is quite close to 1. A value of
1 indicates that the forecast accuracy is the same as what one would achieve by
using NF1 (naïve method).

Figure 3.106 shows how the calculations are carried out (refer to the formula
provided earlier). As one can see, the Theil metric and MASE are nearly the same.

This in itself is not conclusive. Let’s compare the forecast results for the same
data set, but with the more sophisticated MLR coming in place.

The MLR method results in a MASE of 0.1 (see Fig. 3.107), which is a sig-
nificant improvement over 0.7 (result of single exponential smoothing). This goes
to show that if used wisely, more advanced models can significantly reduce forecast
variability.

On the flip side, they may be a lost cause when it comes to demand patterns that
are either too simple (where even a simplistic algorithm would result in acceptable
accuracy) or too unpredictable.

The table below (see Fig. 3.108) shows the calculations for MASE and Theil
U-statistic. Here again, one can see that the values are very close to each other and

Fig. 3.105 Choosing a simplistic model for a fairly complex demand pattern
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Fig. 3.106 MASE versus Theil’s U for MLR for exponential smoothing

Fig. 3.107 MASE when using MLR
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MASE can be effectively used in a similar fashion to U-statistic to evaluate the
value of a certain model in relation to NF1.

3.3.22 Auto-ARIMA/SARIMA

The ARIMA method, autoregressive integrated moving average, and the SARIMA
method, seasonal autoregressive integrated moving average, make part of the
autocorrelation statistics family, but with some enhancements:

– Capture autocorrelation in a more elaborate way and are performed directly
on the data series.

– Are more suitable than autocorrelation for forecasting purposes.
– Have a strong underlying mathematical concept and theory, implying heavy use

of statistics.
– Are very flexible, allowing to capture and detect many types of data patterns

within data series.

Fig. 3.108 MASE versus Theil’s U for MLR
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These methods, as it may be already clear, are very technical and require a deep
mathematical expertise not only to fully comprehend the facets of the models, but
also to interpret and set them correctly to perform forecasting with better results. As
a result, for ARIMA and SARIMA methods, some ground rules needed to
understand when to use the models and how to set them will be explained
with statistical details.

Additionally, ARIMA and SARIMA still lack popularity at the management
levels and hence a bird’s eye view of the methods should suffice.

The key concepts behind the ARIMA models are:

– The “order,” “p”: It includes predictors that are lag versions of the series. It
refers to the concept of autoregression, hence the name AR. The value of “p”
indicates the number of time lags. Figure 3.109 shows the complementary
purpose of making the understanding of the “p” order a bit clearer. From the
data set, it is possible to see how the data lags by 1 in a sort of cascade mode.

– The “differencing,” “d”: It includes as new predictors the lag versions of the
forecast error that are called the moving average component of the model, hence
the name ARIMA. The value “d” indicates the number of times the data had the
past values deducted.

As a consequence, the ARIMA model captures all the forms of autocorrelation
by including the lags of the time series and of the forecast errors. We rely on the
assumption that the time series is stationary, which means it has no trend or sea-
sonality and has a constant level of variance of autocorrelations. Basically, it simply
tries to predict the future based on the similarity with the past.

The last key concept is:

– Integration concept, called differencing operator “q”, hence ARIMA. The value
of “q” indicates the order of the moving average model.

Fig. 3.109 Example of the concept of lag = 1
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The lag 1 differencing, “d”, is used to remove the trend, and it answers the
following question: How many times do we need to perform the lag 1 differencing?

– d = 0 means there is no trend.
– d = 1 means the differencing has to be performed once, implying a linear trend.
– d = 2 means a double differencing has to be performed.

From a business perspective, the reasoning can be immediately simplified. If we
believe the data set has a trendy component, the “d” order should be set to 1;
otherwise, it should be set to 0.

At the same time, if we are dealing with a seasonal data set, additional
parameters are needed in the model:

– P: predictors that are seasonal lag versions of the time series.
– D: It denotes whether or not to perform seasonal differencing. If D = 0, we aim

at not performing a seasonal differencing, while if D = 1 we aim at running the
seasonal differencing.

– Q: seasonal differencing predictors based on the moving average.

At the very end, to properly configure a SARIMA model, six parameters have to
be indicated (p, d, q, P, D and Q). This is not at all a simple choice, and it requires
experience and expertise to properly and correctly set the parameters of the tests.
The most common method is to use visual inspection of the series or to make use of
the autocorrelation chart. To simplify the approach, we propose the following rule
of thumb:

– Use differencing to remove trend and seasonality.
– Keep the model as simple as possible.
– Set d = 0 or 1.
– Set D = 0 or 1.
– Use small values of p and q.
– Set P = 0 or 1.
– Set Q = 0 or 1.
– Be careful with overdifferencing.
– In most cases, either p is 0 or q is 0.
– p + q is less than or equal to 3.

SAP IBP provides two different strategies that are helpful to choose the best
parameters of the method:

– Stepwise strategy: This strategy is very efficient as it reiterates the calculations
of the parameters until the method does not find those that guarantee the best
improvements. Only when the model cannot find any better solution, the reit-
eration will end. To take a practical example, we suppose that we would like to
consider the autoregression for the past month (p = 1), for the past two months

148 3 Efficient and Effective Usage of Out-of-the-Box …



(p = 2) and for the past three months (p = 3). We do not know what is the best
value of p that will yield the best results, and consequently we tell the system to
apply a stepwise strategy to run each case scenario and select the “p”-value with
the best autoregression.

– Exhaustive strategy: It calculates all the possible combinations of “p” and “q”,
and it selects the combination that gives as an output the lowest information
criterion. This concept will be explained in the coming lines. To give a practical
example, if we choose as the maximum order of “p” the value 1 and the
maximum order of “q” the value 1, the system will consider the following
combinations: (0, 0), (0, 1), (1, 0) and (1, 1). The same logic is applied when the
seasonal component comes into play: The matrix that will have to be considered
will be (p, q, P, Q).

As a conclusion, the stepwise strategy is more time efficient, but the exhaustive
strategy is meant to provide more accurate results in terms of forecast accuracy.

As mentioned above, an information criterion is a measure for the quality of a
statistical model. We could simplify the reasoning by stating that lower the criterion
higher the accuracy will be. The useful criterion normally used to select the orders
of the models is the following:

– Akaike information criterion: It approximates to the current data set.
– Corrected Akaike information criterion: It must be used for small sample sizes.
– Bayesian information criterion: It chooses the data set that is the best fit with the

reality.

The objective is to minimize those models for a forecasting model with a good fit.
The forthcoming use cases show how these statistical methods could be applied

to make the practitioners’ lives easier, in their efforts to improve forecast accuracy.

3.3.23 SAP Use Case: ARIMA/SARIMA

First of all, we introduce the basic ARIMA and SARIMA settings, highlighting the
key fields where a manual intervention is required. In Fig. 3.110, we can see that
top portion of the configuration is dedicated to the ARIMA settings and the bottom
portion to the SARIMA settings.

Let’s start with ARIMA. The user has to decide for the search strategy. The two
options available are, as described above:

– Exhaustive strategy
– Stepwise strategy.
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By setting this choice, the practitioner identifies the search strategy of all the
parameters that need to be optimized by the system. It is a rather simplistic choice.

In addition, the information criterion has to be defined:

– AIC: Akaike information criterion
– Corrected AIC
– BIC: Bayesian information criterion.

By setting this field, the practitioner identifies the information criterion whose
minimization will guarantee the optimization of the model itself. The information
criterion is a complex formula that we will not shed light on; however, it is useful to
understand that the system will minimize the result of the information criterion
formula and by doing so we are guaranteed to have found the best parameters to
have an accurate forecast.

Besides, the maximum orders for the three parameters of ARIMA have to be set:

– Autoregression order, “p”. By setting “p” equal to 2, we impose the system to
try to identify, based on the search strategy and information criterion chosen, the
best value for the order “p”. By setting “p” maximum to 2, the system will
investigate only the lag = 0, lag = 1 and lag = 2. The concept of the lag is
explained in Fig. 3.109.

– Differencing order “d”: To keep it simple, it is advisable to set the index to 1 as
it will allow the system to detect the presence of a trend. In case of trend
presence, the “d” order will set automatically by the system to 1, otherwise to 0.

– Moving average order “q”: As explained in the moving average algorithm, this
index indicates the number of past months that will be considered for generating
the forecasted amount.

The configuration of ARIMA is now completed. To apply SARIMA, some
further steps need to be added from the previous fields. Basically, by clicking on the
“consider seasonality” field we apply the SARIMA method and the news entries of
the configuration become available.

Fig. 3.110 SAP IBP ARIMA/SARIMA settings
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The first thing to be decided is to manually calculate the number of periods
within a season or to tick the check box that automatically lets the system to
identify the length of the season. It highly recommended to use the second option.

Then, like in ARIMA, the maximum orders for the three parameters of SAR-
IMA have to be set:

– Seasonal autoregression order, “P”
– Seasonal differencing order “D”
– Seasonal moving average order “Q”.

The purpose of those parameters is the same for the parameters of the ARIMA;
however, the focus is on the seasonality side and not on the trend. For example, in
this case, the “D” order if set to 1 implies the presence of seasonality, while if set to
0 implies that no seasonality pattern has been automatically detected by the opti-
mization run.

Only at this point, we will be able to save the configuration as the SARIMA (p,
d, q, P, D, Q).

We need to remember that the most suitable data patterns for ARIMA can be
with or without a trend, with high or low variability, with high or low cyclicity:
The crucial point is to provide the algorithm a meaningful data set, where there are
no 0 points and at least 48 periods of history. Due to the inherent mathematical
algorithms of the ARIMA model, it has been proven that bigger the sales history
provided, larger will be the data set to be analyzed and the more it will exploit the
statistic performance of the test.

The benefits of having as big a historical data set as possible are displayed in
Fig. 3.111. The data used are quite variable in sales/demand. There might be a trend
detected depending on the confidence level for this assessment. However, the
crucial point to let the algorithm reach such a low forecast error is the fact of having
used 58 months as historical data set.

The same process also shows positive results for one of the most variable and
seasonal SKUs we selected from a product portfolio. Using 58 months of history,
and by letting the system automatically optimize the SARIMA parameters, without
any type of preprocessing and data cleansing, we managed at a first run to be 80%
accurate (see Fig. 3.112).

Fig. 3.111 SAP IBP ARIMA

3.3 Forecast Model Selection 151



Furthermore, we then run some different forecasting tests by changing the
configuration variables of ARIMA and SARIMA in order to understand and
compare the differences within the configurations available. For the ARIMA tests,
the data set we displayed in Fig. 3.84 is employed.

According to the previous run of DES and Brown’s linear exponential
smoothing, the best value of forecast error is accounted for 14%. In the following
figures, we show and interpret the results out of some different ARIMA runs:

1. ARIMA stepwise optimized by the Akaike information criterion. Figure 3.113
displays the results out of this first ARIMA run. Normally, it is advisable to let
the maximum orders to a value of 3 for “p”, 1 for “d” and 3 for “q”. The average
forecast error for 2017 accounts for 14%, while for 2017 a slight decreasing
trend is foreseen.

2. ARIMA stepwise optimized by the Bayesian information criterion. Figure 3.114
displays ARIMA that has been optimized differently. The average forecast error
worsens 1%, while the decreasing trend stays approximately the same.

3. ARIMA exhaustive optimized by the Akaike information criterion. Figure 3.115
shows the attempt. The threshold of forecast error and expected sales/demand
are similar to the previous one and quite identical to the following test as well.

Fig. 3.112 SAP IBP SARIMA

Fig. 3.113 SAP IBP ARIMA stepwise (Akaike)
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4. ARIMA exhaustive optimized by the Bayesian information criterion. Fig-
ure 3.116 represents the best optimization available and also the most time
consuming in terms of software running time. Once again, the results are very
similar to the previous one. It is interesting to notice how, within the exhaustive
method, it only changes the ex-post forecasting while the foreseen sales/demand
for 2018 stays the same.

As a conclusion, we highlight why the corrected Akaike information criterion
has not been employed: If we select a large data history, using the C-AIC to
forecast the future will not provide better results as it must be used only for small
data sample. It is interesting to see how for all the tests conducted, a diminishing
trend is displayed for the future (2018) sales/demand. This factor indicates how the

Fig. 3.114 SAP IBP ARIMA stepwise (Bayesian)

Fig. 3.115 SAP IBP ARIMA exhaustive (Akaike)
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automatic optimization of ARIMA selected 1 as the value of “p”, which is the trend
differencing order, was the correct one as there is a trend present in the data set.

In addition, considering that a maximum threshold for the three parameters has
to be set, we may think that such a decision is quite essential for the final results;
however, for those types of tests, the values of those entries are less relevant as an
automated optimization is anyway performed. The only thing that could change is
the time consumed by the system for running the model, but it is not said at all that
if we set the maximum orders to 10 we may expect better results. The only certainty
is that with the limit values set to 10 (ARIMA (p = 0:10, d = 0:10, q = 0:10)) the
forecast model will take more time to forecast the future, but the best orders could
still be ARIMA (0, 2, 1). As a conclusion, setting the limit orders to the highest
allowed threshold does not guarantee a more accurate approach.

Eventually, within all the ARIMA models, it does not seem that a specific model
configuration performs much better than the others. We recommend the stepwise
approach as it is less time consuming; however, we could also expect a DES or
Brown’s algorithm or even the automated exponential smoothing solution to give
similar results in terms of forecast accuracy.

A similar approach has been used to test the SARIMA optimization option.
Considering that a seasonal component has to be present to check the goodness of
this forecast model, the data set employed corresponds to the one used for the
seasonal triple exponential smoothing in Fig. 3.57. The most accurate forecasting
model related to this profile was the automated smoothing algorithm with best
results, where with a seasonal period of 12 months, the forecast error got reduced to
15%. Let’s see how the SARIMA performs in relation to this seasonal profile:

1. SARIMA stepwise optimized by Akaike. Figure 3.117 displays the SARIMA
enabled settings by ticking the consideration of seasonality. The average MAPE
for 2017 accounts for 16%, and we see for 2018 how the seasonal behavior is

Fig. 3.116 SAP IBP ARIMA exhaustive (Bayesian)
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reflected for the entire year. This suggests us how the “D” differencing seasonal
order has been, correctly, optimized to 1 as the data set contains a seasonal
pattern.

2. SARIMA stepwise optimized by Bayesian. Figure 3.118 illustrates the same
result as the previous one even if the optimization run is based on a different
method.

3. SARIMA exhaustive optimized by Akaike. Figure 3.119 is the only test that
actually performs differently from the others. The accuracy stays approximately
on the same level, but the foreseen seasonal pattern does not match with the
previous ones. If in the other tests the peaks of the season happen in winter, this
method forecasts an early decreasing trend in the winter season of 2017, while it
detects an increase in sales/demand in the early stage of 2018 summer and again
starting from November 2018.

Fig. 3.118 SAP IBP SARIMA stepwise (Bayesian)

Fig. 3.117 SAP IBP SARIMA stepwise (Akaike)
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4. SARIMA exhaustive optimized by Bayesian. Figure 3.120 illustrates the same
result as the previous one even if the optimization run and the method itself are
based on a different method.

Results indicate that all the methods detect the seasonal component and perform
accurately enough from a forecast error standpoint. The same generic consideration
mentioned for the ARIMA method is also valid for the SARIMA methods.

We conclude by highlighting that applying an fully SARIMA test on an SKU
that displays a marked seasonality allows the practitioners to already reach an
acceptable forecasting accuracy. In addition, the longer the historical data set, the
higher the chances are to get a more accurate forecast, since we are letting the
algorithm perform at the best of its capabilities.

Fig. 3.119 SAP IBP SARIMA exhaustive (Akaike)

Fig. 3.120 SAP IBP SARIMA exhaustive (Bayesian)
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3.3.24 Automatic Model Selection

The automatic model selection is a forecasting model that in SAP IBP allows the
user to automatically select the best or the most accurate forecasting model out of a
selected number of pre-defined forecasting algorithms. It may be used for all types
of data sets and data behavior; however, it has to be used in a functional
and prudent manner.

The possibility of executing several forecasting models and letting the system
choose the best one for your data is a great functionality that may reduce the time
and the effort toward the forecasting exercise for the practitioners. Nonetheless, the
choice of the preselected forecasting models needs to be rational and reasonable;
otherwise, the automatic model selection out of incomparable forecasting models
will give meaningless insights. We will delve into more detail in the next section
regarding the model selection criteria.

Besides, the automatic selection can be run not only based on the best forecast
solution, but also based on the calculated weighted average forecast. These two
criteria for the automatic selection will be explained in more detail in the coming
sub-sections.

3.3.25 SAP Use Case: Best Fit

Figure 3.121 represents an example of a non-rational best fit model whose outputs
are expected to be quite useless, due to the poor selection of algorithms. The
preselection of the methods for the best fit is paramount if we want to optimize our
forecasting model based on the right criterion—usually the way the data behave, for
example the average demand and inner variability detected. For more detail
regarding the right criterion, we recommend the reading of Chap. 5.

The data set used is still the same employed for all the single exponential
smoothing tests: not highly variable and stable sales/demand. Consequently,

Fig. 3.121 Best fit settings
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inserting the Croston method as a possible forecast model could be already avoided
considering the type of data. The triple exponential smoothing with randomly
assigned parameters and settings can also be expected to fail in terms of forecast
accuracy due to the data type.

Nevertheless, the visualization depicts how it is allowed to select between the
three different algorithms:

• Simple average
• Triple exponential smoothing
• Croston method.

For each of them, the same settings are selected as before.
Figure 3.122 illustrates the method criteria. In this case, we opt for the best

forecast solution based on the mean percentage error (MPE).
In Fig. 3.123, the results out of the best fit model are shown. The statistical

forecast quantity 1 contains the results of the simple average forecast model, the
statistical forecast quantity 2 the outcomes of the triple exponential smoothing and
the statistical forecast quantity 3 the ones of Croston method. Based on the MAPE,
the most accurate forecast model results in the simple average as it is shown in the
statistical forecast quantity row and with the light blue bars. As a matter of fact, for
this type of SKU, a simple average method would be more than enough to reach an
accurate prediction for the future using low time and cost algorithms.

Another example of the best fit model is to compare at the same time the three
different smoothing algorithms. See Fig. 3.124 for the specific settings related to

Fig. 3.123 Best fit algorithm

Fig. 3.122 Best fit method criteria
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each specific forecasting model. This approach makes more sense if applied to
non-intermittent data.

The data sets analyzed in the next two visualizations, Figs. 3.125 and 3.126,
indicate how the results in terms of forecast error are hugely worsened compared to
the results we managed to get out of the optimized smoothing algorithms and from
the best result of automated smoothing. It is fundamental to notice that it is actually
the double exponential smoothing selected as the most accurate smoothing algo-
rithm. From the two visualizations below (where the statistical forecast quantity 1

Fig. 3.126 SAP IBP best fit smoothing algorithm (2)

Fig. 3.125 SAP IBP best fit smoothing algorithm (1)

Fig. 3.124 Best fit smoothing algorithms
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contains the results of the SES, the statistical forecast quantity 2 the outcomes of
DES and the statistical forecast quantity 3 the ones of TES), we can see how only
the trend for 2018 is detected.

As a conclusion, we attribute the worsened forecast to the high degree of manual
settings for the configuration. Higher the manual inputs, more accurate should the
analysis of the data set be to actually map the right setting to the data set.

3.3.26 SAP Use Case: Weighted Combined Forecast from SES,
DES, TES

Weighted combined forecast can be one of the methods used to extract the best of
the statistical forecasts’ inputs into the final statistical forecast. In the first scenario,
three statistical forecast models are combined to create a weighted combined
forecast. The models combined are: single exponential, double exponential and
triple exponential smoothing.

The steps required are as follows:

• A single exponential smoothing (SES) forecast model profile is set up with the
right parameters. For this scenario, outlier correction (preprocessing step) using
the interquartile range (IQR) method was selected and is used in all three input
models. In the post-processing tab, forecast error measures MAPE and
Weighted MAPE (weighted on actual values) were selected.1 The results of the
SES method are shown in Figs. 3.127 and 3.128. As one can see, the historical
time series seems to follow a certain pattern that has not been captured in the
output that is a constant number (4986 units in our example). This explains the
high forecast error—Weighted MAPE is 55.6% (accuracy of 44.4%).

• The second forecast model used is the double exponential smoothing (DES),
which is appropriate for forecasting trend demand patterns. The results are shown
in Figs. 3.129 and 3.130. Here as well, the model does not do an adequate job of
explaining the different components of the historical demand series, which is
reflected in the poor MAPE—a Weighted MAPE of 61% (accuracy of 39%).

• Finally, the third forecast model uses triple exponential smoothing. The forecast
error is still high, but lower than the other two as it seems to do a better job of
capturing the effects of seasonality in the historical demand series. Still, the
Weighted MAPE is 50% (an accuracy of 50%). The results are shown in
Figs. 3.131 and 3.132.

• Given that none of the three models individually provides acceptable perfor-
mance, a combination of forecast is created. The input forecasts are combined by
calculating weights that are inversely proportional to the accuracy of the indi-
vidual method. Weighted MAPE is used as accuracy measure. The results are
shown in Figs. 3.133 and 3.134. As it can be seen, the forecast error for the
WCF method is significantly better than any of the input methods—it is less

1These are calculated automatically by the system.
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than 1%. It needs to be noted though that this says nothing about post-sample
errors (performance in the real world). It is the risk mitigation aspect, above
anything else that makes combination forecasts an attractive option.

• For this scenario, to calculate the final forecast, a forecast model was created that
uses the “utilize multiple forecasts” option where the input methods are the three
models described above (see Fig. 3.135). The input models were run individ-
ually to determine the Weighted MAPE, and the results were provided as
weights (see Fig. 3.135). This approach requires one to manually enter the
calibrated weights in the forecast profile, which is far from ideal. An alternative
approach could configure special key figures to calculate the weights dynami-
cally and then calculate the final forecast without requiring an additional profile
to be configured. This approach is used in scenario 2 described below. If on the
other hand a simple average of the input methods would suffice, a single profile
that uses the “utilize multiple forecasts” options would work. It is worth to point
out that the research shows simple average typically outperforms combinations
calculated using weights. So, the need for (and calculation of) weights needs to
be well thought through.

3.4 Validate Model

Once an algorithm and parameters are chosen, it pays to check how well it models
the data it will base its predictions on. In this context, it translates to: Focusing on
the past, you can use fitting (polynomial function of a sufficiently high degree) to
make the model fit the data. It does not, however, tell you how good a job it will do
in predicting future values.

Fig. 3.135 Forecast profile for calculating weighted average forecast
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The lesson here is not to try and “shoehorn” randomness into the model in an
effort to minimize historical forecast errors, but instead to do a good job of fore-
casting repeatable components and simply estimate the random components (to
help downstream processes make informed decisions).

The antidote to overfitting is the measurement of out-of-sample accuracy. This is
done by partitioning the data into an initialization data set and a test data set (it is
also known as the holdout data set). The initialization data set as the name suggests
is used to calculate the model parameters (typically through minimization of errors
of an effectiveness measure such as MSE). The model is then used to predict values
in the holdout partition, and its performance is evaluated. As the holdout data set
was “held out” from the initialization process, the accuracy so calculated is a fair
predictor of performance in the field.

In SAP IBP, the parameter “offset for historical periods” under general time
setting section of the forecast model configuration app can be used to define such a
holdout period.

There are several ways to visualize the appropriateness of the model in use. In
this regard, the correlogram is one of the most powerful visualizations and deserves
a special mention.

A correlogram visualizes the correlation of forecast errors—that is, correlation of
forecast error of a certain period to a certain other period (e.g., et and et+2). The
difference in time, calculated in terms of forecast update periods, between the two is
called a lag (in the example, it is two). If a pair of forecast errors at a certain lag
move in sync, it could mean that the basic assumption that the errors are random
(uncorrelated) is being violated. One of the most common reasons for this occurring
is when a certain time series component, say seasonality, is not explained by the
model well enough.

The formula for autocorrelation is the following:

Pn
t¼kþ 1 et � �eð Þ et�k � �eð ÞPn

t¼1 et � �eð Þ2

The steps to calculate it in Excel are provided below. This logic can be
implemented in the SAP IBP planning view where the ex-post forecast and actual
values are used as inputs to generate data points in a preprocessing sheet, which is
then used to generate a correlogram.

1. Calculate the forecast error for a given period for all periods—actual at t minus
forecast for period t ðetÞ.

2. Calculate the average forecast error ð�eÞ.
3. Multiply the difference between the forecast error for a given period and the

mean forecast error (one period ahead) and the difference between the forecast
error at a given lag and the mean forecast error. Repeat this calculation for all of
the periods, and calculate the sum (numerator in the above equation).

4. Calculate squared sum of the deviation between forecast errors and the mean
forecast error (denominator in the above equation).
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5. The ratio of the result of step three to step four is the autocorrelation.

Imagine if the beer production example we used for describing the Multi Linear
Regression (MLR) procedure, a dataset which clearly exhibits seasonality and
trend, were to be forecasted using Single Exponential Smoothing (SES). The cor-
relogram for the same is shown in (Fig. 3.136). Following the theory, the band-
widths have been established by calculating [−2/√n, +2/√n] where n is the number
of periods. As 36 periods have been used, the limits are [−0.33, +0.33]. As it is
evident, errors in even periods are correlated and the direction of correlation
switches alternatingly. What can also be seen in the below figure is that the mag-
nitude decreases gradually. Both of these observations suggest that the SES method
does not adequately account for seasonality and trend in the time series.

When using the MLR model, the correlations do not exceed the thresholds (see
Fig. 3.137). This indicates that the MLR model is able to adequately incorporate
seasonal and trend effects in its predictions.

As a conclusion, we introduce a summary overview (see Fig. 3.138) of the
forecasting models available on SAP IBP recommending their best usage
depending on the types of demands to be forecasted.

Fig. 3.136 Beer production data set—correlogram when SES is used
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Fig. 3.137 Beer production example—correlogram using MLR

Fig. 3.138 SAP IBP forecasting model mapping
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3.5 Make Predictions and Observations

Statistical forecast is carried out for all of the planning clusters based on model
assignments made. Typically, batch processing jobs are scheduled to run on a
designated day and time that are aligned with the global S&OP calendar of
activities. In a global implementation of SAP IBP, there are several numbers of
statistical forecast runs. They are for specific markets, regions and form of the
product, e.g., active ingredient forecast mentioned in Implementing Integrated
Business Planning (Kepczynski et al., 2018). Statistical forecasts are then stored in
relevant key figures.

Actual values and demand, which are typically a result of the order to cash
process, are made available in SAP IBP as well. These actual observations are
compared to predictions (forecasts) for the same period to assess statistical forecast
performance.

In Fig. 3.139, we see a comparison between the adjusted actual quantity (after
outlier detection and correction) and the predictions of sales team and statistical
forecast. We can see that the statistical forecast error which is calculated may have
some trends.

3.6 Evaluate a Model

There is a famous war idiom that goes: NO BATTLE PLAN SUCCEEDS THE CONTACT

WITH THE ENEMY.
When it comes to forecasting, no plan truly survives contact with reality (it is a

corollary of the first rule of forecasting, which is that forecast is always wrong).
Evaluating a model is about measuring how close one has gotten to predicting
reality. Some of the same measures that will be described in the coming chapters
(choose effectiveness measures) can be used to evaluate the mode. However, the
comparison needs to be between the forecast for a given period and the actual
observation.

Additionally, depending on the purpose and the consumer of the forecast, it
might be required to measure the accuracy with a certain lag. For example, if the
consumer requires a forecast for a certain number of periods ahead of the actual
event that is being forecasted, the number of periods in question should be the lag
with which the forecast accuracy is measured. This topic is covered in greater detail
in the final chapter of this book.

In addition to the effectiveness measures, the tracking signal is a metric that is
quite useful when it comes to assessing if the bias (assuming there is) in the forecast
is significant enough to warrant intervention.

The formula for the tracking signal is provided below.
As mentioned during the discussion on the mean absolute deviation (MAD),

MAD has a special property since the formula 2/√2
Q

* MAD approximates one
standard deviation (or r � 1.25 * MAD). This relationship can be used to set
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limits for the tracking signal in relation to r. For example, the limits of [−3.75,
+3.75] for the tracking signal translate into approximately a bandwidth that has a
spread of three standard deviations.

Smoothed Tracking Signal TSð Þ ¼ Error Total
SmoothedMAD

3.6.1 SAP Use Case: Tracking Signal

The tracking signal is modeled in SAP IBP as per Fig. 3.140. Here are the steps to
be followed in order to create a tracking signal in SAP IBP:

1. Include the error total and MAD as effectiveness measures in the
post-processing steps. Since these key figures do not include a period attribute
(planning level only includes structural attributes), they need to be assigned to
the key figures, created specifically for this purpose, that have one so that
calculations can be performed on them.

2. Create a calculated key figure (or a local member) that calculates the cumulative
error total for the historical time periods (where ex-post forecast is calculated)
and divides it by MAD—this is then the tracking signal.

3. The tracking signal can be plotted, and bandwidths (lower and upper threshold
limits) can be set by utilizing the relationship between the tracking signal and
the standard deviation (explained above).

Another useful way to evaluate model effectiveness is by plotting demand
variability against forecast variability (both calculated using coefficient of variance,
which is equal to r/l—time series is composed of actual values in the case of
demand variability and forecast errors in the case of forecast variability). An
example is shown in Fig. 3.141.

The purpose of such a plot is to study and understand the reasons for outliers. In
the graph, there are two clear outliers—the good kind (green) is where the demand
variability is 11%, but the forecast variability is only 4%; the bad kind (orange) is
where the demand variability is 9%, but the forecast variability is 23%. The former
needs to be understood, because we ought to deconstruct what is going on here and
try and replicate it. The latter is important because for the given demand variability,
the forecast accuracy ought to be better—so, it calls for model refinement.

Forecasting is not made in a vacuum, it serves a certain purpose, and that
purpose is primarily dictated by the consumer or the recipient of the forecast who
relies on it to make decisions. It is therefore only relevant that one would provide
the customer(s) of the forecast with a range of forecast values within which the true
value is expected to lie.

The breadth of this range is a function of the standard deviation of the forecast
errors and the measure of certainty (or probability) that this claim is true.
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The standard deviation can be calculated based on MAD or MSE. With MSE,
r = √MSE. The estimated forecast error for a given probability can be expressed
using the formula: z * √MSE where z can be looked up from the standard normal
distribution table given the probability.

For example, if the desired probability is 95%, z = 1.645. From this, the range
for period t can be calculated as:

Forecastt� z � pMSEð Þ; Forecastt þ z � pMSEð Þ½ �

3.6.2 SAP Use Case: Forecast with Prediction Interval

Generating prediction intervals in the visualization below (see Fig. 3.142) known as
a fan chart was coined by the Bank of England, for its inflation reports. In SAP IBP,
prediction intervals were modeled by using the MSE (selected as a post-processing
measure) and using it to estimate forecast error.

In a preprocessing sheet, the forecast error is used to simulate actual demands by
using the Excel formula: <Forecast> + NORM.INV(RAND();0; <SQRT(MSE)>).
The RAND() function generates a random probability. The result is a simulated
actual observation for a random probability value and for the given probability
distribution (with mean 0 and standard deviation = √MSE). Finally, the PER-
CENTILE function is used to estimate forecast at different percentile values to
generate prediction intervals with varying levels of confidence. These “fan out”
from the central value, which is the forecast itself that represents the most likely
outcome.

Fig. 3.141 Plotting inherent variability (demand variability) versus forecast variability
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3.7 Refine Model

If the results of model evaluation are not satisfactory—for example, one or more of
the effectiveness measures are showing performance not within expected tolerance
limits—model choice and parameters need to be evaluated. One needs to be careful
not to overreact to what could be a random effect—perhaps, impact of promotion or
a natural disaster. In such cases, a cleansing is called for rather than adjustments to
the model or parameters. It is also important to be mindful of special cases such as
shifts in level due to new accounts/customers or inflection points in the case of new
products entering a rapid growth phase or where the predicted timing of demand for
a product with intermittent demand was wrong, etc. Such instances require carefully
considered responses as it is more about adjusting to a new reality, which might
require a combination of cleansing/realignment of historical data and adjusting
model parameters to give more weight to recent history.

There is a large body of research that provides evidence that a linear combination
of models performs better than individual methods. This fact can be used for
favorable effect if none of the individual procedures produce satisfactory results. As
to weights and the number of procedures that should be combined, let simplicity be
the guide. Research suggests that trying to find optimal weights is not worth the
effort and equal weights produce good enough results and also that a combination
of two models is a good place to start (Silver, Pyke, & Peterson, 1998) (Fig. 3.143).

Fig. 3.143 Simplicity is the ultimate sophistication
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3.8 Concluding Remarks

Fallacy of Mistaking Sophistication for Accuracy There are a lot of researches to
prove that use of complex methods does not automatically lead to better accuracy. In
fact, a comprehensive research done by (Makridakis et al., 1998) involving micro-
and macro-data sets concluded that use of simpler methods is better for micro-data
sets—this means, for item-level forecasts, simpler methods should do. However,
there is a benefit to using more sophisticated methods for aggregate data sets (both
from a structural—think product group instead of product—and a time perspective).
As we’ve pointed out that the margin for error is low for aggregate forecasting and
typical decisions (e.g., estimating resource requirements and acquiring resources)
made on that basis, so use of more advanced methods is justified.

Ex-ante not Ex-post Out-of-sample accuracy should be the go-to method for
validating suitability of model, that is, ex-ante forecast, which means using a data
set for testing that was not used in model fitting and finding appropriate model
parameters.

Correlation and Causality This point has relevance if one is using the MLR
procedure. There are numerous humorous examples of correlated variables that
clearly do not imply causality. Although correlation does not imply causality, for
forecasting using MLR, the distinction is not always important. That is, causality is
not a necessary precondition for good results. Ease of data gathering and clearly
understood temporal link between the (non-causal) independent variable(s) and the
dependent variable could all be reasonable justifications for choosing explanatory
variables that are not linked in a causal relationship with the dependent variable.
However, it is important to understand the distinction and make conscious choices.

Diversity of Measures Selection of effectiveness measures need not be a process
of selecting one to the exclusion of others. A set of carefully chosen metrics can be
complimentary, each one providing a different perspective and together serving to
provide insights required to perform the right type of intervention. For example, a
combination of high bias and highly correlated forecast errors is a stronger evidence
that the model and/or parameters may be incorrect than each measure separately.

“Look back twice as far as you look forward” (Saffo, 2007). It is important to be
mindful of not being swayed too much by volatility in the recent past that might just
be a blip in the larger scheme of things. This also reinforces the point earlier about
choosing reasonable values for smoothing constants and avoids use of adaptive
smoothing.
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Remember, there are Factors that are Inherently Unpredictable The human
psyche seeks coherence, and we like when things fall into neat patterns. However,
there are factors that are impossible to predict (at least at a justifiable cost).
One needs to acknowledge this and at times decide in favor of not forecasting—at
the minimum, bide one’s time until more information becomes available that makes
forecasting possible.

A key strength of a demand planning tool is its ability to handle complex algo-
rithms, both statistical and causal. Even if the planners are not using all the features
now, it will leave room for future growth needs. Software as a service (SaaS)
solutions need to have robust integration with the enterprise back-end systems;
provide low-latency processing and analytical capabilities, and collaborative
planning and forecasting processes; and must be clearly aligned with the organi-
zation’s objectives for reduction in cycle time in high-mix, high-volume environ-
ments (Tarafdar & Tohamy, 2012).

Let us close concluding remarks with …. (Fig. 3.144).

Fig. 3.144 Everything should be made as simple as possible, no simpler
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4Custom Method to Forecast Seasonal
Products

For the explanatory purposes of this book, a specific end-to-end process toward
statistical forecasting, with a marked focus on seasonal outliers detection and cor-
rection, has been developed to prove how it is possible to reach an acceptable forecast
accuracy of a company’s product portfolio by better understanding the data series and
by applying the right techniques depending on data distributions and behaviors.

The E2E forecasting process for seasonal products is subdivided into seven
sequential steps as shown in Fig. 4.1:

1. Segmenting and classifying the demand allow to prioritize the portfolio with a
funnel logic, paying more attention only to a restrict set of data that shows
variability, high volumes and a cyclical plotted pattern. It allows a better focus
on the product portfolio, a more effective and faster decision making and a
quicker response toward variability.

2. Analyzing seasonality makes use of the right techniques to confirm if a seasonal
pattern is present or not in a data set; it permits avoiding loss of revenues and
excessive inventories while reducing the missed production schedules and
inefficient transportation.

3. Understanding data series helps comprehending how the data behave, their
symmetry and dispersion. The key methods are skewness and kurtosis.

4. Checking normality assumption is a crucial decision point of the process as it
allows to understand and filter the techniques available and viable for identi-
fying seasonality and detecting outliers. Besides, it allows to eliminate wrong
and meaningless insights from the tests while enhancing the accuracy of the
analysis.

5. Detecting outliers focuses on the techniques and tests that can be run according
to the distribution of the data.

6. Correcting the outlying points only when the indexes of the statistical forecasting
method are set, we make use of a tailor-made Solver which identifies the indexes
of the method by minimizing the standard deviation of the forecast error.

7. Statistical forecasting with triple exponential smoothing or SARIMA.

© Springer Nature Switzerland AG 2019
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The overall process (see Fig. 4.2) can easily be seen as a decision tree, where,
based on outcome of certain analyses, some specific techniques and tests are
applied. In the case in which a set of data does not fall into the paths identified as
subjects of these analyses, those will be dropped and left to the normal common
practices available.

This process will be covered in a solution that is not available as “out of the box”
in SAP IBP, but it has been built making use of the standard configuration
mechanisms existing in the software.

4.1 Segmenting and Classifying Demand

Figure 4.3 illustrates the sub-steps that will be described within the segmentation
and classification part of the process. As a short summary, the key points to note are
the following:

1. Collect the data.
2. Classify data based on custom criteria.
3. Analyze the portfolio based on the ABC/XYZ analysis.
4. Cluster the entire portfolio following a cascade logic.

All those sub-steps will be the focus of this specific sub-chapter.
Segmenting and classifying the demand correspond to a fundamental analysis

that has to be conducted to understand the types of demand a company has to work
with. It is often a good starting point for the analysis to determine the characteristics
of the demand and its profiles in order to set the forecasting strategies and accuracy
targets (Demand classification, 2017). For a more thorough description of the
demand segmentation, aspects refer to “How to make IBP process happening” in
the section “Focus is King and exception is a Queen” (Kepczynski et al., 2018).

First of all, the collected data set has to be validated to remove erroneous data.
Furthermore, it has to be mentioned that the data set employed for the analysis was
completely unknown to the users and testers, with no external information about the
SKUs or contingent clusters. As a result, we think it might be interesting to provide
a brief explanation and a short recommendation for the case in which a practitioner
has to face an entire huge portfolio, where no preliminary filtering is applied or no
briefing is provided.

For this case, it is important to distinguish from the beginning the types of
products within the portfolio to establish sub-clusters based on data behaviors.

Based on the literature, four different clusters are defined for the different types
of demand profiles (Demand classification, 2017):

1. Smooth demand, where the demand is very regular in time and in quantity
2. Intermittent demand, where the demand history shows very little variation in

demand quantity but a high variation in the interval between two demands
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3. Erratic demand, where the demand has regular occurrences in time with high
quantity variations

4. Lumpy demand, where the demand is characterized by a large variation in the
quantity of demand and in the interval between two demands.

Figure 4.4 illustrates a graphical representation of the above-described data
profiles.

However, from a forecasting perspective, we believe it is essential to make use
of the previous demand categorization to come up with a more business related and
realistic classification, bearing in mind the way in which each demand category or
class could actually be forecasted. As we already discovered in the previous

Fig. 4.3 Segmenting and classifying demand steps

Fig. 4.4 Demand categorization
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chapter, there are many forecasting models applicable to different data and product
profiles; for this reason, our intent is to try to define a new classification, based on
the mapping of the demand profiles against the most accurate and plausible fore-
casting models.

As a result, the categories that a practitioner should be able to identify in
their own product portfolio are the following:

1. Stable demand, where each month accounts for a sales/demand greater than 0
units

2. Flashy demand, where not all the months accounts for a sales/demand greater
than 0 units and the variability in the demand timing is elevate

3. Intermittent demand, where the recurrence of the months with a sales/demand
greater than 0 units is quite regular in terms of quantity and timing

4. Unforecastable demand, where the maximum length of zero demand sequences
is greater than a specified threshold. For the purpose of this book, it has been
chosen a threshold of 18 corresponding to a product in which for 18 consecutive
months, the historical sales were 0.

The reasoning behind this classification justifies itself in the fact that for each
category, some specific forecasting algorithms are available to forecast at best the
different demand profiles:

1. Stable demand: It may contain trendy, seasonal or cyclical products; however,
the typical forecasting models usually applied for those profiles will still be
suitable, for example, all the average methods and smoothing models. This
category requires an additional funnel procedure to map the different demand
profiles within the “stable” group against the most accurate forecasting models.

2. Flashy demand: As per described in the previous chapter, this type of demand
profile can be forecasted, e.g., by the Croston method.

3. Intermittent demand: As per described in the previous chapter, the revised
Croston method or the revised average and smoothing methods are applicable to
reach accurate forecasting levels.

4. Unforecastable demand: The historical sales’ series have too little data to allow a
reliable forecast.

In order to determine the characteristics of the above demand profiles, the fol-
lowing coefficients have to be introduced and calculated:

1. Average demand interval (ADI): It accounts how much a demand is regular in a
certain period of time by analyzing the average interval between the demands.

ADI ¼ Summation of the intervals between non-zero demand periods
No.of non-zero demand periods
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2. Coefficient of variance (CoV): It measures the variation in demand quantities
and represents the standard deviation of demand values divided by the average
demand over the referenced time periods.

CV ¼ Standard deviation of demand
Average value of demand

3. Length of ith demand sequence (LDSi): It shows immediately some information
about the length of non-zero sequences in a data set.

LDSi ¼ ZDIi � 1ð Þ

where ZDIi is the ith zero demand interval.

4. Length of jth zero demand sequence (LZSj): It shows immediately some
information about the length of zero sequences in a data set.

LZSj ¼ DIj � 1
� �

where DIj is the jth demand interval.

5. Furthermore, to categorize flashy and intermittent demands, the practitioner has
also to calculate the range of positive values of LDSi and LZSj.

6. Average zero demand interval (AZDI): It accounts how much a demand is
regular in a certain period of time by analyzing the average interval between the
zero demands.

AZDI ¼ Sum of the intervals between zero demand periods
No.of zero demand periods

Let’s assume we use three different products, A, B and C (see Fig. 4.5) and we
would like to classify them considering the coefficients stated above.

A
Period 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Demand
quantity 9 6 7 11 8 5 6 7 10 9 11 8 7 10 9 11

B

C

Period 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Demand
quantity 14 1 0 0 7 0 2 0 10 0 0 0 0 22 5 0

Period 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Demand
quantity 4 5 7 0 0 0 0 5 6 7 0 0 0 0 7 6

Fig. 4.5 Demand categorization example
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For the product A, the calculation for the ADI is as follows:

ADI ¼ 2� 1ð Þþ 3� 2ð Þþ 4� 3ð Þþ 5� 4ð Þþ � � � 14� 13ð Þþ 15� 14ð Þþ 16� 15ð Þ
15

¼ 1

For the product B, the calculation for the ADI is as follows:

ADI ¼ 2� 1ð Þþ 5� 2ð Þþ 7� 5ð Þþ 9� 7ð Þþ 14� 9ð Þþ 15� 14ð Þ
6

¼ 2:33

For the product C, the calculation for the ADI is as follows:

ADI ¼ 2� 1ð Þþ 3� 2ð Þþ 8� 3ð Þþ 9� 8ð Þþ 10� 9ð Þþ 15� 10ð Þ
6

¼ 2:33

For the product A, the calculation for the CV is as follows:

CV ¼ 0:23

For the product B, the calculation for the CV is as follows:

CV ¼ 1:64

For the product C, the calculation for the CV is as follows:

CV ¼ 1:03

For the product A, the calculation for the LDSi and LZSj can be ignored since
ADI = 1 that means there are no zero values in the data set.

AZDI ¼ 0
0
¼ lowest value possible

For the product B, the calculation for the LDSi and LZSj is as follows:

LDSi ¼ 3� 1ð Þ; 1� 1ð Þ; 2� 1ð Þ; 2� 1ð Þ; 2� 1ð Þ; 1� 1ð Þ; 1� 1ð Þ; 1� 1ð Þ½ �
LZSi ¼ 1� 1ð Þ; 3� 1ð Þ; 2� 1ð Þ; 2� 1ð Þ; 5� 1ð Þ; 1� 1ð Þ½ �

And the positive values of LDSi and LZSj are (see Fig. 4.6):

LDSi ¼ 2ð Þ; 1ð Þ; 1ð Þ; 1ð Þ½ �
LZSi ¼ 2ð Þ; 1ð Þ; 1ð Þ; 4ð Þ½ �

And finally, the calculation of the range (LDSi) and range (LZSj) is as follows:
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RANGEðLDSiÞ ¼ 2� 1 ¼ 1

RANGEðLZSiÞ ¼ 4� 1 ¼ 3

AZDI ¼ 3� 2ð Þþ 6� 3ð Þþ 8� 6ð Þ
3

¼ 2

For the product C, the calculation for the LDSi and LZSj is as follows:

LDSi ¼ 4� 1ð Þ; 1� 1ð Þ; 1� 1ð Þ; 1� 1ð Þ; 4� 1ð Þ; 1� 1ð Þ; 1� 1ð Þ; 1� 1ð Þ½ �
LZSi ¼ 1� 1ð Þ; 1� 1ð Þ; 5� 1ð Þ; 1� 1ð Þ; 1� 1ð Þ; 5� 1ð Þ; 1� 1ð Þ½ �

And the positive values of LDSi and LZSj are (see Fig. 4.7):

LDSi ¼ 3ð Þ; 3ð Þ½ �
LZSi ¼ 4ð Þ; 4ð Þ½ �

And finally, the calculation of range (LDSi) and range (LZSj) is as follows:

RANGEðLDSiÞ ¼ 3� 3 ¼ 0

RANGEðLZSiÞ ¼ 4� 4 ¼ 0

AZDI ¼ 4� 3ð Þþ 7� 4ð Þþ 8� 7ð Þ
3

¼ 1:66

B
Period 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Demand
quantity 14 1 0 0 7 0 2 0 10 0 0 0 0 22 5 0
DI 1 3 2 2 5 1
LZS 2 1 1 4
ZDI 3 1 2 2 2 1 1 1 3
LDS 2 1 1 1 1 2

Fig. 4.6 Product B LDS and LZS calculations

C
Period 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Demand
quantity 4 5 7 0 0 0 0 5 6 7 0 0 0 0 7 6
DI 1 1 5 1 1 5 1
LZS 44
ZDI 4 1 1 1 4 1 1 1
LDS 33

Fig. 4.7 Product C LDS and LZS calculations
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Based on these coefficients described and calculated above, we propose the
following thresholds to easily cluster a huge and variate company portfolio:

1. Stable demand (ADI < 1.32, CV < 0.49)
2. Flashy demand (ADI � 1.32, CV > 0.49, RANGE (LDSi) > 2 or RANGE

(LZSj) > 2)
3. Intermittent (“almost recurring”) demand, (ADI � 1.32, CV < 0.49, RANGE

(LDSi) � 2 and RANGE (LZSj) � 2)
4. Unforecastable demand, MAX (LZSj) � THRESHOLD

The SAP IBP use case below illustrates how these categorization procedures can
be addressed and configured in the SAP IBP system.

4.1.1 SAP Use Case: Classifying Demand

To build the demand classification approach mentioned above, a custom configu-
ration was required in SAP IBP as the normal out of the box standard configuration
settings do not allow yet such an option. Furthermore, for the type of calculations
sketched out for this technique, we had to resort to the use of SAP IBP Excel UI
local member, which allowed us to perform entirely the steps of the proposed
classification method. As an example, a sequencing count of non-zero and zero
intervals is crucial for getting the desired outcome: Those types of calculations have
to be performed using a combination of macros and SAP IBP local members.

Figure 4.8 displays in the system the configuration outcomes. The example
pivots around a specific SKU randomly selected, while the key figure rows illustrate
all the manual steps necessary to reach the optimal output:

1. NZDS1—Non-Zero Demand Signal 1 counts the number of months where a
sales/demand higher than 0 happens.

2. NZDS2—Non-Zero Demand Signal 2 has the same purpose, but it keeps as a
record the exact counting until the new sales/demand comes in; only at that
moment, the number will be increased by one.

Fig. 4.8 SAP IBP demand classification configuration
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3. NZDS—Non-Zero Demand Signal 3 counts the number of months with a
sales/demand higher than 0 between a specific interval: from the months where
we experienced the last 0 sales/demand to the months where we re-experience
the following 0 sales/demand.

4. The historical sales illustrate our selected history.
5. ZDS1—Zero Demand Signal 1 counts the number of months where a

sales/demand equal to 0.
6. ZDS2—Zero Demand Signal 2 has the same purpose, but it keeps as a record

the exact counting until the new zero sales/demand comes in; only at that
moment, the number will be increased by the length of the zero sequence.

7. ZDS—Zero Demand Signal counts the number of months with a sales/demand
equal to 0 between a specific interval: from the month where we experienced the
last higher than 0 sales/demand to the month where we re-experience the fol-
lowing higher than 0 sales/demand.

Consequently, at the very bottom, we have the final two key figures where the
positioning and the accounting of the zero and non-zero demand sequence are
displayed.

Figure 4.9 illustrates the results out of the classification. It is possible to display
in the column called SIF CODE the resulting classification:

1. F for flashy products
2. S for stable products
3. I for intermittent products.

We can also easily notice how the SKU we took as an example of the config-
uration fell into the flashy category. The usual and common filtering options of
Excel also allow to directly filter for the specific classification the user is interested
in.

Besides, it is important to mention that while operating with the normal tech-
niques for demand classification, the use of the coefficient of variance can lead to
mistakes. In fact, if the CoV is used on a large scale to filter the stable, intermittent,
erratic or lumpy products, its outcomes can be misleading as the CoV gets

Fig. 4.9 SAP IBP SIF classification
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automatically inflated by the presence of “0” points. This is the reason why, for this
analysis, the coefficient of variance will be considered accurate only for the stable
products, while for the other types of demand classification that have been iden-
tified, the length of the zero and non-zero sequences is used as per described by our
analysis.

Furthermore, as we mentioned before, the use of the CoV will be very useful in
the stable portfolio where we sub-cluster the products to identify the cyclical,
trendy and seasonal ones.

In SAP IBP, there are many other visual interpretations that we can attribute to
our segmented portfolio. For example, as per shown in Fig. 4.10, one of the easiest
and most intuitive representations is reported with the use of Analytics in Web UI.
Per year we can detect the total amount of the historical sales classified in flashy,
intermittent and stable. The year 2018, as we can see, has not been populated yet.

After having collected the demand, uploaded the master data in SAP IBP, having
performed a first screening of the portfolio, a yearly ABC analysis is run to identify
which SKUs should undergo a more detailed investigation and control. The ABC
aims at pursuing the more important SKUs so that a different treatment in terms of
attention and accuracy will be dedicated to certain products. The funnel logic
hugely impacts the first steps of the process.

According to the data available and used to configure this process, it has been
run on a volume ABC/XYZ analysis; however, it is recommended to go also for a
value ABC/XYZ analysis so that the more important SKUs will result in the ones
that bring more revenue, margin and volume contribution to the organization. If the
ABC component of the analysis focuses on the rate of each SKU, in terms of
volume or revenue, against the total volume of revenue of the entire portfolio, the
XYZ component of the analysis emphasizes on the degree of inherent variability that
is present within each data set.

To easily summarize the concept and to set a sufficient background to understand
and proceed with the analysis, Figs. 4.11 and 4.12 help to clarify the aim of the
investigation.

Fig. 4.10 SAP IBP SIF classification dashboard
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As displayed in Fig. 4.11, the purpose of segmenting our stable portfolio is to
create clear clusters, where the products with similar characteristics, aspects or
facets are grouped together. However, it is important to properly define a priori
which types of products we want to group together and for which purposes.

Figure 4.12 illustrates our segmenting purpose: We want to cluster our stable
portfolio in terms of volume contribution (ABCD), but also in terms of inher-
ent variability of the single SKU (XYZ). Defining the variability clusters allows to
determine which SKUs may be more or less difficult to be forecast. It does not
necessarily mean that a SKU falling into the AZ cluster will account for a high
forecast error, but it highlights the concept that if we would like to reach a more
than acceptable forecasting accuracy for that SKU, additional efforts may be nee-
ded, since randomly automating its forecasting procedure increases risk of failure.

Without segmentation With segmentation 

Fig. 4.11 Why to segment
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Consequently, based on the variability of the sales history, we can foresee that
the X products may be easier to forecast than the Y and the Z ones; additionally, the
A products accounting for the highest chunk of the company selling in volume
should be addressed before the D, C and B ones.

4.1.2 SAP Use Case: ABC/XYZ Segmentation

The ABC analysis works by collecting the annual sales of each SKU and then
sorting the volumes from the largest to the smallest. As a second step, a cumulative
function of the volume is defined and related to the percentage of the items con-
sidered for the analysis. It will result that each SKU volume is a representative
indicator of importance. At the same time, the XYZ works by clustering the products
based on a specific criterion: in our case the coefficient of variance. The CoV is the
ratio of the standard deviation over the average of a data series.

In order to configure the ABC/XYZ, it is necessary to go in application jobs and
set the parameters and criteria for the analysis. Figure 4.13 displays the key settings
for the segmentation:

1. ABC segmentation must be turned on.
2. The ABC code should be the outcome of the analysis.
3. The periodicity must be set to the granularity of the data, in our case monthly.
4. The calculation horizon should coincide with the historical sales we dispose of.

The ABC analysis relies on the Pareto theory; consequently as it is shown in
Fig. 4.14, the thresholds that have been assigned for each class, A, B and C,
correspond to the common ones: 80% (A), 15% (B) and 5% (C).

Fig. 4.13 ABC segmentation settings
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It is crucial also to highlight the functionality of locking; for some products, we
may want to prevent manual overwriting on the ABC category or we would like to
overwrite the code of a product. Reasons for such changes may be multiple and
variate, qualitative or quantitative, or driven by external information related to a
product. Consequently, for some products, we might like to change the level of
priority as the standard degree of magnitude cannot be set by a classic ABC
grouping.

At the same time, as we did for the ABC segmentation, the XYZ parameters have
to be established following the same logic. See Fig. 4.15.

As we did for the ABC thresholds, we need to assess the XYZ clusters. Con-
sidering that we make use of the coefficient of variance to the power of one,
Fig. 4.16 displays the parameters chosen for the analysis. They have been adopted
based on client experiences and literature recommendations.

Figure 4.17 shows how, in the Excel UI, the outcomes of the ABC/XYZ could be
displayed. Avoiding any graphical representations, as they will be discussed more
in details in the coming section, the figure illustrates that for each product ID, we
have the mapping of the ABC, in the column called ABC code, and the mapping of
the XYZ, in the column called XYZ code.

After having run the ABC/XYZ analysis, it is useful to go in the Web UI and
graphically monitor and investigate the results out of the run. There are many

Fig. 4.14 ABC segmentation Pareto criteria

Fig. 4.15 XYZ segmentation settings
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opportunities to play with the data and obtain meaningful insights that may be used
later in the coming process steps; we propose an example of a set of figures to
investigate the data.

Figure 4.18 displays on the X-axis the ABC code per year, while on the Y-axis
the historical sales in quantity. The blue lines indicate the category X, the orange the
Y one and the green the Z one. It is noticeable how the Z products, within the
A class, are increasing in quantity throughout the years, while for the other classes
the X, Y and Z amount of quantities stay approximately the same from 2013 to
2016.

We need to remember as well that, due to the fact that we use only a few months
of the year 2017, we see from the graphical solution a steep decrease for the year
2017.

Additionally, Fig. 4.19 illustrates another graphical representation of the port-
folio clusters. On the X-axis, the percentage of the historical sales is displayed,
while on the Y-axis the ABC code per year. The color of the bars reflects the X,
Y and Z categories. We start noticing that the AZ products are increasing in per-
centage as in the year 2013 they accounted for the 6% of the A class while in the
year 2017 for the 31%.

Besides, the Z category itself is increasing in percentage, as every year the
percentage of the Z component within each class tends to augment.

Fig. 4.16 XYZ segment thresholds

Fig. 4.17 SAP IBP ABC/XYZ example
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The union of these insights is really important to give a practitioner a first insight
on what the portfolio deals with. He/she can understand the trend of each class and
category as well as the quantity and percentage related to them. Those features are
mostly qualitative, but they will be very useful in the coming steps when
tailor-suited decisions will have to be made on a higher granularity.

It is the fact itself of increasing and magnifying the detail of the analysis that
brings even additional insights. For example, as we already know, the A class is the
one where we should start addressing our attention; but, how is the A class behaving
in terms of sales/demand and cluster throughout the years we dispose of? Does it
keep being stable? Or is it the A group accounting for more and more
sales/demand?

Figure 4.20 answers the majority of our questions! On the Y-axis, we have the
historical sales quantities, while on the Y-axis the ABC code per year. We can detect
how there is a positive trend in the A class, while for the other two classes their
accounting stays approximately the same from 2013 to 2016. Moreover, the year
2017 sales/demand looks promising as we already see that, for the A class, few
months of the year 2017 already account for half of the 2013 A class sales.

Figure 4.21 complements the previous insights! Thanks to a graph where on the
X-axis we have only the A class through the years considered and on the Y-axis the

Fig. 4.18 SAP ABC/XYZ dashboard 1

Fig. 4.19 SAP ABC/XYZ dashboard 2
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historical sales, we easily realize how the Y and X cluster did not change in quantity
from 2013 to 2016, but the Z cluster is steadily increasing! The practioners’ work,
for reaching a positive forecasting accuracy for those AZ products, seems increasing
as well for the year 2017.

We can derive a lot of information, but the positive news is that the cus-
tomization of the Web UI dashboards is very flexible and the practitioner can look
for the more suitable information needed for letting him make the most accurate
decision.

As a conclusion, to simplify the practitioners’ life further, we can increase the
granularity level of the graphics, easily reaching the SKU level. There, we can
display the class of the SKU, its variability cluster and its trend of sales/demand.

Figure 4.22 illustrates an example of a XB SKU that is maintaining its
sales/demand in a stable way from 2013 to 2016, as it should be. The remark is not
meaningless at all, because it reinforces the goodness of the approach and it builds
confidence in the practitioner since he can, on his own, prove the coherence of his
approach.

Fig. 4.20 SAP IBP XYZ dashboard 3

Fig. 4.21 SAP IBP XYZ dashboard 4

200 4 Custom Method to Forecast Seasonal Products



4.1.3 SAP Use Case: Use of CoV for Data Cleansing

A planning view where CoV is being used could look like the one shown in
Fig. 4.23. In this view, CoV and the corresponding XYZ classification are displayed
(last two columns). The CoV column is color-coded, and this offers finer granularity
within a given classification (darker the color, higher the CoV). Such a planning
view was used at one client as a pre-go-live cleansing watchlist. It also offers the
added benefit of highlighting cases where lifecycle planning data are missing, for
example, phased-out SKUs that should not be on the list or new SKUs with gaps in
the time-series because predecessors were not mapped.

Fig. 4.22 SAP IBP XYZ dashboard 5

Fig. 4.23 Demand classification example
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CoV formula is as follows:

CoV ¼ Standard deviation
Average

Clustering

Coming to the clustering phase not only means reaching the final step of the
segmentation and classification step, but also signifies being able to make use of the
outputs of previous steps to properly identify meaningful clusters. Clustering can be
done automatically, and it indicates the moment in which the results need to be
collected to move forward.

Figure 4.24 illustrates the overall procedure largely described on the above lines
and the possible clustering output.

As we can see from the visualization, the clustering output is a smart automatic
combination of the techniques of the procedures, oriented in a way that allows the
user to establish and identify the future processes toward statistical forecasting.
More in detail, the clustering solution is a matrix where for each ABC category and
for each XYZ category, the total amounts of historical sales or even the total count
of records are performed for each demand class:

– Stable
– Intermittent
– Flashy.

Fig. 4.24 Segmentation and classification output: clustering
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Figure 4.25 depicts the value added by each of the steps until reaching the final
clustering part where the portfolio matrix can be established. In addition, some
other crucial information about the process is also reported in order to set the
recurrence, the ownership and the granularity of the process itself. The SAP IBP
custom automation is also indicated.

The benefits are very interesting, since the practitioners use 27 different clusters,
and for each of those, different specific processes can be addressed to reach the best
forecast output. If at the beginning of our data collection we did not know anything
about the portfolio, at this point in time, thanks to the procedure described, we can
start thinking about how to proceed further based on those findings.

The Web UIs also lets us derive many other quantitative and qualitative infor-
mation about our portfolio. For example, in Fig. 4.26, we can see how actually in
the portfolio analyzed, only a small percentage of the SKUs are intermittent and
flashy, while the majority are stable. In addition, we can also notice how for the
ABC segment A there are only stable products, while same flashy and intermittent
products fall into the B and C segments, especially in the Z category.

There are multiple options to perform graphical analysis allowing for different
levels of filtering and customizations in dashboards. In Fig. 4.27, a comprehensive
customized dashboard is displayed, where some individualized filters have been
applied. In the top left part, the historical sales are mapped per year and per
category “S”, “F” and “I”; in the bottom part, we display the same concept but with
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an additional filtering: year/ABC code/XYZ code. The focus is only on the flashy
products—the blue bar—and the intermittent products—the orange bar. Finally, on
the top right, the highest example of granularity where the trend of a specific “C”
flashy product is displayed throughout the years.

As a conclusion, we reinforce the idea of how the purpose of demand seg-
mentation and classification has been fulfilled: Define suitable process segments,
and indicate the most structured way forward!

The concept is illustrated in Fig. 4.28 and largely explained in the second book
of the Integrated Business Planning books (Kepczynski et al., 2018).

4.2 Identifying Seasonality

For identifying a seasonal pattern within a time series, there might be different
methods. Some of those are more suitable to certain type of data distributions while
others to certain data patterns. The field of seasonality as it has already been
mentioned is quite vast; consequently, we will focus on some suitable methods and
tests whose automation in SAP IBP could bring an extra value to the end-to-end
process. At the same time, we introduce some graphical techniques that coupled
with the more quantitative and automated ones might increase the performance of
the process itself.

From Fig. 4.29, we can clearly distinguish between the two main flows:

– Quantitative and automated techniques that allow the system to run smoothly
from end to end

– Qualitative and manual techniques that permit the end user to double check
manually the outcomes of the quantitative and automated procedures, inspect
the most crucial SKUs and investigate some products whose quantitative out-
puts may go under more thorough investigation.

Fig. 4.26 SAP IBP demand clustering dashboard 1
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All the techniques introduced in Fig. 4.29 will be largely explained further.

Moving Average for Seasonality Identification

The first method we selected is the simplest, and it has the purpose of setting a
ground knowledge toward seasonality and its key issues. Its outputs can be also
displayed graphically, reinforcing the message and the value of the test itself. Let’s
deal with the Moving Average for Seasonality Identification.

The method consists of disposing of the data in two columns:

1. The first one accounts for the month numbering.
2. The second one accounts for the real sales/demand.

Fig. 4.28 Demand clustering for process definition

Fig. 4.29 Analyzing seasonality
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Successively, we need to set the number of periods to be considered for the
moving average. As it has already been described, there might be different choices
for setting the periods “k”; however, in this case and after several tentative to reach
the optimal result, we identified as the most suitable indicator the value of four.

As a first step, we calculate the moving average per month. It has to be reminded
that for the first month, the MA will equal to the sales/demand itself, for the second
month to the average of the first two months and so on, until we reach the end of the
data set.

As a next step, we introduce a Boolean index that has the function of identifying
the following concept:

– Index equals to 1, if the moving average with “k” = 4 is inferior to the average
of the historical sales.

– Index equals to 0, if the moving average with “k” = 4 is greater than the average
of the historical sales

Consequently, based on the Boolean index, we establish the following sequence:

– Length of the sequence above the average. It indicates the sum of the string on
values equal to 1. When in the Boolean column, we experience a switch of the
Boolean number the counting restarts.

– Length of the sequence below the average. It indicates the sum of the string on
values equal to 0. When in the Boolean column, we experience a switch of the
Boolean number the counting restarts.

Figure 4.30 is the illustrative explicative model of the method just described.
The final criterion for the selecting and filtering of the SKUs that will result as

seasonal and those that will not is the following:

– If the average of the column “length of sequence above the average” is greater
than three and the average of the column “length of sequence below the aver-
age” is as well greater than 3, then the SKU can be considered seasonal.

– On the contrary, the SKU will not be filtered as seasonal.

By setting the threshold to three, it is believed to detect at least, as the smallest
seasonal pattern, an SKU with a seasonal length of three months.

Furthermore, by applying this method, we manage also to assess a possible
estimation of the length of the season, which equals the rounded value of the largest
average between the two sequences. If, for example, the average of the length of the
sequence above the average equals 3 and 8 and the average of the length of the
sequence below the average equals 4 and 1, we can deduct the following
indications:
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– The SKU will be filtered as seasonal.
– The length of the season is estimated at 4.
– The frequency of the season estimated to 8.

As introduced before, a graphical representation is provided as well to reiterate
the concept behind the method. See Fig. 4.31. It displays in orange the
sales/demand per month, while in green the sequencing of the Boolean index. It is
noticeable how the method approximately detects the seasonal patterns throughout
the years.

Time
periods

Historical sales Moving
Average

Moving
Average 
“k”=4

Boolean 
sales

Length of
sequence 
above the 
average

Length of
sequence 
below the 
average

Jan 5’358 5’358 -

Feb 5’999 5’679 -

March 2’802 4’720 -

Apr 6’288 5’112 -

May 12’797 6’649 5’122 1

Jun 11’910 7’526 6’972 1 2

… … … …

Jan 2'909 8’064 5’641 0 1

Feb 5'557 7’908 4’723 1

March 11'664 8’129 4’913 1

Apr 6'764 8’053 6’465 1 3

May 1'900 7’729 6’724 0 1

Average 3,8 4,1 
Max of the 
Average 4,1 

Length of 
the season 4 

Fig. 4.30 Moving Average for Seasonality Identification

Fig. 4.31 Graphical representation of MA for seasonality identification
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This is the preliminary approach toward seasonality identification. We will now
have a look at its specific use case, and then we will move into more mathematical
and statistic reliant test.

4.2.1 SAP Use Case: Moving Average for Seasonality
Identification

Figure 4.32 represents the outcomes of the Moving Average for Seasonality
Identification. As it is possible to detect, per SKU there is a specific column called
Seasonal Heurisit Results, where the insights out of the calculations described
above are displayed:

– NS stands for non-seasonal.
– S stands for seasonal.

The historical sales seasonality heuristic classified accounts for the sales history
of the relevant SKU, while the Boolean index is stored in the key figure called “Is
Historical Sales GT 4 months MA.” In the upper part of the figure, a scatter plot is
shown: On the X-axis, there is the time, while on the Y-axis the blue line indicates
the sales history and the green line the Boolean series. The green check marks tell
us that the SKU considered for this example is seasonal and its proof is demon-
strated by the fact that the Boolean series almost matches and detects the seasonal
periods.

On the contrary, in a case when the Seasonal Heuristic Results show NS, the
expected outcome is something similar to Fig. 4.33, where the check mark is red.

Moving our focus to the Web UI, it is possible, as we have already seen from the
previous applications, to go further in the analysis and summarize the insights out
of the Moving Average for Seasonality Identification. Figure 4.34 is an example
that goes exactly in this direction: Per year, we display the total sales related to
seasonal and non-seasonal SKUs. Any type of trend, recurring pattern or changes in
the data sales/demand could be analyzed.

A similar dashboard is built to extrapolate even further information in relation to
the seasonal products. For example, Fig. 4.35 comprises the historical sales on the
Y-axis and the year, ABC code and XYZ code on the X-axis; the focus is on the total
sales/demand of the seasonal SKUs per year and within the clusters pre-mentioned.
The recurring pattern we are able to detect from the figure below is that the majority
of the seasonal sales/demand falls into the AY class for all the years considered!

Analysis of Variance—ANOVA

The ANOVA method, which stands for analysis of variance, provides comple-
mentary insights for the demand components analysis, and it can be also used as a
stand-alone test for seasonality identification.
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The ANOVA method is a simple mechanism that requires a specific data
organization and structure in order to benefit directly from its technicalities. Its
specific structure is composed of as follows:

– Each column represents a year.
– Each row represents a month.

Consequently, we will have as a first reticulum a matrix of data. For example, if
we have four years of history, we will get a 4 * 12 matrix: 48 cells. By setting the
data in such a way, we clearly distinguish between the columns ‘contributions in
terms of sales, which stand for the years’ contribution, and the rows’ contributions
in terms of sales, which stands for the specific month’s sales through the years (see
Fig. 4.36).

Fig. 4.34 SAP IBP MA for SI dashboard 1

Fig. 4.35 SAP IBP MA for SI with ABC XYZ
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The strength of the ANOVA method is of being capable of quantifying the rows
and columns effects in terms of their relative contributions to the total variation in a
data table. In relation to our business purposes, it means that the method is able to
assess and quantify the weight of the sales/demand among the years (column) and
among the months (rows). A too strong contribution of the year’s component could
lead to a positive or negative trend within the data set, while a too strong contri-
bution of the month’s component could suggest a seasonal component in the data.

From a pure statistic point of view, the ANOVA, analysis of variance, is a
descriptive procedure that separates or partitions the variation observable in a
response variable into two basic components: variation due to assignable cause (in
our specific case the seasonal and trendy component) and to uncontrolled or random
variation (noise factors that influence the demand sales/demand). The assignable
causes refer to known or suspected sources of variation from variates that are
controlled or measured while conducting the experiment/analysis. Random varia-
tion includes the effects of all other sources not controlled or measured during the
experiment/analysis (Gunst, Mason, & Hess, 2003).

The analysis of variance is considered a test omnibus that allows to accept the
hypothesis that the different groups of data compared to have the same average. It
can be run with a single factor, for example, a machine, a car, a year or with
multiple influencer factors. If the factor does not influence the results, it is clear that

ANOVA 2014 2015 2016 2017

January

February

March

April

May

June

July

August

September

October

November

December

Monthly 
consumption 
contribution 

Yearly consumption 
contribution 

Total of the 
consumption 
contribution 

Fig. 4.36 ANOVA data structure principle
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the data of the groups analyzed are equals; otherwise, it can be demonstrated that
the variance calculated among the averages depends on the sources of variances.

In our specific case, the influencing factors, as it may be already grasped, are the
following:

– Factor “a”: the years
– Factor “b”: the months.

Consequently, the ANOVA method can be used for mathematically detecting if
the variations among the months or the years are significant in relation to the overall
variance of the data. If the yearly contribution has an impact on the variance, it is
possible to assume a positive or negative trend among the years, but if the months’
sales/demands also impact the overall variance, it is allowed to assume that a
certain variability among the months is present as well, leading to the presence of a
seasonal component in the demand.

To decide if a factor is significant or not, the Fischer statistic F must be com-
pared with the Fisher statistic at the 95% probability.

– If F is greater than F95%, the factor in question is significant.
– Otherwise, the contrary.

By mentioning the 95% probability, it means that the results proposed by the test
are accurate with a 95% confidence, while leaving 5% of possible errors.

It is also acceptable to have only the years or the months significant, or both of
them. At the same time, the inner variability of the data set can also be detected and
calculated. Unfortunately, due to the fact that we cannot replicate the data and
reasonably enlarge the data set, it is not possible to run ANOVA with more
replications. The values of sales/demands stay unique, and the replication test is not
available. The usefulness of running a test with a set of replicated values from the
same sample lies in the fact that the randomness of the data is treated as a factor,
and as a result, it is possible to assess if the noise factors are significant or not, and
if they are likely to impact the way in which the SKU or the product is consumed or
sold.

Consequently, by missing this opportunity, from a business standpoint, we lose
the possibility to verify if the inner variability is intrinsic of the data set or if it is, in
a large or small part, due to the interaction of the factors “year” and “months.”

4.2.2 SAP Use Case: Analysis of Variance—ANOVA

Based on the analysis of variance method, ANOVA, the practitioner has an easy
way to filter the portfolio in four additional categories:

– Seasonal
– Seasonal and trendy
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– Internal variability
– Trendy.

Figure 4.37 illustrates how the ANOVA categories are listed against each SKU.
In addition, the key figure “Historical sales STMN classes” reports for the average
of each year averages.

For each of these categories, we can prove graphically the goodness of the test.
For example, Fig. 4.38 shows how the selected SKU has been identified by the

method as a seasonal one. The graphical solution, similar to the Moving Average
for Seasonality Identification test, proves the presence of the season, while the
graph to the right-hand side depicts how actually the monthly averages of the
selected product dispose themselves on a typical seasonal pattern.

Similar representations are illustrated also for the other categories. Figure 4.39
indicates the trendy and non-variable example. The top section of the visualization
reports the non-variable SKU where neither the seasonality nor the trend compo-
nent has been detected. The monthly averages are very stables as well as the simple
monthly sales/demand. On the bottom part, a trendy SKU is depicted. The monthly
averages suggest a slight increase in the sales/demand as well as from the scatter
plot. The trendy product is characterized by a constant alternation of months whose
moving average is superior to the actual sales/demand and months whose moving
average is inferior to the actual sales/demand. Consequently, in the graph we see a
frequent turnover of 1 and 0.

A final comment should be addressed to those SKU that face an inner variability.
Being variable does not necessarily only mean not having a really flat
sales/demand. It may also mean that the types of inner variations of the data do not
match the recurring pattern of a season or a decreasing or increasing pattern of a
trend. In this case, the only possible way to detect what is really happening for that
specific SKU is the scatter plot.

Fig. 4.37 SAP IBP ANOVA categories

4.2 Identifying Seasonality 215



Fi
g
.
4.
38

A
N
O
V
A

m
et
ho

d:
se
as
on

al
SK

U

216 4 Custom Method to Forecast Seasonal Products



Fi
g
.
4.
39

SA
P
IB
P
A
N
O
V
A

ex
am

pl
e

4.2 Identifying Seasonality 217



Consequently, being variable in sales/demand and volatile does not necessarily
mean having a seasonal cycle. This is the reason why a scatter plot is thought to be
a good test to continue assessing the causes of variability.

Scatter plot

Another possible method for detecting a seasonal component in a data set is
characterized by the use of the scatter plot; it is considered to be one of the best
graphical tools to start assessing or validating for a seasonal pattern as it will allow
to see any fluctuations, deviations or erratic movements. Within the seasonality
identification process, the scatter plot is employed with the aim of filtering and
double-checking the seasonal SKUs: Those that once plotted do not show any
cyclical repetitions will be kept out of scope.

More precisely, a scatter plot reveals the relationships or associations between
two variables. Such relationships manifest themselves by any non-random structure
in the plot. It is a plot of values of Y versus the corresponding values of X; the
response variable lies in the X-axis while the variable suspected to be related to the
response is in the horizontal axis (NIST, 2012).

A scatter plot can help in identifying relationships between variables, correla-
tions, distributions and outliers. However, a scatter plot can never prove and
demonstrate cause and effect, but it is on the researcher and, in our case the daily
practitioner, to clarify that through a qualitative further analysis.

The drawback of the scatter plot is at the same time its value add: a manual
graphical inspection. It is the “plus” of the analysis, because with a greater accuracy
it allows to see how the data behave so that the practitioners can understand which
types of demand sales/demand they have to deal with; however, on the contrary, its
lack of automation makes it really time consuming, not permitting to scatter plotting
an entire portfolio!

Consequently, we recommend it only for specific cases such forecasting reviews,
tricky or known as “painful” SKUs or at a deeper level of portfolio filtering, when
the purpose is to get more and more precise.

4.2.3 SAP Use Case: Scatter Plot

As an example, Fig. 4.40 shows how during the winter season the sales/demand of
the SKU analyzed is much higher than during the summer periods. The pattern
repeats itself for 4 years, and some spikes are present, as for instance during the
2016, 2017 winter, while a trend component in the demand may be excluded since
we do not see any particular increase or decrease in the degree of the seasonality
among the years.
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Seasonal index

The seasonal index is a complementary technique that allows the user to assess
the seasonality component of a demand series. The method itself is based on the
same year versus month matrix structure of the ANOVA method.

The seasonal index is represented by the ratio of the monthly sales/demand over
the yearly average. For example, if in January 2015 the sales/demand accounts for
100 units and the 2015 yearly average accounts for 200 units, the January 2015
seasonal index will account for 0.5.

In simpler terms, each month that has a seasonal index inferior to 1 can be
considered as a below average season, while every month with a seasonal index
greater than 1 as an above the average season. If it is equal to 1, then the monthly
sales/demand is equal to the average of the year.

The overall result will be a second matrix, where instead of the monthly
sales/demand, each cell contains its seasonal index. Eventually, all the seasonal
indexes of the same month (rows) can be averaged again in order to obtain a final
unique 12 record series of seasonal indexes. The same principle applies to those
indexes. Color coding this test can lead to more intuitive insights.

Figure 4.41 illustrates graphically the structure of the test and its calculation.
We can notice from the color coding and from the seasonal indexes greater

than 1 that the high seasons are expected in autumn and winter (Fig. 4.42).
From the above, we can see immediately the benefits of a graphical analysis

based on the seasonal index. For example, the graph on the left not only suggests a
higher sales/demand pattern in the fall and winter seasons, but it also highlights the
presence of a trend throughout the years since the 2016 sales/demand marked in
blue is superior to the one of the 2015 and so on back to the 2013.

On the right-hand side of the template, the averaged seasonal indexes are plotted
in a graph whose value add is to recognize and confirm once again the presence of
the season and its yearly occurrence.

Fig. 4.40 Scatter plot of a seasonal example
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Colour code rule 
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index 

Fig. 4.41 Building a seasonal index

Fig. 4.42 Seasonal index
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Autocorrelogram—ACF

Another possible technique is to generate the autocorrelation function and plot
the autocorrelogram to visually identify the seasonal component of the demand.

A correlogram which is also called autocorrelation function ACF plot or auto-
correlation plot is a visual way to show serial correlation in data that changes over
time, for instance time series (WordPress, 2016).

As it has already been mentioned in the previous chapters, the autocorrelation
measures the linear relationship for lagged values. Autocorrelation coefficients
constitute the autocorrelation function (ACF) also known as correlogram (Hyndman
& Athanasopoulos, 2014).

A correlogram gives a summary of correlation at different periods of time. The
plot shows the correlation coefficient for the series lagged by one delay at a time.
For example, at x = 1 you might be comparing January to February or February to
March. The horizontal scale is the time lag, and the vertical axis is the autocorre-
lation coefficient (ACF).

The correlation coefficient measures the strength of a linear relationship. It
ranges from −1 which means no correlation to 1 which means that all points are
correlated.

If dealing with time series, it may be useful to understand the explanatory
relationship between variables. Autocorrelation and autocovariance measures are
useful for these purposes especially if the observations of the same time series are
lagged by one, two or several periods (Makridakis, Wheelwright, & Hyndman,
1998).

Each lag series will be considered independent and comparable with the others.
Following mathematical formula below, we obtain a correlation number (r) for each
lagged period.

rk ¼
PN�k

i¼1 Yi � Y
� �

Yiþ k � Y
� �

PN
i¼1ðYi � YÞ2

Combining graphically together all the r, we obtain the autocorrelation function
ACF. It is a standard tool to detect cycle, trend and seasonality. The use of a graph
is crucial as the plot exhibits an alternating sequence of positive and negative
spikes. These spikes are not decaying to zero. Such a pattern is the autocorrelation
plot signature of a sinusoidal model (NIST, 2012).

Eventually, when experiencing a sinusoidal pattern we might expect to confirm
the assumption that a seasonal component is present in the data set.

In Fig. 4.43, an example of correlogram is displayed. In the X-axis, the month’s
periods are set, while on the Y-axis the autocorrelogram function is reported. As we
can detect, the alternating pattern of the ACF allows to identify a season throughout
the years considered. In the figure, the upper and lower limit is shown as well;
hypothetically, when the ACF related to a specific month overcomes, the upper or
lower threshold may indicate a potential outlier!
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Analysis of Means—ANOM

The analysis of means has different application fields. For our specific purposes,
it has been employed in a simplistic way to analyze the progression of the monthly,
quarterly and yearly means.

The inputs for the test are quite simple and could be also derived from the
previous calculations:

– Average of each specific month throughout the years considered
– Average of the year.

Eventually, based on the chosen aggregations from the possible inputs, different
graphical outputs may be gathered. Automating such a method may be counter-
productive. Its value add relies on the ease and simplicity of the plotted solutions.

4.2.4 SAP Use Case: Analysis of Means—ANOM

In the Excel user interface, we are able to build the different ANOM visualizations
based on the key figures calculations configured for other tests. In Fig. 4.44, for
instance, we plot on the Y-axis the average sales/demand of each quarter throughout
the years analyzed and on the X-axis the quarters in questions. It is visible how a
periodical behavior is spotted by comparing the magnitude of each bar. Conse-
quently, the quarters 4 and 1 are those that experience the highest seasonal peaks,
while the quarters 2 and 3 the lowest seasonal peaks.

By increasing the granularity, we may plot on the Y-axis the simple monthly
average throughout the years while on the X-axis the months numbering. Fig-
ure 4.45 illustrates the findings.

As we were expecting, the months 1, 2, 3 ,10, 11 and 12 represent the length of
the highest season (quarters 4 and 1), while the months 4, 5, 6, 7, 8 and 9 indicate

Fig. 4.43 Autocorrelogram
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the months of the lowest season. Therefore, we were able to unfold the structure of
each quarter and inspect the average monthly behavior. For a deeper analysis, a
normal scatter plot is the ultimate solution.

On the contrary, as per shown in Fig. 4.46, by increasing the granularity, the
practitioner may be able to detect the overall pattern of the selected SKU along the
years. The visualization shows the years in the X-axis and the yearly average on the
Y-axis. For example, a decreasing trend is detected among 2013 and 2015, while a
consistent growth characterized the year 2016.

Concluding, all those graphical insights may be leveraged by the users and
practitioners to evaluate the results out of the standard techniques, but also to
complement all types of analysis based on the priority of each SKU or cluster.

Inputs—Procedure—Outcomes

Based on the discussed techniques, we were able to configure for this
sub-process, a means to proceed with a maximum possible guarantee toward

Fig. 4.44 ANOM by quarters

Fig. 4.45 ANOM by months
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accurate results. This does fit into the concept of differentiated forecasting high-
lighted in (Kepczynski et al., 2018).

The first procedure to be followed is the quantitative one. It is illustrated in
Fig. 4.47. The visualization is composed of three main streams:

– Inputs: It consists of selecting the right cluster out of the demand segmentation
and classification. Considering we want to analyze the seasonal SKUs, we
decided to filter out the flashy and the intermittent categories, while focusing on
the stable one. The products considered as stable may contain seasonal patterns,
and the purpose of the procedure is to identify exactly those new seasonal
clusters.

– Quantitative procedure: It consists of two separate ways of running:

1. Applying the seasonality check via the Moving Average for Seasonal
Identification

2. Applying the analysis of variance—ANOVA method.

– Outputs: Based on the procedure, two different matrices are defined as output:

1. The first matrix maps the ABC and XYZ categories against the clusters “stable
and seasonal” and “stable and non-seasonal.”

2. The second matrix maps the ABC and XYZ categories against the clusters “stable
and seasonal” and “stable and seasonal trendy,” “stable and trendy” and “stable
and internal variability.”

Besides, as we mentioned during the explanations of each of the techniques,
along with the pure quantitative and automated methods we provide a series of
qualitative and visual checks that can enhance the effectiveness of the clustering.

Fig. 4.46 ANOM by year
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Furthermore, considering that we have two mathematical methods that we can
rely upon, it is recommended to make use of the visual techniques to inspect the
differences in terms of clusters between the two methods.

The ANOVA clustering is more reliable and comprehensive; as a result, we
suggest to employ all the techniques available in a direction that will lead as an
output of this process, four different clusters, accurately double checked with the
most appropriate techniques.

This part of the process engineering is described in Fig. 4.48.
The visualization above in Fig. 4.49 displays the template setup for the final

comparison between the two methods. The approach we propose is to compare and
verify the matching of the “seasonal cluster.” Based on the two graphs shown in the
template and in accordance with the visual inspection, we will be able to defy a
robust cluster containing exclusively the seasonal SKUs. In addition, thanks to the
ANOVA performance, we will also be able to define the other clusters and validate,
store and save the ANOVA column of this template.

As a conclusion, also for this part of the process we present all the concatenated
steps in a waterfall visualization, while pointing at the key players involved in this
part of the process, the granularity of the actions, the level of automation and the
most suitable recurrence. See Fig. 4.50.

4.3 Understanding Data Series

Understanding the behavior of the whole portfolio data series or at least cluster
them in some pre-defined categories could help solving some of the headaches
linked to the seasonal topic. At the same time, the detection process for outliers will
also benefit from this approach. There are many commonly known techniques to
detect outliers that are employed on a large scale; however, only few of the adopters
of those techniques take into consideration the assumptions for their applications.

More specifically, the majority of the techniques to detect outliers heavily rely
on the assumptions that the data follows a normal distribution. For the majority of
the SKUs of a company, that assumption might be true, for instance trendy or inner
variable products. However, for highly variable, volatile, intermittent and seasonal
SKUs, the normality assumption is often difficult to be accepted as the data dis-
tributes itself in a totally different way from the ones we are accustomed to.

The consequences of ignoring the normality assumptions without running the
checks needed lead to false insights out of the techniques used in the detection
processes. For example, if we refer to the known Z method, the impact of not
considering the normality assumptions is essential, as those techniques are most
commonly used in the realm of outlier detection and correction. Eventually, for a
seasonal SKU which varies in sales/demand according to the periods of the years
with high and low peaks, employing a Z method will completely lead to wrong
results in the detection phase; the correction step will suffer as a consequence, and
the overall forecasting process will result poorer in accuracy.
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Having set the basis for understanding why the normality assumption covers
such an important role, we describe now some techniques that have been configured
to detect the behavior of the data, their symmetry, dispersion and finally their
distribution. Once the normality assumption will be accepted or refused, and some
insights about the distributions will be also gathered, the right techniques for
detecting the outliers can be perfectly chosen, reducing the degree of errors in the
forecasting process.

The approach used toward normality, seasonality and outlier detection is the
EDA, exploratory data analysis. Exploratory data analysis is more a philosophy
toward data, rather than a set of techniques (NIST, 2012), and it uses a variety of
techniques both quantitative and qualitative to:

1. Uncover underlying data structures
2. Maximize the insights of a data set
3. Extrapolate important variables
4. Detect outliers and anomalies in a data set
5. Test underlying assumptions
6. Develop models
7. Determine optimal factor settings.

EDA techniques are subdivided into:

• Graphical techniques: The graphical techniques are the most used when dealing
with exploratory data analysis. Once data have been collected, these techniques
should be of help to understand the typical value of the data, uncertainties,
distributional fits, effect factors, signals, noises and finally outliers.

• Quantitative techniques: They can be complementary of the graphical tech-
niques, but they can yield different conclusions than the graphics, suggesting as
a consequence to invest some more efforts. In most of the cases, it has to be
highlighted that the reasons of discrepancies lie in wrong assumptions (NIST,
2012).

The majority of the quantitative techniques are subdivided into:

1. Interval estimation

In statistics, it is a common practice to estimate a parameter from a data set or
from a sample of data. However, the most accurate parameters, for example, the
“mean,” can be derived only over the entire population. Due to the complexity,
unavailability or time issues of considering all the population data, a good common
practice is to rely on the sample data by defining what is normally called the
“estimation,” for our example, of the mean. The interval estimation adds to the
uncertainty linked to this estimation by adding an upper and lower limit to the
possible values of the parameter approximated. A comparison in the business world
appears as follows:
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– Let’s assume we use a sample data for a specific SKU of 36 periods. This is not
the entire population data, but only those available for our estimation of the
parameters. Secondly, let’s assume we want to extrapolate the “mean” of the
data and consequently forecast the next period with a moving average algorithm.

– Due to the fact that both mean and forecast are estimated from the sample, their
estimation will be surrounded by upper and lower limits.

2. Hypothesis testing

Hypothesis tests also address the uncertainty of the sample estimate. However,
instead of providing an interval, a hypothesis test attempts to refuse a specific claim
about a population parameter based on the sample data. For example, the
hypothesis might be one of the following:

• The population mean is equal to 100.
• The population standard deviation is equal to 2.5.
• The means from two populations are equal.
• The standard deviations from 10 populations are equal.

In our case, we will focus our attention on population where the data are nor-
mally distributed.

To reject a hypothesis means making the conclusion that it is false. However, to
accept a hypothesis does not mean that it is true, only that we do not have enough
evidence to believe otherwise. Thus, hypothesis tests are usually stated in terms of
both a condition that is doubted (null hypothesis) and a condition that is believed
(alternative hypothesis).

A common format for a hypothesis test is:

H0: A statement of the null hypothesis: for example, a population is normally
distributed

Ha: A statement of the alternative hypothesis: for example, a population is not
normally distributed

Test statistic: The test statistic is based on the specific hypothesis test
Significance
level:

The significance level, a, defines the sensitivity of the test. A value of
a = 0.05 means that we inadvertently reject the null hypothesis 5% of the
time when it is in fact true. This is also called the type I error. The choice of a
is arbitrary, although in practice values of 0.1, 0.05 and 0.01 are commonly
used
The probability of rejecting the null hypothesis, when it is in fact false, is
called the power of the test and is denoted by 1 − b. Its complement, the
probability of accepting the null hypothesis when the alternative hypothesis
is, in fact, true (type II error), is called b and can only be computed for a
specific alternative hypothesis

Critical
region:

The critical region encompasses those values of the test statistics that lead to
a rejection of the null hypothesis. Based on the distribution of the test statistic
and the significance level, a cut-off value for the test statistic is computed.
Values either above or below or both (depending on the direction of the test)
this cut-off define the critical region
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Consequently, we can realize how the analysis of variance method, ANOVA, is
actually an hypothesis test!

It is important to distinguish between statistical significance and practical sig-
nificance. Statistical significance simply means that we reject the null hypothesis.
The ability of the test to detect differences that lead to rejection of the null
hypothesis depends on the sample size. For example, for a particularly large sample,
the test may reject the null hypothesis that the population is normally distributed.
However, in practice the difference between normality and non-normality may be
relatively small to the point of having no real engineering significance. Similarly, if
the sample size is small, a difference that is large in engineering terms may not lead
to rejection of the null hypothesis. The practitioner should not just blindly apply the
tests, but should combine engineering judgment with statistical analysis (NIST,
2012).

This is the reason why, it is always advisable, to collect as much data as possible;
in our case, it could be historical sales data, paying attention at the goodness of the
data collected. The engineering judgment can be easily transposed to the “external”
or the “market” judgments that a company possess internally. Once again, the
combination of first level statistics and qualitative inputs reveals itself as a key
success factor!

Before moving in detail to the next step, as a conclusion for this introduction we
report in Fig. 4.51 the list of the quantitative automated and qualitative–visual
techniques that will help us to understand data distribution and normality
assumptions.

Fig. 4.51 Understanding data series—steps
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Skewness

The next step of the process will then go into the matter of understanding the
data distributions and the general behavior of each data set in order to assess the
most suitable techniques for the future steps of the forecasting process.

The first recommended action for this field of the analysis is the skewness
indicator:

– From data standpoint, the skewness is a measure of the asymmetry of the
probability distribution of a random variable around its mean.

– From a business point of view, skewness means trying to assess if the data
considered are symmetric and consequently assess if half of the data are plotted
below the mean and the other half above the mean. Is the sales/demand of our
SKU condensed around its mean? Are there many zero points that trigger the
fact that the data are focusing in the sector below the mean? Are we having
exceptional sales leading the data to be much higher than the mean?

The skewness analysis leads to the calculation of the skew index. It can be
positive, negative or zero:

– If it is zero, the distribution is symmetric.
– If it is less than zero, the tail on the left side is longer or fatter than the right side.
– If it is greater than zero, vice versa.

The skew index is calculated as follows, where n is the sample size and s the
standard deviation:

a ¼
P

Xi � X
� �3

n � s3

Figure 4.52 displays how typically we could benefit from a graphical analysis of
the kurtosis. In the upper side of the visualization, the graphic shows how the tail on
the right side appears longer or fatter than the left side. Consequently, the skew
index suggests that it is highly improbable to expect a normal distribution out of
this SKU and it highlights how the mass of the data is concentrated on the left part
of the figure, with values lower than the mean.

On the contrary, on the lower side of the figure, we have an extreme
right-skewed distribution where the majority of the data are higher than the mean.
Its skew index will result in being greater than zero.

4.3.1 SAP Use Case: Skewness

From Fig. 4.53, we see the typical skewness template where we are able to dif-
ferentiate the behavior of the data and classify them into specific clusters:
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– NSH: High Negative Skewness
– NSM: Medium Negative Skewness
– SYM: Symmetric
– PSM: Medium Positive Skewness
– PSH: High Positive Skewness.

For each SKU, the key figure indicates the actual value of the skew index. For
example, for the SKU 44005004 the index accounts for 1.0447: maybe a seasonal
product?

Fig. 4.52 Left- and right-skewed distribution
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Kurtosis

The second step toward understanding the behavior of the data will be to check
for the data kurtosis in order to have a first insight if the data may follow or not a
normal distribution.

The kurtosis formula is the following, where n indicates the sample size and
s the standard deviation of the sample:

k ¼
P

Xi � X
� �4

n � s4

– If k is equal to 3, the distribution is similar to a normal one and it is said
mesokurtic.

– If k is greater than 3, the distribution is more dispersed than a normal one and it
is said leptokurtic.

– If k is lower than 3, the distribution is less dispersed than a normal one and it is
called platykurtic.

In Fig. 4.54, it is possible to distinguish more or less dispersed distributions
keeping as an indicator the kurtosis index equals to 3. For example, the green bell is
less dispersed than a normal distribution suggesting that the great majority of the
data are centered on the mean, and consequently, their variations might be very low.
On the contrary, for the violet bell, the dispersion of the data is much higher,
leading to the consideration that there might be quite a lot of fluctuations in the data
points.

Fig. 4.53 SAP IBP skewness table
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From a practical point of view, a practitioner can derive from this index whether
the sales/demand of a SKU or of a cluster of SKUs that share a similar kurtosis
index is immediately dispersed from its mean or if there are a lot of data whose
values make them going far away from the central mean value.

For example, a normal dispersed distribution could indicate a stable
sales/demand product with a trend or inner cyclicality. A less than a normal dis-
persed distribution suggests a stable product where probably the sales/demand
throughout the period is so steady that even by applying a simple average fore-
casting model, an optimal forecast accuracy could be reached.

A bit trickier is the scenario where the data are more dispersed than in a normal
distribution. Those type of data could have a high variability, very seasonal or not
stable at all. Flashy, lumpy, intermittent or erratic products would definitely fall in
this category.

4.3.2 SAP Use Case: Kurtosis

Figure 4.55 suggests, as an instance, a first SKU with an index greater than 5 which
implies a distribution more dispersed than a normal one. As a result, the majority of
the data seems to have completely different sales/demands very distant from the
mean.

Fig. 4.54 Normal distribution variances applied to the kurtosis index
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4.4 Checking Normality Assumption

Figure 4.56 displays how it is possible to leverage skewness and kurtosis to derive
our new outputs for the process. As it is possible to see, for the normality inspection
we need to provide the right inputs: The SKUs that will have to undergo the
inspection are most likely the stable and seasonal and the stable and seasonal
trendy. Up to now, considering the focus of our digression on the seasonal products,
we will only go further for this specific segments; however, with the right
assumptions and logic, the same approach could be conducted for all the portfolio
clusters defined so far.

Once the clusters have been identified, the products will be inspected by the
skewness and kurtosis tests. Based on a specific condition, the outputs will be two
distinguished categories:

– If the skewness index “a” is comprised between −0.5 and 0.5 and the kurtosis
index “k” is lower than 3, the SKU can be considered as if it follows a normal
distribution.

– Otherwise, if the skewness index “a” is inferior to −0.5 or greater than 0.5, and
the kurtosis index “k” greater than 3, the SKU can be stated as not following the
normal distribution.

Fig. 4.55 SAP IBP kurtosis analysis
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The reasoning behind it is associated with the meaning of the very techniques.
Allowing the data to be comprised near the 0, for the “a” index, and around or
inferior to the value 3 for the “k” may suggest normality, while for all the conditions
we will refuse the normality assumption.

4.4.1 SAP Use Case: Normality Assumption Conditions

The results of the normality filtering conditions and settings are visualized in
Fig. 4.57. Next to the previous categories, we had been able to identify in the
previous stages, and we can add the normality assumption key figure where the
results of this specific check are stored. As we may see from the visualization not all
the seasonal or seasonal trendy SKU are marked as “normal,” consequently for
those, the detection and correction technique will be adapted considering the nor-
mality assumption.

Moving forward and as it happened already for the previous phases of the
process, we were able to combine, complement or juxtapose to the more quanti-
tative techniques also a series of visual and qualitative techniques that may come in
help to the practitioners to solve issues and diving into the investigation mode.

The input for the qualitative checking is the new matrix defined by the normality
and non-normality clusters. The output will be a more solid and robust clustering
that will be at the basis of the coming process steps. See Fig. 4.58.

Fig. 4.57 SAP IBP normal versus not-normal SKUs
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Box plot

The visual inspection makes the use of three combined techniques to assess the
actual distribution of the data and then take advantage of the results to tailor suite
the best clusters and techniques for the further steps of the process.

The first technique is the box plot. Box plots are an excellent tool for conveying
positioning and variation information in data sets, particularly for detecting and
illustrating positioning and variation changes between different groups of data.

A box plot requires to:

• Calculate the median and the quartiles (the lower quartile is the 25th percentile
and the upper quartile is the 75th percentile).

• Plot a symbol at the median and draw a box between the lower and upper
quartiles; this box represents the middle 50% of the data which is considered the
“body” or the “bulk” of the data.

• Draw a line from the lower quartile to the minimum point and another line from
the upper quartile to the maximum point. Typically, a symbol is drawn at these
minimum and maximum points, although this is optional.

With the objective of identifying the data distribution, the box plot can help
understanding where the majority of the data fits on a schema delimited by an upper
limit (MAX) and a lower limit (MIN).

For example, if the majority of the data fall in the middle of the box plot, we
could start assuming a normal distribution or an Erlang distribution; if they fall in
the lower part of the graph, we could assume instead an exponential distribution.

When we are not certain of where the data exactly fit in the box plot, the
lognormal transformation is recommended to double check if the data may be
normal or exponential distributed.

Fig. 4.58 Checking normality assumption—qualitative procedure
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It has to be reminded that a box plot is a graphical tool that needs to be coupled
with a probability chart in order to suggest with more accuracy the type of
distribution.

4.4.2 SAP Use Case: Box Plot

Figure 4.59 underlines, on the left, as the majority of the data are distributed on the
lower part of the box plot. It gives us the idea of an exponential distribution or at
least a distribution where the bulk of the data have values lower than the mean.
However, it is certain that the data cannot respect the normality assumption. While,
on the right, the normality assumption may be accepted in a first rough analysis.

Consequently, based on this graphical representation the practitioner could
confirm or refuse the previous clusters or get a clearer picture.

Probability chart

As a second step, a probability chart is run. A probability chart allows to plot
experimental points. In the X-axis, there are the values of the variable in question,
and in the Y-axis, the probabilities are plotted. These charts are built in a way in
which the cumulative probability is a straight line. For example, if the data lie as a
line, it means that the data follow the normal distribution assumed.

Probability charts exist for normal, Weibull, lognormal and exponential
distributions.

The data are sorted in ascendant order from 1 to n, and every point is associated
with a probability. Furthermore, there are many different methods to calculate the
probability. Below some examples:

White method for probability definition:

F xj
� � ¼ j� 3=8

nþ 0:25

Medium range for probability definition:

F xj
� � ¼ j� 0:3

nþ 0:4

It is common to run a probability plot as a following step for detecting normality.
The data are plotted against a theoretical distribution in such a way that the points
should form approximately a straight line. Any departures from the straight line
indicate departures from the specific distribution. To come back to our example, the
distribution we assume is the normal one.

Figure 4.60 indicates the specific patterns for four different distributions. For
example, the normal distribution is expected when a straight line is plotted; the
other patterns are reported below.
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4.4.3 SAP Use Case: Probability Chart

Figure 4.61 represents the probability chart of two specific SKUs taken from the
portfolio of the data available. The first SKU plotted on the left seems to suggest an
exponential behavior as the majority of the data concentrates near the value 0.
While, the SKU on the right has a much more stable probability chart whose
approximation can be considered as straight as the trend line. Consequently, a
normal behavior may be assumed by this SKU.

Histogram analysis

To complete the assessment of a distribution, the histogram analysis is con-
ducted. A histogram analysis is a graphical representation of the distribution of
numerical data. It is composed of the following steps:

• Bin the range of values.
• Divide the entire range of the historical values into a series of intervals.
• Count how many historical data fit into each interval.
• Plot the historical sales frequency for each interval.

Figure 4.62 illustrates in the same visualization the most common frequency
histograms per type of distributions.

For example, the normal distribution is expected when the data form a sort of
bell shape. The Erlang one slightly deviates from the typical straight line. The
exponential distribution is typically represented when the highest bar plot in the left

Fig. 4.60 Probability charts versus types of distributions
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side of the graph. Eventually, the uniform distribution reveals itself when almost all
the bars have the same height throughout all the ranges.

For a planner, it means, for instance, that a uniform distribution can be expected
for a stable product with very low variability, and an exponential distribution may
be caused by a new product introduction or a flashy one, or intermittent one. The
normal distribution as well as the Erlang can lead to very stable product
sales/demand where some minor fluctuations may happen.

Eventually, it is crucial to recognize when a data set differs from a normal
distribution, for the reasons explained above. This might have a great impact on the
coming steps.

4.4.4 SAP Use Case: Histogram Analysis

In Fig. 4.63, it is illustrated an example from the SAP IBP system of the frequency
histogram. By selecting the chosen SKU, it is then possible to visually analyze the
frequency of each sales range. The SKU on the right suggests an exponential
distribution, while the one on the right may lead to the normality conclusion.

It is important to remark how, in reality, it is almost impossible to experience an
exact behavior of the data as in the theory. Consequently, we should not expect an
exact match with the literature graphs, but rather make use of the concepts learnt
and develop self-reasoning for interpretation.

Fig. 4.62 Frequency histogram versus types of distributions
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Checking visually the normality assumption

As a final step, the ideal procedure requires the combination of all the inputs
explained so far and makes use of them to take the most effective decisions. In
regard to the visual and qualitative techniques, a compound analysis is described
below. It should reinforce or validate or even reshuffle the assumptions made on the
previous steps, and let the user autonomously proceed with the best knowledge in
mind of his/her portfolio.

For example, Fig. 4.64 shows the ideal graphical representations for the normal
distribution. When facing a combination of graphs as the ones below, the practi-
tioner can state the validity of the normality assumption based on the theory
explained above. The three graphs comply with each other.

Figure 4.65 shows the ideal graphical representations for the exponential dis-
tribution. Once again, the user can confirm how the majority of the data analyzed
for the specific SKU converge near the value of 0. In all the graphs, the majority of
the distribution value points, or the frequency of the points of sales, or the second
and third quartile are concentrated on the left.

Figure 4.66 shows the ideal graphical representations for the uniform distribu-
tion. This type of distribution suggests an almost constant and low variable fre-
quency of sales data points for all the sorted sales ranges. The three graphs
juxtaposed below show how all the data are equally present among the quartiles,
ranges or data points.

The final Fig. 4.67 shows the ideal graphical representations for the Erlang
distribution. As we can see, it is quite similar to the normal distribution. Consid-
ering the demand planning and statistical forecasting purposed, it is reported only
for complementary purposes; however, from a user perspective, it does not
necessitate a different approach compared to the ones used for the normal dis-
tributed data.

Knowing in which quartile the data fits or their frequencies in specific ranges as
well as a plotted distribution will help when manual interventions and key decision
points will be required in the detection and correction phase of the outliers.

As a conclusion of this phase of the process, we report the typical waterfall chart
where we depict the added value steps for understanding the data and checking the
normal distribution assumption. As accustomed to, the business role, the recur-
rence, the automation and the business scope are also indicated (Fig. 4.68).

4.4.5 SAP Use Case: Visual Control of Normality Assumption

As we can see from Fig. 4.69, the end user can select in a specified template the
particular SKU where he would like to shed some further light. In the example
above, by plotting next to each other the three graphical solutions we can agree on
the validation and confirmation of the normality assumption.
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The upper side of the visualization manifests an exponential distribution, while
the lower part a normal one.

As a result, we will proceed with that SKU analyzed clustered as “normally
distributed.”

4.5 Outlier Detection for Seasonal Products

Whether or not a data point in a given sample should be considered as an outlier
depends on the underlying distribution model. Most of the samples are assumed
normally distributed. Others have studied outliers in the class of exponential dis-
tributions (Mittnik, Rachev, & Samorodnitsky, 2001).

In specific, to clarify how the users should approach the field of outlier detection,
there will be a set of techniques exclusively reserved for the normal distributed
SKUs and a separate group of tests available for all types of distributed data.

Before going into the details and facets of this process step, Fig. 4.70 lists the
most suitable techniques available for detecting outlying points. As it is possible to
notice from the visualization, the variance test and the interquartile test are marked
with the SAP IBP logo; this is the mark to differentiate the current techniques
available as standard functionalities and the other techniques that have been con-
figured on purpose to enhance the goodness and the reliability of the detection
process.

The new configured techniques are the ones listed below:

– Grubbs’ test
– Thompson’s test

Fig. 4.70 Outlier detection techniques
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– Gaussian test
– Z method
– 3r modified method.

Before going in greater detail, let us specify the two clusters defined for the
outlier detection techniques. As it has been discussed before, the reliability of the
normality assumption has an impact on the outlier technique to be used for a
specific product. As a consequence, at this point of time of the custom process, we
use two specific categories out of our initial vast portfolio:

1. Non-normal distributed data
2. Normal distributed data.

Based on those two categories, we can assign the most adept outlier techniques:

1. Thompson’s test
2. Grubbs’ test, Z method, 3r modified method, Gaussian method and the other

two methods available in the standard functionality.

It is of paramount relevance to assign to each of the two clusters only the viable
outlier detection models.

Figure 4.71 illustrates the splitting concept.

Fig. 4.71 Outlier detection—normality versus not-normality clusters
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Keeping in mind the utilization mode of each the techniques, let’s now delve
into the detection technicalities and functionalities.

Grubbs’ test

The Grubbs’ test is used to detect a single outlier in a univariate data set that is
supposed to follow a normal distribution (NIST, 2012). This test uses rations of two
sums of squares (Gunst et al., 2003) (Report of statistics of the statistical engi-
neering division, 2004). Grubbs’ test is also known as the maximum normed
residual test.

This test allows to identify the maximum or the minimum value as an outlier.
Grubbs’ test should not be used without a plot of data or a visual inspection.
Besides, a small significance level should be used for this test, for example, 0.01.

The way in which the test has been thought and configured is really close to a
similar test called generalized extreme studentized deviate (ESD) test. We will not
dive into its technicalities, but it is important to ponder over the usefulness of the
adjustments applied: The modified Grubbs’ technique overcomes the limitations of
a simple Grubbs’ test, because it is no more required to specify the number of
outliers expected, but it is needed only an upper bound for the suspected number of
exceptions.

Given an upper bound, “r”, the modified Grubbs’ test essentially performs
r separate tests. Essentially, it means that a test is run for one outlier, a second test
for two outliers and so on. Considering our data set of 48 periods, the maximum
number of testing runs could be, in a really large extend, assigned to 48.

The enhancement in relation to our detecting purposes is quite obvious, as we
are now capable of detecting the overall number of outlying points in a data set. The
test is very accurate for more than 25 data and simply accurate for 15 data. Con-
sidering our 48 months of sales history, the outcomes out of the test will result very
accurate.

The preferable configured way to make use of the Grubbs’ test is to state as an
outlier the data points whose G statistics are higher than the G critical value. In this
specific refactoring solution, the G statistic is built using an absolute value in order
to detect at the same time the upper and lower outliers in the data.

4.5.1 SAP Use Case: Grubbs’ Test

Figure 4.72 is quite straightforward as the months that are highlighted in red are the
ones identified as outliers. The critical G value has been calculated with its specific
formula, and then for each month, the G statistic has been compared with the
critical G value, where the G statistic was greater than the critical value, and an
outlier is detected and colored in red.

In the Excel user interface, we juxtapose a bar chart with a scatter plot. If we take
as an example the SKU that appear in the “select product to plot” field, we
immediately see that the sales/demand of the month 19 is considered abnormal from
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a data perspective. The scatter plot, employed for its ease in the interpretation,
confirms the corresponding peak of the month.

Moreover, Fig. 4.72 indicates per each product the historical sales, whose data
are used for the detection of the outliers and the corrected history whose meaning
will be discussed later during the chapter. Graphically, and red marked, October
2014 is identified as the first outlying month.

Concluding, the Grubbs’ method is thought to be a fundamental mathematical
test for detecting outliers as its statistical background combined with its intuitive
visualization allow for a practitioner to easily recognize the outlying points without
extra manipulation of the data or subjective touches during the run of the test.

Thompson’s test

Thompson Tau method is similar to Grubbs’ test; however, it must be used for
non-normally distributed data as it does not rely on the normality assumption.

The Thompson statistic is built on the s value:

s ¼ t � n� 1ð Þ
ffiffiffi
n

p � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n� 2þ t2

p

The Thompson statistic critical value is built by multiplying the standard devi-
ation with the calculated or tabulated s; according to the number of data in the set,
the s assumes a specific value of reference that can be used as the multiplier of the
Thompson statistic formula.

The Thompson critical value is then compared to the absolute difference of each
data point with the average of the entire data set. The hypothesis for outliers is
rejected if each month statistic is lower than the critical value; otherwise if a month
statistic overcomes the threshold defined by the test, the outlier hypothesis is
accepted, and as a consequence, an outlier is defined.

4.5.2 SAP Use Case: Thompson’s Test

As per described in the previous test, Fig. 4.73 is the graphical and technical
representation of the Thompson test. The structure of the worksheet is the usual
one, with a histogram chart and a scatter plot. The red marked bar and record are
considered outlying in sales/demand. If we take as an example the product selected
in the field “select product the plot,” we can graphically see the peak in red.

The Gaussian method

Proceeding with the available outlier techniques, the Gaussian method is fre-
quently used in statistical analysis and it can be transposed for outlier detection
scopes. The Gaussian method is quite reasonable if the data are symmetric and
mound shaped. Some of the tests seen before, such as the skewness and kurtosis,
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provide some help with the understanding of the data plotting and mapping,
allowing to understand if it is reasonable or not to apply the following method.

The method is based on the concept of residuals. The deduction of each data
point to the average of the data set considered represents one of the viable solutions
to obtain a list of residuals. The residuals, in simple words and in relation to this
case, indicate how much deviations there are from each data point to the fitting
model: in this case the average.

Once we have the residual data, it is possible to calculate the average and the
standard deviations. As a second step, the upper limit and lower limit are identified
by inserting a multiplicative value to the standard deviations of the residuals and
adding to this component the average of the residuals. The method will assess as
outliers all the residuals points that fall beyond the mentioned upper or lower limits,
generally identified as 2 or 3 times the standard deviation.

The example taken from Fig. 4.74 illustrates the historical periods in the X-axis
and the residuals calculated with the average fitting model on the Y-axis. The upper
limit is indicated with the orange line, and it is based on the 2 sigma calculation. As
it is clear from the visualization, the data points that are above the upper limit are
considered as outlying ones. Consequently, if the residual for the period 45 is
outlying, it means that the sales/demand of the period 45 has been abnormal as well.

Another possible viable solution to investigate the presence of outliers in a data
set is to make use of the regression techniques to acquire the residual list. The logic
would be to fit a model of the desired form to the data and then examine the
residuals while looking for the points that are poorly predicted by the model
(Watson et al., 1991).

Consequently, instead of using the simple “average” model to earn the residuals
we can leverage more sophisticated algorithms for the same purpose.

A reminder here is crucial: at the core of the regression, the Gaussian method
and of the residual analysis lies the normality assumption! The residuals must be
normally distributed, but at the same time the data on which the regressive tech-
nique or the Gaussian method is to be applied have to be normal distributed. In

Fig. 4.74 Residual plot for outlier detection
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addition, the variance within the data set needs to be as stable as possible or,
homogenous, as per statistical slang.

A viable way to test if the residuals are normally distributed or not would be to
reproduce the normality checks and techniques discussed in the previous sections
and get a validation of the assumption.

It is recommended to plot the residuals in a scatter plot versus the corresponding
predicted responses. Outliers generally occur as points far above or below the bulk
of the plotted residuals. Other possible techniques include plotting the residuals in
box plots and normal quantile–quantile plots.

Let us digress on the usefulness and at the same time on the side effects of a
regression analysis for outlier detection. A regression model is a technique that aims
at defining the best backward or onward model to fit your data. For example, the
model can be a linear one, the so-called model to the power of one, meaning that
your data set will be approximated on the basis of a straight line. Or, it could be a
multiple linear regression model, for example, a model to the power of two, where
the data will try to be approximated by a parabola.

The goodness of the fitting model is commonly expressed by the so-called
correlation index. The reasoning is very straightforward. The index can assume
values from 0 to 1. The closer the correlation index to 1 the better the estimation of
the model, the closer to 0 the poorer the accuracy.

As an example, Fig. 4.75 illustrates the working principle of the regression. The
black straight line in the graph represents the fitting model. The equation of the
model suggested is displayed on the right-hand side. The correlation index is
marked in bold, underlying a medium accuracy estimation. The blue dots are the
sales points.

It is a common practice to start regressing the data from the simplest regressive
model to the higher in power models in order to get the “famous” correlation index
closer to 1. However, this practice can be misleading and it is not recommended on
a large scale, since increasing to the highest power the fitting regression model

Fig. 4.75 Example of regression analysis to the power of one
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could simply lead to a model where the estimated curve simply unites all the data
dots, without leaving the space for any kind of data approximation! When it comes
to these particular situations, one major error is at the basis of the whole exercise:
The normality assumption has not been verified!

The second option, as much valid as the previous one, attributes the poor
approximation performances to the high degree of variability of the data.

The demonstration of the issue identified above is reported in Fig. 4.76. It is
structure as the previous visualization; however, we can detect how the fitting
model got more sophisticated: to the power of six. We can notice as well, how we
tried to make a 4-month projection in the future with the fitting model: The
increasing foreseen trend is displayed by the black curve from periods 58 to 62.

It is essential to notice the following: Due to the highest level of variability in the
data, even with an increase in the power of the test, the correlation index stayed
almost unvaried (from 0.56 to 0.59). As a conclusion, the regressive effort to
expand the power of the model does not justify the enhancements in the outcomes.

Eventually, it has to be stated, how for highly typical seasonal products the
behavior of a sine or cosine function could normally approximate with good results
the behavior of the data.

Therefore, considering that per year we have 12 periods, we need to translate the
number of periods in radians since the sinusoidal functions make use of the radian.
Knowing that the round angle is 360°, if we divide the angle by the number of
periods, we obtain the value of 30°. We can then calculate the sine or the cosine
function of the radian with a frequency of 30° and as many times as per the time
periods, remembering that the sine function is more appropriate for the summer
seasonality, while the winter peaks are more suitable for the cosine function.

Fig. 4.76 MLR analysis
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Figure 4.77 illustrates how the fitting model matches almost exactly, the sea-
sonal behavior of the data. In fact, the blue bars are the historical sales while the
black line is the cosine sinusoidal estimating model.

Residuals out of these regressive techniques will have to be tested for normality
and then plotted.

4.5.3 SAP Use Case: Gaussian Method

In Fig. 4.78, we are able to detect the outlying points based on the residuals
calculated. The key figure that stores the absolute difference between the sales point
and the overall average of the data set is then displayed in both the histogram and
scatter plot. By setting the outlier threshold to a limit of twice the standard devi-
ations of the residuals, we are then able to detect and identify the outliers as the
points that overcome the upper limit.

The absolute difference between the sales and the average that relates to the
outlying data is marked as well in red in the template.

Z method

The Z method is a quite simplistic model that can be used for detection purposes.
The term “Z” stands for the standardized normal distribution. Once again, at the
basis of this test lies the assumption that the data have to follow the normality
assumption.

To standardize the normal distribution and consequently obtaining the Z values,
it is necessary the following formula:

Z ¼ ABS Xi � X
� �

r

where r stands for the standard distribution.
Eventually, the user will get as much as Z values as the number of time periods

considered. Each period will have its own Z value. The detection technique relies
then on the following principles:

– If we set Z = 2 as the highest limit, all the Z values superior to 2 will be
identified as outlying points.

– If we set Z = 3, the same concept applies.

As a concluding note, we must be very careful with the setting of the Z threshold
since it determines the robustness of the test, but also its restrictions. For example, a
Z value equal to 2 may lead to a certain number of outliers, while on the same data
set a Z value equal to 3 may lead to 0 outliers detected. The precision is paramount.
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4.5.4 SAP Use Case: Z Method

Also in Fig. 4.79, the outlying points are detected by the red bars. The functioning
of the method is as per described above with a Z value set to 2. We can spot
graphically that two out of the four outliers are due to low peaks, while the other
ones represent the highest peaks.

Modified 3r method

Another similar approach only used for normally distributed data is the 3r
modified method that allows to eliminate or keep the maximum value of a time
series. If the maximum value has a statistic lower than 0.1, it is considered an
outlier; otherwise, it is a point that has to be kept in the series.

Below the reasoning of the test:

y0 ¼ absolute value of
x0 � �x

s
a ¼ 1� F y0ð Þ
if n � a� 0:1 an outlier is detected

This test can be used only to detect single outliers, proving useful when a further
check is needed for a specific doubtful outlying point.

Besides, the most beneficial use for this test would be to associate it to the stable
and low variable SKUs. For such types of data distributions, an interquartile test
will only highlight the bulk of the data without letting result the highest point in
sales/demand. At the same time, a variance test will perform under its capabilities
since the overall inner variance of the data will be quite small.

Eventually, it is recommended for the practitioner to test the outlier presence
with the 3r modified method for the types of profiles above discussed.

4.5.5 SAP Use Case: 3 Sigma Modified

Figure 4.80 displays the results out of the 3 sigma modified method. Similar to the
other methods, the bar chart illustration is the same; however, the scatter plot
displays, in addition the only possible outlying points that can undergo investiga-
tion through the 3 sigma modified method.

Eventually, we must state that this method is much more restricted than the
others as it detects fewer outlying points. Consequently, it must be used in con-
junction with others.

Detection mechanism

As a conclusion for this part, the usual illustration that serves as a vehicle for
clarity and understanding is provided. It clearly identifies as an input the two
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relevant matrices and as a procedure the most appropriate detection techniques.
Once the outliers will be identified, we will be able to move to the correction phase.
See Fig. 4.81.

The group of detection techniques can be benchmarked one with the others or
could be checked simultaneously to validate a specific decision.

Each of this technique, independently on the normality assumption, is automated
in the end-to-end process. The demand planner should be the key player in the
detection technique for an exercise that has to be run monthly. Finally, the process
scope can vary from SKU to SKU or from cluster to cluster.

Let’s now see how the detection logic works within SAP IBP. The outlier
detection template is shown in Fig. 4.82. To simplify, the reasoning three different
SKUs are displayed in SAP IBP view. Those SKUs had been submitted to the
outlier detection process:

– The first one displayed in the visualization is categorized as “normal,” and
consequently, all the outlier detection techniques except the Thompson method
are available for the checking. As we can see from the picture, the Thompson
key figure is on purpose without records as it cannot be considered and lever-
aged for this particular SKU. On the contrary, all the other techniques will play a
key role. For each of the row of each SKU, a specific method is run. For
example, the row “ISOUTLIERGRUBB” reports the insights out of the Grubbs’
test. If for a specific month, the key figure accounts for 0 it means that none
outliers have been detected, while if it accounts for 1, that specific month is
considered as outlying. Eventually, for the first SKU analyzed and within the
time frame of the visualization none methods detected an outlier.

– Interestingly, the second SKU analyzed accounts for an outlier, but the ground
rules for his detection are different. This SKU is marked as non-normal

Fig. 4.81 Detecting outliers—procedure
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distributed; consequently, the only possible outlier technique to be leveraged is
the Thompson one, while all the others do not display any record. In addition,
on March 13 an outlier is detected and the ISOUTLIERTHOMPSON key fig-
ured turned to the value of 1. At the same time, also the historical sales for the
month of March 13 got highlighted in red.

– The third and final example comes back to a normal distributed SKU where for
the same month all of the different, available for the normality, outlier tech-
niques detected a bizarre sales/demand point. As it is possible to see, all the
Gaussian, Grubb and Z method turned to the value of 1 for the month of April
13. In such a situation, the fundamental role of the composite check key fig-
ure comes into significance. Basically, for each month, the composite check
turns to 0 if none of the available techniques detected an outlier or it turns to 1 if
at least one of the detecting solutions highlighted an extra sales/demand data.
October 2013 accounted also for an outlier and we can identify how the com-
posite check turned to 1 because the Z method detected one outlying points,
resulting in the historical sales month of October 2013 marked in red.

After having analyzed each SKU and detected all the possible outlying points, it
is time to move the final correction phase of the process.

4.5.6 SAP Use Case: The Benefit of Normality Assumption
in Outlier Detection

Figure 4.83 shows a comparison between an outlier detection method appropriate
for a normally distributed data (variance or Z method for example) and another one
suitable for a non-normally distributed data (Thompson’s test). Let’s see how they
differ.

The selected SKU is a non-normally distributed one, with a strong variability
due to a seasonal component in the demand. In the upper part of the visualization,
we report what may happen if we apply the wrong outlier detection technique to
this profile:

– We detect nine outlying points. Eight of those are marked in red in the bar chart,
while the one in period 14 cannot be noticed by the red mark since it has a too
small sales/demand.

On the contrary, with the adoption of Thompson’s technique, applicable for
non-normal data, the outlying points identified are only three:

– January 2013
– February 2014 and
– March 2015.

In at a glance, we perceive how the number of extra sales/demand points hugely
differs between the two products, demonstrating how the variance or the Z test

4.5 Outlier Detection for Seasonal Products 271



Fi
g
.
4.
83

SA
P
IB
P
no

rm
al
ity

as
su
m
pt
io
n
fo
r
ou

tli
er

de
te
ct
io
n

272 4 Custom Method to Forecast Seasonal Products



identifies some points that should not have been identified. Basically, due to the
high variance within the data, almost every time we have a low season peak or a
high season peak the test returns for a marked sales/demand data. The resulting
effect is an outlier test that tends to destroy the inner seasonality of the data itself,
while smoothing the highest peaks and lowest drops!

The visual result is illustrated with the right-hand side scatter plot of the cor-
rected history. For our purpose, on the top right scatter plot the correction of the
historical sales has been run with the average of the data excluding the outliers. As
we can see, the behavior of the data drastically changed.

On the contrary, by applying the correction technique that will be largely
explained in the coming chapter, the corrected history results in the scatter plot
positioned in the right bottom part. The season schema has not been transformed,
and the data schema still respected.

Let’s discover now what we think as a good-fitting correction technique.

4.6 Outlier Correction for Seasonal Products

The correction phase itself plays as much a crucial role as the detecting phase.
Based on our experience, correcting an outlying point has always been considered
one of the trickiest actions to undergo since there is no recommended way to do it
that could suitably apply to all the products in the portfolio. Consequently, the same
constraints, which we had to deal with during the detection process, also apply in
this phase where depending on the types of products, demand patterns and
sequences of zeros, a chosen solution may result to be more or less beneficial.

The methods available on SAP IBP to correct outliers are the following:

– Correction to mean (with and without outliers included)
– Correction with tolerance (excluding outliers) and
– Correction with median (with and without outliers included).

For example, if a practitioner is dealing with a stable product with a very limited
amount of internal variability, the above-listed correction techniques may all be
suitably applicable. Since there is no huge variability in that specific type of
sales/demand pattern, correcting the outlying points to the mean or the median will
allow a sort of stabilization and leveling of all the data set, guaranteeing
in well-performing future predictions.

However, when dealing with more variable types of sales/demand as the sea-
sonal ones or even the trendy–seasonal, the impact of a leveling correction tech-
nique may denaturalize the sales/demand pattern itself. Let’s imagine we use a
seasonal SKU where each winter we have three high peaks and each summer we
have three low peaks. If we detect those highs and lows as outlying sales/demand
data and correct them to the mean, the overall result will be a “new” SKU where
almost no season is present anymore. As a consequence, based on this corrected
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history, none of the forecasting models will be able to foresee the same seasonal
schema in the future!

This is the reason why, for the seasonal and seasonal trendy products, we came
up with a new available method that allows the practitioners to correct the outlying
point with the average sales/demand of its own season.

The detection concept, its configuration in SAP IBP and his graphical template
are reported in Fig. 4.84.

Let’s analyze in detail the configuration of the solution and the outcomes ana-
lyzing two products that serve as an example. The first product is a seasonal one,
not normally distributed, while the second one is categorized with an internal
variability and also not normally distributed. As a note, for the correcting phase, the
normality assumption does not play a crucial role, but it simply states which
detection techniques could have been used in the detection phase.

The structure of the SAP IBP configuration for each of the SKU is as follows:

– The period counter: It simply counts the number of periods (months) and reports
the numbering.

– Composite check: It reports the results out of the detection phase. Value of 1 for
an outlier is identified and 0 for no outliers.

– Periods to average for outlier correction: It states the number of periods that will
be used to average the sales/demand of each season.

– Periods per season (Heuristic Estimate): It reports the finding of the Moving
Average for Seasonality Identification where the length of the season could be
estimated for the first time.

– Markers for season average: It is 0 every time that the amount of the season
average amount of sales/demand to be used for the correction changes. It
changes to 1 for the periods in which the same average of the season
sales/demand has to be used for the detection.

– Season average: It calculates the average of the sales/demand of each season
based on the periods per season reported above.

– Average to use for outlier: It is a string that reports the average of the season that
has to be used depending on the month period.

– The corrected history reports than the values that have been changed and the
ones that stayed identical to the historical sales.

For example, the first SKU analyzed, it is a seasonal one with an outlier in
January 15 and another one on March 15. Thanks to the Moving Average for
Seasonality Identification, we identify as length of the season the value of 1.
Consequently, every 4 periods, the sales/demand is averaged. For example, the
average value of 27,593 that has to be used from December 2014 to March 2015 is
the average of September, October, November and December 2014. The string with
the values of the season averages gets then populated, and according to the month
positioning of the outlier, the respective average is picked for the correction.
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In January 2015, the season average to be used accounts for 33,531, and as a
result, the corrected value for January 2015 accounts as well for the same value.
March 2015 is included in the same season; consequently, it will be replaced by the
same average.

The reasoning is the same for all the seasonal and seasonal trendy products,
while for the other types of stable products the logic is a bit simplified since there is
no more need to track records of the season length and average. For those types of
products, the correction is done using the average of the entire data set, conve-
niently stored in the key figure “average to use for outlier.”

As an example, the second SKU falls into this case, since the outlying point
in February 2015 matches the value of 305, which is the average of the full data set.
Interestingly, for such product types, the periods to average for outlier correction
will always automatically be set to 48, the number of historical sales periods.

Once the outliers have been replaced, automatically, without changing the values
of the indexes, the forecasted value changes for the better as it approximates closer
to the actual values.

As concluding remark, we underline how the majority of the configuration
process for the outlier correction had been performed with the standard IBP
functionalities, except for the counting of the season lengths and the consequent
seasonal averages performed on local members.

4.6.1 SAP Use Case: Manually Checking Corrected History

Figure 4.85 illustrates the template for graphically checking the results out of the
outlier detection and correction. It plots on the graph the historical sales with a
yellow line and the corrected history with the gray histogram bars. We can
immediately see that month number 7 accounted for an outlier, and it has been
corrected to the average of its season, while the month 42 recorded an outlier as
well, but this time the correction happened with a much higher sales/demand record
since that specific season was much higher.

Thanks to the visual illustration, the user can also manually apply their own
changes when the correction phase seems to not respect the qualitative, graphical or
market insights the practitioners may have or may have gained during the process
run. This correction phase has to be considered as the moment in which all the
information and analysis outputs collected during the previous process steps can be
leveraged to better correct and adjust the time series to be forecasted. For example,
it could be a data insight from the previous scatter plot, or from the monthly
analysis of means (ANOM) or, as an additional and fundamental opinion, an
external information coming from the market.
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Ideally, the better the correction phase the easier, the more accurate and the less
time consuming will be the final forecasting process of the clustering!

4.7 Forecasting Seasonal Products

After understanding our data and correcting the outliers, we finally arrive at the last
stage of the process: forecasting!

As a reminder, in Chap. 3, we already introduced, explained and recommended,
the most suitable forecasting techniques when it comes to the seasonal filed. We
saw how the classical triple exponential smoothing or the more advanced SARIMA
method represents both accurate and viable solution. Furthermore, we presented the
concept of the Solver, a mathematical algorithm for nonlinear optimization that
could lead even to a further improvement in the forecast accuracy when forecasting
with the TES.

All these techniques are still valid; we will now see how they could fit at best in
the overall custom process, leading eventually to forecasts as much accurate as
possible.

4.7.1 SAP Use Case: Forecasting Seasonality

Figure 4.86 shows a custom illustration of the triple exponential smoothing fore-
casting technique. In the upper part of the visualization, the sales history of the
concerned seasonal SKU is plotted in gray, as well as the ex-post forecasting in
yellow and the future statistical forecasting in green. As we might see, on the top
right-hand side, we provided also a visual schema for the forecast accuracy: Cur-
rently, the MAPE accounts for 41.05% and complementary the accuracy for
54.88%.

On the bottom side of the picture, the statistical forecasting solution of the TES
has been applied to the corrected historical sales. We can notice from the scatter
plot how some crucial peaks and lows have been modified. The ex-post and the
statistical forecasts’ patterns changed, showing an accuracy of 59% and an
enhancement of 4%.

A further enhancement on the accuracy of the selected SKU is performed by the
SARIMA algorithm. As Fig. 4.87 depicts, the SARIMA model expects a quite
smoothened season for the coming year, while almost matching the 2016 seasonal
pattern. The overall accuracy reaches almost 81%.

As a conclusion, the SARIMA model and the triple exponential smoothing
represents the most viable solution for forecasting seasonal products.
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5Custom Method to Forecast
Intermittent Products

5.1 Custom Method for Intermittent Demand Forecasting
and Planning

A n-state Markovian analysis

Since intermittent demands are randomly distributed and have a large percentage
of zero values, the estimation of the demand distribution is particularly complicated.

As the method proposed by Croston, the suggested approach towards forecasting
states is to subdivide the main problem into sub-independent problems:

– Determine the probability of having a non-zero demand over a period of time t.
– Make a forecast on the timing of the non-zero demand.
– Determine a demand pattern.

In Fig. 5.1, a typical example of intermittent historical sales is shown. On the top
of the figure, we can notice how the intermittency pattern is quite marked, with
non-zero sales/demand in the first two months followed by a wait of six months
where sales/demand reappears. On the left side, the Boolean sales histogram
chart is displayed; every time the monthly sales/demand is greater than 0, and the
Boolean index switches to 1, while if the sales/demand accounts for 0, the Boolean
index turns to 0 as well. On the right-hand side, the non-zero sales histogram chart
is displayed; basically, the zero components have been removed from the data, so
that only the months with a real sales/demand are illustrated.

Besides, we can notice how for this example, even by removing the zero points,
the variability of the months with a sales/demand stays quite high. In the same
graph, the red dots represent the end of non-zero demand sequences.

If we decompose the problem, we might say that the crucial points to be
addressed are:
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1. Identify the probability that a specific month will incur in a sales in more than 0
units (Markovian analysis).

2. How to size at best the demand for the months that actually experience a
demand bigger than 0 units (SES).

The methodology we will describe below proposes to use Markov’s theory to
answer the first issue and the single exponential smoothing technique to size the
demand (Fig. 5.2).

The main goal is to provide the planners with the most effective information to
be able to take the right decision.

Let us elaborate on the process steps. Each module aims to determine the
parameters that will be used, in an integrated way, in the final module that deals
with demand forecasting. The detailed examination of each module and the single
partial objectives are listed below.

Fig. 5.1 Example of an intermittent demand series and the respective decomposition

Fig. 5.2 Custom forecasting
processes for intermittent
demand
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Step 1 Gather the historical data

To collect the right data from a huge portfolio is often a complex task. For our
purposes, the ideal data sets will be the intermittent ones, which mean looking for
the specific time series containing an alternating schema of zero and non-zero
points. To properly filter a portfolio in this direction, we refer to the reading of 4.1
and its related SAP IBP use case.

Step 2 Multiple state Markovian analysis

Taking into account the current data patterns, the Markovian analysis determines
two sets of prediction probabilities:

– The first one with the existence of a non-zero demand for the following period to
be forecasted, giving also the probability that this specific month will have a
sales/demand.

– The second one provides the probability of at least a non-zero demand in the
three following periods; it gives the planner the tool to measure the probability
of a long overstocking. The idea that lies behind this statement is related to the
impact of a non-correct forecast; taking in account the characteristics of
intermittent demand, an error in the forecast can lead to two possible
alternatives:

• The prediction is underestimated, and the best case is a zero forecast while
the actual value is non-zero.

• The prediction is overestimated, and the best case is a non-zero forecast
while the actual value is zero.

To smooth the impact of the former case, and also of the variability of non-zero
demand, a safety stock is usually adopted while the latter case often leads to
carry on inventory unneeded goods with additional cost due to extra throughput
time, extra space, etc.
A high value of the probability of at least a non-zero demand in the three
following periods indicates that the goods will not remain for a long time in
inventory and a forecast error will not have severe economic impacts.

Step 3 SES analysis

The single exponential smoothing is used to determine the size of the future
demand, taking in account the sales history of non-zero demand; it must also be
considered that planners could use any forecast method available on SAP. To refer
to the theory behind the model, click on Sect. 3.3.2.
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Step 4 Forecasting process

The aim of this module is to use all the previous inputs to suggest to the planner the
right quantity to be authorized, considering the 1-month and 3-month probabilities
of non-zero demand and the volumes of sales predicted by the SES analysis.

Concluding this introduction, Markov chains are powerful tools to model many
organizational processes, finding its applications, for example, in manufacturing
and inventory management. Applications of Markov chains and higher-order
Markov chain techniques are frequently used to make predictions about data
sequences; that is why transposing those concepts in the intermittent demand
forecasting is useful.

More specifically, predicting data sequences implies making a prediction based
on the “conditions” that a particular schema will assume in the future. In this case,
when we refer to the word “condition,” it mean a particular way data is expected to
behave. For example, to make it immediate, if the future month to be forecasted
(t + 1) is predicted with a very low probability of having a sales/demand, its
“condition” is 0. If the next month (t + 2), on the contrary, it is almost certain to
incur in a sales/demand, its “condition” will change and switch to 1.

It should now be clear why the n-order Markov chain models are appropriate to
guarantee an enhancement of the accuracy and effectiveness of the forecasting
procedure: the aptitude of the intermittent products of having two “conditions” the
0 sales/demands and the greater than 0 sales/demands, coupled with the lengths of
the respective 0 and higher than 0 sequences!

5.2 Predicting Probabilities of Zero/Non-zero Demand
with Markov Analysis

A discrete Markov process is a stochastic process, a sequence of events in which the
outcome at any stage (discrete time intervals) depends on some probability
(Häggström, 2002). Before disclosing the properties of a Markov chain, we will go
through a simple example to set the ground rules and knowledge requirements to
fully leverage the method itself.

Let’s imagine a scheme made up by a gambler who bets on the tossing of a coin.
As per shown in Fig. 5.3, there are two possible states assumed by the scheme:

– State 1 “win”
– State 0 “lose.”

In addition, within the scheme described, there are also two possible outcomes
that are:
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– Outcome 1 “correct prediction” or
– Outcome 0 “incorrect prediction.”

Given the simplicity of the scheme and assuming the coin is not rigged, the
probability of occurrence of either outcome is well known before hands. Both
outcomes have the same probability of happening:

– Probability of occurrence of Outcome 1 = 50%
– Probability of occurrence of Outcome 0 = 50%.

The meaning of the diagram in Fig. 5.3 is as follows:

– If the gambler has won the first bet (“win” state), he has a 50% probability of
winning again (“correct prediction” outcome) and a 50% probability of losing
(“incorrect prediction” outcome).

– The same if he has lost the last bet.

Let us describe then the scheme’s properties, keeping an eye on the example
above:

State Prediction correct Prediction incorrect

“Win” “Lose”50%

“Win” “Lose”50%

First Bet

Second Bet

Fig. 5.3 “Gambler” schema
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(a) The number of possible outcomes or states is finite. From our example, the
states are finite and they equal to 2, win or lose. At the same time, the outcomes
are finite as well, a correct prediction or an incorrect prediction.

(b) The outcome at any stage depends only on the outcome of the previous stage.
This means the outcomes depend on the current state in which the schema is.
Coming back to the gambler schema, when starting the second bet, we are in
the state “win,” since we had won the first bet and the new outcome, the one for
this second bet, depends on the previous one.

(c) The probabilities associated with each outcome are constant over time. From
our example, it is easy to notice and remember that the probability stays
constant at 50%.

Going two steps back and relating again to the intermittency topic, the meaning
of the outcome relates to:

– The value of the following month’s demand: 0 or higher than 0 and also how
much higher than 0 (the stochastic value)

– The state relates to the current month’s sales situation: 0 or non-zero
sales/demand (the actual condition of the schema).

Grouping the different probabilities in a matrix in which the rows describe the
initial state and the columns describe the final one—the so-called transition
matrix—indicates what is the probability of the gambler, who has won or lost the
last bet, to be the winner or loser after the following bet.

The state space diagram, previously illustrated, and the transition matrix fully
describe the behavior of the “gambler” schema. See Fig. 5.4.

State Prediction correct Prediction incorrect

“Win” “Lose”50%

Transition Matrix
States Win Lose
Win 50% 50%
Lose 50% 50%

Fig. 5.4 “Gambler”—state space diagram and transition matrix
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The “gambler” schema is very simple, and most of all in our case, the transition
matrix is known before hands; but in a real case, the transition matrix could not be
determined “a priori” and would have been calculated theoretically (if the under-
lying phenomenon could be described using probabilities, for instance in reality the
practitioner can use failure rates of simple components to define the probability of
failure of a complex schema) or empirically using the behavior of the schema in the
past.

To give a simple visual representation of how a Markov analysis works when the
transition matrix has to be empirically determined using the past outcomes, let’s
imagine the following example described in Fig. 5.5.

A man can move between two rooms. In each of those, there is a lottery box
containing white and black balls in different proportions. The proportions of the
different balls in the two rooms are unknown to the man.

At each interval of time, the man draws a ball from the lottery box of the room
where he is located, and he notes the color and puts back the ball in the lottery box.
In this way, the condition that the probabilities are consistent over time is respected.

Depending on the color of the drawn ball, the man decides whether to stay in the
room (black ball) or move to the other room (white ball).

After a sufficiently long time, by examining the sequence of states assumed by
the schema (rooms), it is possible to make an inference on the proportion of black
and white balls in both rooms (calculate the conditional probability) and then,
knowing in which state (room) the schema in t is, make a forecast about the next
state (room) in which the schema will be found in t + 1.

Room 0 Room 1

Fig. 5.5 A visual representation of a Markov schema
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The Markov chain represents the sequence of states assumed by the schema:

– 010000111100011100000101010111100001110

It can help giving an answer to the question: How many white and black balls
are in each raffle box?

Eventually, the typical contradistinctive structure of intermittent demand data,
which usually contains a significant proportion of zero values, with non-zero values
mixed in randomly, with quantities that may be highly variable, suggests the use of
n-order Markov chain models to obtain more accurate forecasts!

As it has been explained in the previous example concerning an “empirical”
transition matrix, we will gather the historical sales data and use them to calculate
the transition matrix of a product characterized by an intermittent demand.

Markov Process for Intermittent Demand

Let’s define a schema in which, given a specific product, the initial state is the
Boolean value of sales in the current month, the final state is the Boolean value of
sales in the following month, and the outcome is the existence of a non-zero
demand in the following month.

It is a two-state schema:

– We define that the schema is in “state 0” for all the months where the value of
sales is zero.

– The schema is in “state 1” for all the months where the value of sales is
non-zero.

The outcomes are given by the occurrence of a non-zero demand or of a zero
demand.

If we assume the demand of the given product can be described with a Markov
process, this implies that the state in which the schema will be in the period t + 1
(e.g., April 2018) depends exclusively on the state of the current period t (e.g., March
2018). The conditional probabilities have to remain consistent as well; in other, we
deduct that the demand behavior, but the quantity, does not depend on time.

The next step is to transform the sequence of historical sales into a Boolean
sequence in which the “0” corresponds to the absence of sales and the “1” corre-
sponds to the presence of a non-zero demand.

So, if the schema is in period t in the “state 0”—no sales—it remains in the same
state if in the interval t ! t + 1 no demand occurs; while it is transiting to the “state
1”—non-zero demand—if a non-zero demand occurs in the same time interval.

If the schema is in “state 1,” the opposite logic happens. That is, the schema
remains in “state 1” if there is a non-zero demand in the next period; otherwise, it
goes into “state 0” if no demand occurs (see Fig. 5.6).
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Taking up the simple example described in the previous paragraph, the occur-
rence of a non-zero demand is equivalent to drawing a white ball in room 0 and
drawing a black ball into room 1.

By analyzing the sequence of events that have elapsed until the generic period t
in the historical Boolean sequence of sales, it is possible to calculate the conditional
probabilities of transition from “state 0” and “state 1” to the possible final states;
and consequently, make use of these probabilities to make a forecast about which
state the schema will assume in future periods.

The algorithm to calculate these conditional probabilities can be explained by the
following steps:

Step 1 Counting the number of period in which the initial state is “0” or “1” (the
last period in the historical sequence has to be ignored because its final
state is unknown), the results are N(0) and N(1).

Step 2 For each initial state “0”, counting how many time the final state is “0”
or “1”, the results are N(0,0) and N(1,0).

Step 3 Repeat step to for initial state “1”, and the results are N(0,1) and N(1,1).
Step 4 Calculate the following ratio; N(0,0)/N(0), N(1,0)/N(0), N(0,1)/N(1), N

(1,1)/N(1).
Step 5 The transition matrix is given in Fig. 5.7.

Let’s assume, as an example, that we use as historical sales data, the numbers
displayed in the second row of Fig. 5.8. The demand pattern is clearly intermittent
as is deductible from the presence of zero and non-zero points. The Boolean sales

Transition Matrix
States 0 – “zero 

demand”
1 – “non-zero
demand”

0 – “zero demand” N(0,0)/N(0) N(1,0)/N(0)
1 – “non-zero 
demand”

N(0,1)/N(1) N(1,1)/N(1)

Fig. 5.7 Transition matrix for intermittent patterns

State Zero demand Non-Zero demand

0 1%?

Fig. 5.6 A two-state process of demand
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indicator, shown in the row number three, attributes the value 1 when the
sales/demand is superior to 0, while the value 0 when the sales/demand matches 0.

Consequently, by duplicating this row, we have the values for the initial state.
The further step would be to populate the outcomes row. Here, the reasoning is
quite simple:

– If the initial state month (t) accounts for 0 and the initial state next month (t + 1)
accounts also for 0 as, the outcomes will be populated with the value 0. Let’s
take as an example, April 2016 and May 2016. Since their initial states are both
1, the outcomes for the cell of April 2016 will result in 1.

– On the contrary, if for instance, we analyze May and June 2016, we see how
there is a change in the state from 1 to 0: Consequently, the outcomes of May
2016 will account for 0.

Eventually, by copying the outcomes values to the final state row, we are able to
reach the end of the processing. As a concluding note, the last two cells in the
bottom right side are grayed out, as per suggested by good practices.

To initiate the calculation for the conditional probabilities, we first need to count
our sequencing we obtained from Fig. 5.8.

The process is illustrated in the left table of Fig. 5.9. The states N(0) account for
11 wins since if we count the number of zeros in the final state row, we find the
number 11. The same reasoning applies for N(1).

Months

Historical sales
Boolean sales
Initial states
Outcomes
Final state

Fig. 5.8 Data to compute the conditional probabilities

States Win

N(0) 11

N(1) 12

N(0,0) 8

N(1,0) 3

N(0,1) 9

N(1,1) 3

Transition Matrix

States 0 1
0 72,7% 27,3%
1 25% 75%

Fig. 5.9 Process to compute the conditional probabilities
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Additionally, for N(0,0) we count, in the final state row, how many times a 0 final
state is followed by another 0. The same logic is for the other conditional counting.

Finally, we have all the information to populate the transition matrix
illustrated in the right-hand side of Fig. 5.8. If we want to calculate the conditional
probability for the state (0,0), the logic implies to divide the N(0,0) value, which
indicates how many times from an initial state of 0 the times series kept being on a
0 state also on the following month, with the overall number of zeros in the final
states’ row, N(0).

The conditional probability for the state (0,1) is complementary, while for the
second row of the transition matrix the same logic applies.

The transition matrix that has been calculated allows the practitioner to make a
forecast about the existence of a non-zero demand in April 2018.

The meaning of Fig. 5.10 is the following: Given that in March 2018 a non-zero
sales occurred, meaning that the schema is in “state 1,” there is a 75% probability that
in April 2018, a non-zero demand occurs and the schema will remain in “state 1.”

Using the same method that has been used for the transition matrix and, defining
the outcomes as “at least a non-zero demand in the following three months” or “no
demand in the following three months,” it is also possible to calculate, for each
initial state, the probability to have at least a period of non-zero demand in the given
time span. The result will be a matrix of probability in which for each initial state is
determined the probability to have “at least a non-zero demand in the following
three months” or “no demand in the following three months.”

This information is significant if the forecast for the following month fails and
instead of a zero value, a non-zero sales/demand is predicted; this case will lead the
planner to schedule the production of the product, and the final consequence is to
carry on too much inventory and unneeded goods that will cause additional costs.

In Fig. 5.11, it is explained how, since in April 2016 the initial state was “1”
and, in the following three months, there has been a non-zero demand, recorded in
May, followed by no demand in June and July, the outcome 3 months of April will
account for “1”. The logical path is also illustrated with a color code:

State Zero demand Non-zero demand

03.18
State 1

04.18
State 0

P=25%

04.18
State 1

P=75%

Fig. 5.10 Non-zero demand
forecasting
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– The green connections are the basics for the initial state.
– The light blue squares represent the reasoning for the outcomes 3 months value.

In May 2016, the initial state was “1”, but no demand occurs in June, July and
August, so the outcome 3 month of May was “0”. This logic is shown with the
black boxes.

The process described in the previous paragraph is based on the assumption that
the scheme is completely described only by two states. This implies exclusivity of
the occurrence of the demand in the current period and the fact that the trajectory
(that corresponds to the sequence of states) that brought the schema to its current
state is not considered.

Its advantage lies in simplicity, but its limitation is in the nature itself of the
intermittent demand data. Unfortunately, the concluding results are transition
matrices in which the probability of transition to “state 0” is overestimated.
However, to avoid this lack of accuracy, it is possible to describe the schema using
more than two states.

A state is a description, information, about the current condition of the schema; if
we need more accurate information, it is needed to record not only the Boolean
sales of the current period but also the ones of the previous periods. For instance,
May could be described not only by the Boolean sales of itself, but also by the
Boolean sales of past April, March, February and so on.

Let’s assume we consider the last two months in addition to the current one; in
Fig. 5.12, the process is explained.

If we consider June 2016, the initial state is “011” since no demand has occurred
in June, while in May and in April, a non-zero demand occurred. The logic to
populate the initial state Boolean has been exemplified with a color code in
Fig. 5.12:

– The first Boolean number of the month June 2016 is “0”: It refers to the
sales/demand of June itself, and it is light blue colored.

04.16 05.16 06.16 07.16 08.16 09.16 10.16 11.16 12.16

68 404 0 0 0 80 139 25 10

1 1 0 0 0 1 1 1 1

0 1 1 001 000 100 110 111 111

Months

Historical sales

Boolean sales

Initial states (Boolean)

Fig. 5.12 3-month initial states (binary)
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– The second Boolean number of the month June 2016 is “1”: It refers to the
sales/demand of May 2016, and it is dark blue colored.

– The third Boolean number of the month June 2016 is “1”: It refers to the
sales/demand of April, and it is green colored.

To populate all the other Boolean states for the following months, the same logic
needs to be applied.

To simplify the Boolean number associated with each state, while preserving the
information behind it, it is possible to consider the three-digit string made by “0”
and “1” as a binary number, and consequently, convert it in a decimal number.

It has to be remembered that a three-digit binary number will generate as a
maximum eight different states, defined between 0 and 7.

As shown in Fig. 5.13, the initial states’ Boolean row has been converted into
the initial states decimal row, by applying the three-digit string transformation. By
looking at the bottom of Fig. 5.13, we can see the corresponding digital number for
each of the eight Boolean strings.

For example, in September 2016, where the Boolean string was equal to “100”,
the corresponding decimal number will be “4”.

Figure 5.14 aims at describing the subsequent steps to reach the final state
decimal output. The upper part of the figure contains the overall overview from the
historical sales to the final state, which will then be used for the probability cal-
culations. The first highlight of the process is shown in the middle layer called
“initial state calculation”:

– Considering the previous three months sales/demand, we assign the Boolean
string and its converted decimal number.

Consequently, the final layer can be tackled, understanding the reasoning behind
the final outcome calculation:

– To populate the cell of the last row of the table, we need to consider the t + 1
sales/demand; for example, if we are aiming at inserting the final state for June
2016, we have to look at what happened in July 2016. In our case, July 2016
experienced a zero sales/demand. This is the first reason why the outcome of
June 2016 is set to zero as well.

Months

Historical sales

Boolean sales

Initial states (Boolean)

Initial states (Decimal)

000 001 010 011 100 101 110 111

0 1 2 3 4 5 6 7

Boolean

Decimal

Fig. 5.13 3-month initial states (decimal)

296 5 Custom Method to Forecast Intermittent Products



04
.1

6
05

.1
6

06
.1

6
07

.1
6

68
40

4
0

0
1

1
0

0

0
1
1

00
1

3
1

0
0

1
0

M
on

th
s

H
is

to
ri
ca

l s
al

es

B
oo

le
an

 s
al

es

In
iti

al
 s

ta
te

s 
(B

oo
le

an
)

In
iti

al
 s

ta
te

s 
(D

ec
im

al
)

O
ut

co
m

es

Fi
na

l s
ta

te
s 

(D
ec

im
al

) 

00
0

00
1

01
0

0
1
1

10
0

10
1

11
0

11
1

0
1

2
3

4
5

6
7

B
oo

le
an

D
ec

im
al

04
.1

6
05

.1
6

06
.1

6
07

.1
6

68
40

4
0

0
1

1
0

0
01

1
00

1
3

1

0
0

00
1

0

1

00
0

0
0
1

01
0

01
1

10
0

10
1

11
0

11
1

0
1

2
3

4
5

6
7

B
oo

le
an

D
ec

im
al

M
on

th
s

H
is

to
ri
ca

l s
al

es
B
oo

le
an

 s
al

es
In

iti
al

 s
ta

te
s 

(B
oo

le
an

)
In

iti
al

 s
ta

te
s 

(D
ec

im
al

)
O

ut
co

m
es

Fi
na

l s
ta

te
s 

(D
ec

im
al

) 

M
on

th
s

H
is

to
ri
ca

l s
al

es
B
oo

le
an

 s
al

es
In

iti
al

 s
ta

te
s 

(B
oo

le
an

)
In

iti
al

 s
ta

te
s 

(D
ec

im
al

)
O

ut
co

m
es

In
te

rm
ed

ia
te

 (
B
oo

le
an

)
Fi

na
l s

ta
te

s 
(D

ec
im

al
)

Overview Initial state 
calculation

Final state 
calculation

Fi
g
.
5.
14

3-
m
on

th
fi
na
l
st
at
es

(d
ec
im

al
)

5.2 Predicting Probabilities of Zero/Non-zero Demand … 297



– Successively, we need to recreate what has been called “intermediate (Boo-
lean),” by considering the t + 1 month (July), the t month (June itself) and the
t − 1 month (May). Since July accounted for a sales/demand equal to zero
(Boolean = “0”), June the same (Boolean =”0”), and May for a sales/demand of
404, (Boolean =”1”), the final string will be “001”. This result is displayed in the
green cell of its specific layer.

– Eventually, we go back checking the decimal number that corresponds to the
string “001”, and we attribute the decimal number “1” as per shown in green.

The same reasoning is for all the other periods.
Using the same procedure that has been explained in the two-state schema, by

considering the states defined by three months, the results will be a square transition
matrix 8 � 8.

Figure 5.15 requires some further explanation. First of all the rows of the table
describe the initial state and the columns describe the final one. The green area
represents an outcome equal “0” (zero demand) while the azure one represents the
outcome “1” (non-zero demand).

If we go to analyze the overview panel of Fig. 5.16, we clearly detect this
distinction:

– For the decimal numbers equal to 0, 1, 2 and 3, the outcome is always 0.

Months

Historical sales

Boolean sales

Initial states (Boolean)

Initial states (Decimal)

Outcomes

Final states (Decimal) 

O
ve

rv
ie

w

04.1
6

05.
16

06.
16

07.
16

08.
16

09.
16

10.
16

11.
16

12.
16

01.
17

02.
17

03.
17

04.
17

05.
17

06.
17

07.
17

08.
17

09.
17

10.
17

11.
17

12.
17

01.
18

02.
18

03.
18

68 404 0 0 0 80 139 25 10 100 270 70 0 110 0 0 0 0 0 0 0 348 100 150

1 1 0 0 0 1 1 1 1 1 1 1 0 1 0 0 0 0 0 0 0 1 1 1

011 001 000 100 110 111 111 111 111 111 011 101 010 001 000 000 000 000 000 100 110 111

3 1 0 4 6 7 7 7 7 7 3 5 2 1 0 0 0 0 0 4 6 7

0 0 1 1 1 1 1 1 1 0 1 0 0 0 0 0 0 0 0 1 1

1 0 4 6 7 7 7 7 7 3 5 2 1 0 0 0 0 0 0 4 6

Fig. 5.16 3-month states’ distinction

Transition Matrix
State 0 1 2 3 4 5 6 7

0 )0,4(P)0,0(P

1 )1,4(P)1,0(P

2 )2,5(P)2,1(P

3 )1,5(P)3,1(P

4 )4,6(P)4,2(P

5 )5,6(P)5,2(P

6 )6,7(P)6,3(P

7 )7,7(P)7,3(P

Fig. 5.15 3-month states, determining the transition matrix
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– For the decimal numbers equal to 4, 5, 6, and 7, the outcome is always 1.

Furthermore, it has to be underlined that since the transition from one state to
another is determined by the presence or absence of a non-zero demand in the
following period, not all the transitions between the states are allowed. For
example, if the current state is “2” (binary state = 010) the only admissible tran-
sitions are to state “5” (binary state = 101) if the following period has a non-zero
demand or to state “1” (binary state = 001) if the demand of the following period is
zero.

This is the reason why the transition matrix is populated only partially. The
probabilities displayed are those that can be numerically identified.

The P(j, i) displayed in the transition matrix are the probabilities that an initial
state “j” becomes a final state “i”, so that:

– If the final state “i” is in the green area, in the following period the demand will
be zero.

– If “i” is in the azure area, there will be a non-zero demand in the following
month.

Besides, using the same method that has been used for the transition matrix and,
defining the outcomes as “at least a non-zero demand in the following three
months” or “no demand in the following three months,” we can calculate for each
initial state the probability to have at least a period of non-zero demand in the given
time span.

The result will be a matrix of probability in which for each initial state is
determined the probability to have “at least a non-zero demand in the following
three months” or “no demand in the following three months.”

To face the problem of deciding for how long the information is needed, con-
sequently for how long it must be stored in the definition of the state, it is necessary
to consider that an information of length “n” gives origin to transition matrices in
which the total number of cells is (2n)2 and the number of cells containing a
probability is equal to 2(n + 1).

This concept implies that the number of available data must be at least such to
guarantee that all the 2n states are adequately represented.

On the other hand, the use of many data implies the fact of relating to periods
very distant from the current one. Old periods as well as the most recent ones are
equally taken into consideration. Besides, by a mathematical point of view, all data
have the same importance, the most recent as the older ones. Consequently, the
insights from the older time periods may likely condition the adequate represen-
tation of the current demand trend even if they denote a pattern that is too ancient,
so no longer valid as a model.

Furthermore, relying on the same principles and using the three-month out-
comes, the three-month matrices can be determined; their meaning is to record if at
least one non-zero demand period has occurred in the three months that followed
the reference period.
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For practical purposes, it is advisable to:

• consider periods equal to the lead time of the product
• use a length equals to 3 periods
• have at least 40 data to be able to determine the matrices with a time horizon of

1 period and 3 periods
• periodically update the database following the demand timeline and keeping the

sample size constant.

All in all, the results of this procedure are:

• a transition matrix that will allow the planner to make forecast for the following
periods

• a probability matrix that gives the planner an estimation of the time that the
unsold products will spend in inventory.

5.3 Sizing Non-zero Demand Predictions with Single
Exponential Smoothing

In defining the amplitude of the forecasted demand, the SES procedure has been
used, but the planner could use any other forecasting technique.

Single exponential smoothing (SES) is a technique in which historical periods
are weighted progressively higher, in the calculation of the forecast, from older to
more recent periods. The relative weights depend on the smoothing constant used—
called a, alpha.

To adapt this technique to the nature of intermittent demand, characterized by
the presence of zero values randomly distributed, the formula previously illustrated
in 3.3.2 must be changed in:

If Xt 6¼ 0, then:

Ftþ 1 ¼ aXt þ 1� að ÞFt

If Xt = 0, then:

Ftþ 1 ¼ Ft

where:

– Ft+1 denotes the forecast for the period t + 1
– Ft denotes the forecast for the period t
– Xt denotes the actual demand observed in the period t.
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The smoothing constant a takes on a value between 0 and 1. The formula,
translated in a more business language, means that the new forecast (at the end of
period t + 1) equals a certain percentage (a) of the forecast error plus the previous
forecast. So, the higher the value of a, the higher will be the weights assigned to the
more recent periods.

As a “rule of thumb,” to define the value of the smoothing constant a, the
planner has to consider if a non-zero demand series is still running or is finished
and, in the latter case, how further away was a non-zero demand series in the past.

If the non-zero demand series is still running or it is finished within two periods
(including the current period), a assumes a value in the range 0.3–0.4, giving in this
way more significance to the recent periods. Otherwise, it is advisable to set a on
values closer to 0.1.

It is also suggested to run the preprocessing procedure to correct the outliers in
the historical sales sequence.

It is obvious that to take in account the actual behavior of the demand, the whole
procedure and specifically the SES analysis must be periodically repeated; the
optimal solution would be to run the forecasting procedure every period.

5.4 Forecasting Intermittent Demand

The process of non-zero demand forecasting is coupled with the single exponential
smoothing in order to make a full prediction about future sales.

The forecasting process is based on the preliminary calculation of the following
elements:

• The forecasting matrix 1 month ahead was obtained using the historical series of
sales.

• The average length of the zero demand sequences AZDI and average length of
non-zero demand sequences ADI were obtained using the historical series of
sales.

• The state was taken by the demand in the last recorded month in the historical
series.

• The value was taken by the Boolean demand in the last recorded month.
• The current length of the Boolean sequence to which the last Boolean demand

belongs, for example, if the last known month had a non-zero demand, with a
Boolean value of 1, and the same result had also occurred in the previous
3 months, and then the current length of the Boolean series is equal to 4.

• The future demand sizing was obtained using the single exponential smoothing
adapted to an intermittent demand.

The iterative process evolves according to the following steps:
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1. Determine the future value of the non-zero demand by applying the single
exponential smoothing or any other forecasting technique. However, the fore-
cast could be generated using any model that results in a quantity that appro-
priately represents the amplitude in case a non-zero demand is predicted for a
given forecast period.

2. Determine the current state of the demand.
3. Determine whether the current series corresponds to a zero or a non-zero

demand.
4. Compare the current length of the sequence of outcomes with the corresponding

average value:

4:1. AZDI, if it is a zero demand sequence
4:2. ADI, if it is a non-zero demand sequence.

5. Depending on whether the sequence current length is less than the corre-
sponding average length or greater/equal, two alternative routes will be taken

5:1. If the previous comparison has determined that the current length is less
than the average value of the corresponding series, then the future state is
deduced from the combination of the highest value of probability in the
forecast matrix 1 month ahead corresponding to the current initial state and
the transition matrix for the current initial state and the highest probability.

5:2. If the previous comparison has determined that the current length is equal to
or greater than the average value of the corresponding series (breaking
condition), then the future state is deduced from the combination of the
lowest value of the forecast matrix 1 month ahead corresponding to the
current initial state and the transition matrix for the current initial state and
the lowest probability.

6. Based on the state provided in the preceding steps, determine the Boolean
outcome of the demand which will correspond to 0 if the forecasted state
assumes values 0, 1, 2 and 3 or 1 if the forecasted state assumes values 4, 5, 6
and 7.

7. Determine the value assumed by the demand by calculating the product between
the Boolean output calculated in the previous point and the value of the non-zero
demand obtained in the previous step (1).

8. The forecasted state becomes the last known state, and the process is repeated
starting at step (2) until the forecast has reached the entire time horizon to be
analyzed.

The constraint applied in step 5.2 avoids that a zero or non-zero demand
sequence has an excessive length given by a closed loop in forecasting matrix.
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The results are:

• using the 1-month ahead probabilities, making a forecast which will be the state
assumed by the system in the following month, that corresponds to a prediction
about the existence of a non-zero demand in the following period

• allowing the practitioner to know which the probability of the proposed forecast
is and which the probability to have at least a non-zero demand in the following
three periods will be

• based on the SES analysis, sizing a non-zero demand. However, the forecast
could be generated using any model that results in a quantity that appropriately
represents the amplitude in case a non-zero demand is predicted for a given
forecast period.

In layman’s terms, the procedure uses the last actual state to determine the state
prediction for the following month.

The newly generated forecast will become the reference state based on which to
determine the predicted state for the following month. This process will be repeated
until all the forecasts are generated in the reference time horizon.

The foregoing implies that the accuracy of the forecast will decrease, moving
away from the last period for which the actual values of the demand are known,
since the subsequent forecasts will themselves be based on forecasts and not on
actual data; therefore, the most accurate forecasts refer to the first months following
the last period with actual values of the demand.

Given this effect, it is advisable to periodically repeat the procedure; the fre-
quency suggested for carrying out the analysis is the same with which the demand’s
data are collected.

5.4.1 SAP Use Case: Custom Method to Forecast Intermittent
Demand

The aim of the SAP use case is to determine the forecast using the multi-state
Markovian analysis and at the same time compare its accuracy with the standard
Croston method used to create a sporadic forecast. The process has been applied to
the SKUs defined “flashy” or “intermittent,” since for “stable” ones the forecasting
methods are defined in the following chapter and “unforecastable” SKUs have a
few non-zero demand period too small to infer probabilities.

It also gives information on the process that has been used to adapt the theo-
retical method to the tools given by the SAP system.

The SAP use case process is based on the following steps:

1. Pre-calculation 1: Calculate zero demand and non-zero demand sequence;
determine average zero demand sequence.

2. Classification: Stable—Intermittent—Flashy—Unforecastable (if zero demand
sequence > threshold (default = 18)).
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3. Pre-calculation 2: Generate forecast based on Croston for all products classified
as “flashy” or “intermittent.”

4. Forecast matrix determination: Calculate forecast matrix based on 3-chain and
2-chain Boolean states.

5. Generate 1-month ahead state forecast: Calculate 1-month ahead state forecast—
based on 3-chain forecast matrix if current zero demand sequence < average
zero demand sequence; otherwise, switch state and determine next period state.

6. Define demand amplitude for non-zero Boolean forecast: If the forecasted state
is 1, use the Croston forecast (profile setting is set to generate non-sporadic
forecast); otherwise, set forecast to 0.

7. Calculate accuracy: Use “Forecast Accuracy” app to generate accuracy
measures.

8. Results analysis (Excel): Compare accuracy in Excel.
9. Results analysis (Analytics): Compare accuracy in Web dashboard.

Using some figures, the steps are described.

Step 1 Pre-calculation 1

Initially, analyzing the Boolean historical demand, zero demand and non-zero
demand sequences are detected to determine average zero demand sequence and
average non-zero demand sequence.

The first value is used in the classification, then together with the average
non-zero demand sequence will be used as a breaking condition in step 5.

Zero and non-zero demand sequence local members count the consecutive
occurrences of zero and non-zero demands, respectively.

The average zero demand sequence (“Zero Demand Sequence” in the screenshot
is then used in the classification of SKUs in a later step (if sequence > {threshold}
then classification = non-forecastable) (Fig. 5.17).

Step 2 Classification

Using the criteria described in the following section, the whole portfolio is
classified to determine “flashy” and “intermittent” SKUs; the forecasting process
will include these SKUs.

The classification of SKUs as “stable”, “intermittent”, “flashy” or “unfore-
castable” is done with help of an attribute transformation (Fig 5.18).

Classification rules:

• IF zero demand sequence > threshold (default = 18) for unforecastable THEN
“U”

• IF range of zero demand sequence (max—min zero demand sequence) or range
of non-zero demand sequence = NULL THEN “S”

• IF range of zero demand sequence AND range of non-zero demand
sequence > 2 THEN “F”
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• ELSE “I”.

After the classification process, the portfolio (in this example 100 SKUs) is
divided into four SIFU classes, and the amplitude of each class is defined considering
the volume of sales. The figure also presents the trend of the portfolio in a reference
period of 4 years (Fig. 5.19).

Step 3 Pre-calculation 2

When Markovian model predicts a Boolean 1 state, the Markovian forecast is set
to the forecast in the key figure “Statistical Forecast Markovian Input.” In our
example, Croston model with the sporadic indicator set to false is used. However,
the forecast could be generated using any model that results in a quantity that
appropriately represents the amplitude in case a non-zero demand is predicted for a
given forecast period (Fig. 5.20).

Step 4 Forecast matrix determination

Key figures are created for 3-chain, 2-chain and 1-chain states. These key figures
predict the outcome for the next month and over the next 3 months (1M ahead and
3M ahead). The predictions are based on conditional probabilities calculated based
on counting occurrences of a Boolean 0 or 1 occurring after a given Boolean
sequence defined by the state (e.g., state 4 translates to a 3-chain sequence of 100—
decimal to binary conversion) therefore counting what follows this sequence his-
torically enables calculation of conditional probabilities (Fig. 5.21).

Fig. 5.17 Calculation of zero demand and non-zero demand sequence
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The system is also calculating the transition matrix defining which is the most
probable future state 1 month ahead and which is the future state in the case a
breaking condition is encountered; a breaking condition corresponds to the case in
which the length of the current sequence of outcomes is greater than AZDI if the
sequence value is 0 or the ADI if the sequence value is 1 (Fig. 5.22).

100 - SIFU

Fig. 5.19 Classification of SKUs portfolio

Fig. 5.18 Classification: Stable–Intermittent–Flashy–Unforecastable
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Step 5 Generate 1-month ahead state forecast

The forecasted state from the forecast matrix is used unless there is a breaking
condition encountered—the breaking condition is when the zero demand sequence
is equal or greater than the zero demand sequence average for the SKU in question.

In this example, as the average zero demand sequence is 1.33 (rounded to 1),
breaking condition is encountered in December 2016.

The evaluation is done in a local member called “switch Boolean state.” Once
switched, this is then appended to the previous states to calculate the adjusted
forecasted state and the corresponding N-month ahead forecast Boolean outcome
(Fig. 5.23).

Step 6 Define demand amplitude for non-zero Boolean forecast

Forecasted Boolean states are used to take over forecast from the input key
figure for demand amplitude (“Statistical Forecast Markovian Input” in our case).

Fig. 5.21 Forecast matrix algorithm

Fig. 5.20 Setting the model to predict demand amplitude
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Note that key figure “Markovian Forecast” is null in month Jun-17 where forecasted
Boolean sales is 0 (Fig. 5.24).

Step 7 Calculate accuracy

Statistical forecast accuracy of Markovian forecast is calculated using the
“Manage Forecast Error Calculations” app (Fig. 5.25).

Fig. 5.23 1-month ahead state forecast

Fig. 5.22 Forecast matrix 1 month ahead and transition matrix
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Fig. 5.24 Markov demand forecast

Fig. 5.25 Setting accuracy calculation

5.4 Forecasting Intermittent Demand 309



IB
P 

3

Fi
g
.
5.
26

M
ar
ko

v
da
sh
bo

ar
d

310 5 Custom Method to Forecast Intermittent Products



IB
P 

3

Fi
g
.
5.
27

M
ar
ko

v
da
sh
bo

ar
d,

fo
re
ca
st
ed

de
m
an
d
an
d
co
nd

iti
on

al
pr
ob

ab
ili
tie
s

5.4 Forecasting Intermittent Demand 311



Step 8 Result analysis (Excel)

Historical sales are the gray bars. Markovian forecast, which is equal to the
“Statistical Forecast Markovian Input” key figure for forecast periods where fore-
casted Boolean state is 1, are the green bars (Fig. 5.26).

Conditional probabilities are visualized as orange triangles (1 month ahead) and
yellow diamonds (3 month ahead—to be interpreted as probability of a non-zero
demand in the next 3 months) (Fig. 5.27).

Forecast accuracy measurement results for the chosen SKU for Croston and
Markovian are compared in this chart. For this example, accuracy of Croston is 0%
and Markovian results in 64.32% accuracy (Fig. 5.28).

Step 9 Result analysis (Analytics)

Comparison of Markovian and Croston forecast accuracy for a selection of
SKUs by ABC classification is shown in Fig. 5.29.

Fig. 5.29 Accuracy comparison of the whole portfolio

Fig. 5.28 Markov dashboard, accuracy comparison
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6Value of Forecasting with Custom
Methods

Measurement and assessment of the value add of statistical forecasting are not only
about benchmarking statistical forecasting methods. We believe that in this regard,
there are six cross-organization and end-to-end focus dimensions that will allow a
firm to reach effective results:

– Mission
– Governance
– Talent
– Process
– Technology
– Analytics.

At the very core of those dimensions, there are the three main company’s drivers
that represent the links among the dimensions, but at the same time the underly-
ing visions, constraints and objectives.

Figure 6.1 illustrates more in detail the reasoning just explained.
It is important to assign proper ownership and accountability to statistical

forecasting solutions. Assigning responsibilities to crucial and periodic activities
will ensure process adherence and sustainability. Let’s analyze in this chapter how
it might be possible to make a difference and unearth value in the demand planning
process using a holistic approach.

When a practitioner faces the whole company portfolio, the mountain seems too
high to climb. How many seasonal products are there in the portfolio? How many
are trendy? What are the products with a low volatility and the ones very volatile?

It often happens that when a company perceives the need for a change toward
statistical forecasting, the management looks for the quickest solution to predict the
future. Often, a one-size-fits-all solution is put in place and stays forever. No dif-
ferentiation of efforts, methods and techniques is embedded in the process.

© Springer Nature Switzerland AG 2019
G. Sankaran et al., Improving Forecasts with Integrated Business Planning,
Management for Professionals, https://doi.org/10.1007/978-3-030-05381-9_6

315

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-05381-9_6&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-05381-9_6&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-05381-9_6&amp;domain=pdf
https://doi.org/10.1007/978-3-030-05381-9_6


Because of this thinking, the two most frequent scenarios that we have experi-
enced are the following:

1. The results in terms of forecast accuracy and forecast bias are not satisfactory
from the very first time that an assessment is performed.

2. During a pre-demand review meeting, the key participants involved as the
demand planners and the key account managers realize that for some products,
the statistical projections “make sense”, while for others the forecasts look just
like nonsense.

Without reiterating the concept of how difficult it is to predict the future and how
far a projection can deviate from the actuals, mostly, due to unknown uncertainties,
we attribute to the one-fits-for-all approach, a possible cause for the less accurate
than expected results.

Applying the same algorithms to the entire portfolio does not lead to optimal
results nor does standardizing the algorithm parameters of the statistical mod-
els yield improvements. We believe that only an optimized selection of the fore-
casting algorithms combined with an optimized setting of the parameters of the
forecasting models could lead to improvements.

Furthermore, it is also important to remind how an optic of continuous
improvement is crucial to bring the baseline of statistical forecasting to the next
level: one that is more accurate and mature. We explain that in the 6-sigma
methods in Chap. 8.

To better emphasize the concept of optimized selection and configuration, it has
been decided to start with a full picture and decompose the approaches used as we
progress within this chapter. This is the reason why Fig. 6.2 illustrates the full
summary of all the methods that will be compared in the next pages. We depic-
ted here the declining trend of the Weighted MAPE and Bias from the very

Fig. 6.1 Leading statistical forecasting
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first technique that was applied leveraging the out-of-the-box best fit functionality
of SAP IBP to the last method centered on the parameters optimization of the
proposed differentiated statistical forecasting approach.

Results improved and errors decreased; let’s disclose now how we managed to
get there, focusing on the methods chosen for comparisons along with explanations.

6.1 Value of Custom Portfolio Classification

To reach a mature statistical forecasting process, the starting point is formed by a
custom portfolio classification that not only allows to have the basis for a proper
optimization of the forecasting models selection, but also represents a real value in
terms of demand and portfolio understanding.

Methodology
We randomly selected 200 products that will represent our sample for the following
exercise. We can assume that those 200 products are representative for a sample of
a company portfolio.

Successively, we follow the instructions, theories and methods described in the
previous chapters to gain the relevant insights that are needed to forecast at best.

The following steps compose the methodology:

1. ABC–XYZ analysis: The prioritization on volume and volatility will be per-
formed, and the results will be displayed in the relevant dashboards.

2. SIFU classification: The stable (S), intermittent (I), flashy (F) and unforecastable
(U) classification will allow us to make the distinction within the full portfolio
among the stable, intermittent, flashy products and those whose predictability is
almost random. A specific dashboard will support this step highlighting the
composition of the sample. (We specifically decided to keep unforecastable
SKUs out of the sample for benchmarking purposes.)

3. ANOVA analysis: A specific code will be attributed to each product depending
on the data patterns shown in the historical periods. They might be seasonal (S),
trendy (T), trendy and seasonal (TS) and those products that exhibit a simple
inner variability (IV). A specific dashboard will also highlight this analysis.

4. Skewness analysis: Analyzing the symmetry of the data distribution and cate-
gorizing the degree of the dispersion in low/medium/high category.

5. Normality versus non-normality analysis: Each product within each of the
categories will be examined to see if it does or doesn’t follow a normal
distribution.
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The results of this classification and analysis will be stored in relevant
attributes/characteristics and used in the demand planning process. It is important to
highlight the importance of conducting this exercise in the first place, as it will
allow to benchmark the same classes of products among different methodologies,
where differentiated usage of statistical forecasting will apply. Segmenting and
analysis of demand and portfolio in such a way are a custom method of using
instruments available in SAP IBP.

6.1.1 SAP IBP Use Case: Custom Portfolio Segmentation

Following the steps of the above methodology, we were able to carve out the
following insights (Fig. 6.3) from the ABC–XYZ classification:

(For a reminder of the technique in question, please refer to page 203 segmenting
and classifying demand)

– The portfolio is composed of 29 A products, 46 B products and 125 C products.
– Among the A (very important) products, 22 are X products (low variability), 3 Y

(medium variability) and 4 Z (high variability).
– Among the B (medium important) products, 28 are X products, 5 Y and 13 Z.
– Among the C (lowest importance) products, 28 are X products, 13 Y and 84 Z.

The analysis related to the exact no of the SKUs can be completed by its sales
value, as depicted in Fig. 6.4:

– As expected, the segment AX accounts for most of the sales, roughly
44 M.

– The segment BY has an important relative weight for the entire portfolio.
– The 84 products of the CZ segment, which represent 42% of the SKU, account

for only 2.5 M in sales.

Fig. 6.3 ABC/XYZ portfolio SKU split
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Further, we want to understand the nature of demand and classify it. Considering
a portfolio of circa 70 M sales, we can immediately attribute and weight the
“contribution” of each of the clusters (Fig. 6.5):

– As expected, the stable segment accounts for most of the sales.
– The flashy and the intermittent segment comprised of almost the same amount

of products account for a total contribution of circa 7M in sales.

At the same time, if we try to explore in detail about the composition of the 200
selected SKUs, we can derive the following results out of the SIF (seasonal–
intermittent–flashy) classification (Figs. 6.6 and 6.7) versus ABC/XYZ:

– The 22 AX products account for more than 43 M sales.
– The 3 AY products account for roughly 6 M sales.

Fig. 6.4 ABC/XYZ portfolio sales

Fig. 6.5 Portfolio SIF classification
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– There are two flashy and two intermittent AZ products which justify the high
variability pre-detected by the XYZ classification.

– The BX category composed of stable products accounts for a total of 9 M sales.
– The 2.31 M sales accounted for the BZ category are generated by only flashy

and intermittent products.
– The C category is the one that contains the most differentiated sub-portfolio.
– The majority of the intermittent and flashy products are within the CZ category.

Moving to the ANOVA (STMN) analysis, we can add the following information
to the products analyzed (Figs. 6.8 and 6.9):

(For a reminder of the analysis in question, refer to page 225 identifying sea-
sonality and SAP Use case: analysis of variance—ANOVA)

– There are 48 trendy and C products. The highest number accounted for this
classification.

– There are 47 C products with internal variability.
– There are only 13 seasonal products accounting for 10 M sales.
– There are 49 trendy and seasonal products with a total of 36 M sales.
– There are 61 internal variable products accounting for 6 M sales.
– There are 77 trendy products that account for a total of 19 M sales.

Furthermore, combining the previous analysis with the one just investigated, we
can conclude the following results (Figs. 6.10 and 6.11):

– The majority of the internal variable products are Z—intermittent (27) and Z—
flashy (18).

– The majority of the seasonal products are also stable (10).
– The majority of the trendy products are also stable (46), with a big contribution

of C—intermittent products (12) and C—flashy products (20).
– Almost all of the trendy and seasonal products are also stable.
– The greatest contribution in sales is brought by the A—trendy–seasonal and

stable segment with almost 30 M sales.
– The second most important quadrant is represented by the A—trendy–stable

segment with almost 9 M sales.

Reaching the last stage of the custom portfolio segmentation, we can define the
normally distributed data segments versus the non-normally distributed data.
Insights from data distribution analysis will be crucial for the outlier detection and
correction phase, since there are differences in approaching outliers for normally
and non-normally distributed data.

From Figs. 6.12 and 6.13, we highlight the following:

– There are more not normally distributed (130) rather than normally distributed
products (70).
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– The trendy products are those that fall, for the majority, in the not normal
cluster.

– The normal—A—trendy and seasonal products account for 20 M sales, while
the not normal—A—trendy and seasonal products account for 11 M sales.
Those two segments together account for almost half of the portfolio sales.

However, they would have to be treated differently to achieve the most
accurate results.

6.2 Custom Method for Statistical Forecasting

Based on the outcomes of the custom portfolio segmentation, the practitioners’ job
for the model selection is extremely simplified as for each classification a recom-
mended forecasting model can be proposed:

• The internal variability cluster (IV) is assigned to the single exponential
smoothing as it should be able to detect the random fluctuations.

• The trend cluster (T) is assigned to the double exponential smoothing with trend
dampening as it should be able to detect a growing or decreasing trend.

• The seasonal cluster (S) is assigned to the triple exponential smoothing as per
suggested before.

• The trend and seasonal (TS) clusters are assigned to the triple exponential
smoothing.

• The intermittent and flashy clusters (I—F) are assigned to the Markov algorithm.

6.2.1 SAP IBP Use Case: Best Fit and Custom W/O Outlier
Correction

Methodology for custom selection of algorithms without outlier detection and
correction

1. Make use of 48 periods of historical sales for the 200 selected SKUs.
2. The calculation horizon period applied goes from April 2016 to March 2017.
3. Run statistical forecast for the optimized selection of algorithms.
4. Store the Weighted MAPE and Weighted Bias for the defined data horizon.
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Best fit versus custom method, both w/o outlier detection and correction
The benchmarking aims at comparing the forecast accuracy and bias of the best fit
practice without outlier detection and correction versus the custom selection of
algorithms without the outlier detection and correction.

The assessment will be performed on the same levels as that of the previous
exercise. The goal for this exercise would be to evaluate the value brought by a
tailor-made portfolio classification coupled with an optimized selection and
assignment of the statistical forecasting models.

In Assign Forecast Models app of the demand planner panel, the end user is able
to access the specific section where a custom selection of the algorithms can be
assigned. In order to filter the demand categories where the statistical models need
to be applied, we need to customize the filter panel so that the attributes that we
want to filter are displayed (Fig. 6.14).

For our purposes, we selected:

– ABC code
– Product ID
– SIFU code—stable (S), intermittent (I), flashy (F) and unforecastable (U)
– ANOVA code—trend (T), seasonal (S), trendy and seasonal (TS) and internal

variability (IV)
– Assigned forecast model.

As an example, the procedure to assign the single exponential smoothing algorithm
to the “stable” and “internal variability” cluster consists on filtering by those fields and
clicking on edit assignment and selecting the single exponential smoothing.

After all the 200 SKUs have their respective clusters and forecast models
assigned in the data model, it is possible to run statistical forecasting for all SKUs
at once with the pre-assigned customized algorithms.

Product A

Product B

Product C

Fig. 6.14 SAP IBP forecast model assignment
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In addition, as a second viable option, it is also possible to filter by attribute so
that if a specific cluster needs to be forecasted, the selected algorithm will be
executed only for the specific filters (Fig. 6.15). To run statistical forecasting only
for some selected algorithms and when using the Excel UI filters, the end user will
have to untick the “Consider Forecast Model Assignments” box, as the assignment
will be performed manually on the filtering screen.

Having explained how to run the custom selection of algorithms, let’s analyze
the results out of it in Fig. 6.16:

– The custom method without outlier detection and correction registers an overall
accuracy of 67.2%, that is, 2% inferior to the best fit without outlier detection
and correction.

– The direction of the forecasted error assumes a less marked negative error,
almost reaching an equal balance between over- and underforecasting.

Using the same algorithms of the best fit, but restricting their use to only specific
clusters of the demand decreased the error to 31%. The more we deviate from this
threshold, the less accurate would be the demand classification and the selection
and assignment of the algorithms. A deviating percentage of only 2% let us confirm
the goodness of the approach.

Nonetheless, having set as a criterion for the best fit optimization the MAPE, it is
possible to notice some differences in the Weighted MAPE of each SKU and in the
ABC/XYZ quadrants. In addition, the Markovian approach toward the flashy and
intermittent products could positively or negatively balance the overall results.

Fig. 6.15 Excel UI Assign Forecast Models
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Figure 6.17 displays the allocation of the accuracy improvements and
deteriorations:

– 75 products stayed unvaried.
– 58 products worsened.
– 67 products improved.

Such distribution of the classes explains the equilibrium between the two
models.

Finally, plotting the results in the ABC/XYZ matrix, we notice the (Fig. 6.18):

– The X classes slightly worsened, keeping an acceptable accuracy threshold.
– AY and CY slightly worsened, while the BY improved by 12%.
– CY and CZ almost did not vary.
– AZ drastically improved by 21%.
– The high tendency of underforecasting the CZ products still persists.

As a comment, the AZ products account for roughly 2.3 M of sales and they are
composed of two flashy and two intermittent products. Consequently, for inter-
mittent products, the Markovian run of the Croston model assured the great
improvement in the accuracy of those four products. Nonetheless, 37% of accuracy
still has to be considered low.

After having proved a statistical difference between the methods, we are also
able to investigate the KPIs of each respective category by addressing the positive
and negative issues of each cluster (Fig. 6.19).

This type of data evaluation is only viable after having run the custom portfolio
segmentation as it allows the practitioners to not treat all the 200 SKUs with the
same approach, fostering a ramification logic and a differentiated approach.

In the chart, we opted to display the Weighted MAPE and Weighted Bias
considering the stable products as a unique sub-portfolio and the flashy–intermittent
as the second unique sub-portfolio. Weighting the two sub-portfolios separately
exhibits results that are almost poles apart:

– The flashy category has an accuracy of 8% with a small tendency of under-
forecasting. This might be justified by the fact that it is quite probable to
statistically forecast some figures when there are no actual sales, but at the same
time to not statistically forecast any number for some months where demand
would have actually occurred. As a conclusion, demand timing seems to be the
key issue.

– The intermittent category reaches an accuracy of 13%, but with a direction of
the forecast error pronounced on the negative side (−40%). As a result, it might
be assumed that the key issue of the method was not the timing of the statistical
forecasts, but rather the quantity forecasted against the real demand.
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As a conclusion and as expected, the flashy and intermittent sub-portfolios stay
the most difficult to predict. Not all of these products fall in the Z category;
nonetheless, they account for only 10% of the total sales of the 200 SKUs sample.

It has to be also reminded that a 1:1 comparison with the best fit results is not
applicable at this point of time, as such differentiation was not present while run-
ning the method. Consequently, the results for the flashy and intermittent products
during the running of the best fit model were purely driven by the race toward the
highest accuracy, without considering how the data actually behaves.

On the other hand, we can derive the following results out of the other 100 stable
SKUs:

– The trendy cluster reaches an accuracy of 71% with a forecast bias of 0%.
– The seasonal cluster accounts for an accuracy of 66%, slightly overforecasted

by 3%.
– The internal variability cluster is the most accurate with a 86% and a forecast

bias of −5%.
– The trendy and seasonal clusters account for an accuracy of 71% with a positive

forecast bias of 2%.

As a conclusion, for a first customized run of the selected algorithms, the results
look quite optimistic, especially for the stable sub-portfolio that accounts for 90%
of the sales. Let’s see in the next stages, how to leverage some of the techniques
described in the previous chapters to lower the forecast errors and stand out in
accuracy.

6.2.2 SAP IBP Use Case: Custom with Versus W/O Outlier
Correction

Methodology for custom selection of algorithms with outlier correction

1. Custom outlier detection and correction based on the theories explained in the
previous chapters

2. Rerun of the statistical forecasting models for optimized selection of algorithms.

Custom methods w/o versus without outlier correction
The benchmarking aims at comparing the forecast accuracy and bias of the custom
method without outlier detection and correction versus the custom selection of
algorithms with outlier detection and correction.

As for the previous benchmarking, the assessment is performed on the same levels.
The objective would be to assess and analyze the value add brought by the custom

338 6 Value of Forecasting with Custom Methods



outlier detection and correction versus a process where the correction of the sales
history is not implied.

To reach a further step toward a better prediction of the portfolio used, we run
the customized solution for outlier detection and correction. Figure 6.20 discloses
the results comparison for the KPIs analyzed. At a first glance, we deduct the
following:

– The outlier detection and correction have brought an improvement of 2% in
terms of forecast accuracy.

– For what relates to the forecast bias, its value is kept under control with a
positive direction toward overforecasting of 1%.

After having run the tailored algorithm to correct the history, we noticed the
(Fig. 6.21):

– The Weighted MAPE of 60 products stayed unvaried before and after the
algorithm run.

– Each class of improvements accounts for a larger number of SKU count com-
pared to the equivalent class of deterioration:

a. Twenty-two products deteriorated their accuracy for more than 10%, but 26
did the opposite within the same magnitude range.

b. Seven products decreased their accuracy from 5 to 10%, but nine increased
their accuracy within the same limits.

c. Finally, 29 worsened between 0 and 5%, but 47 registered the same
amplitude of the change in the positive class.

To understand better the implications of the custom method for outlier detection
and correction, we plot and comment the results on the ABC/XYZ (Fig. 6.22):

– The benefits on the X classes are important as for all A, B and C, the accuracy is
higher than 80%, with a huge improvement in the category CX (from 32 to 19%)
and a small improvement for AX (from 21 to 19%) and BX (from 21 to 18%).

– The opposite is experienced for the Y classes, where only the CY class managed
to improve by 1%, while AY and BY drastically worsened.

– The Z classes maintain high values of forecast errors.
– The forecast bias of the X categories almost did not vary apart from the CX

category. In fact, we suppose that reducing the bias from 8 to 2% guaranteed the
13% improvements in the accuracy.

– On the contrary, for the AY and BY classes, there has been an improvement in
the forecast bias, generating a higher degree of overforecasting and causing a
worsening in the accuracy.

A substantial increase or decrease in the direction of the forecasted quantity may
be caused by a too aggressive or unappropriated correction of certain outliers for
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certain specific products. Once again, we have the proof that automation can lead to
improvement, but it should be always coupled with human intelligence.

As we displayed for the previous comparison, we report also the accuracy and
bias within each of the demand categories of the portfolio in order to identify the
respective KPIs (Fig. 6.23):

– If the outlier detection and correction did not bring substantial enhancements or
declines in the flashy and intermittent accuracies, it did reduce drastically the
forecast bias of the intermittent cluster, from −40% to an acceptable level of
−7%.

– For the stable portfolio, the direction of the forecast error slightly changed from
positive to negative and vice versa, depending on the cluster, but it did improve
the average accuracy of roughly 2% (from a Weighted MAPE of 24% to a
Weighted MAPE of 22%).

Finally, Fig. 6.24 illustrates the variations of the KPIs between the two custom
methods with and without outlier detection and correction. We derive that:

– The trendy category improved by 10%.
– The seasonal increased the accuracy of 2%.
– The internal variability clusters reduced the Weighted MAPE of 3%.
– The trendy and seasonal clusters suffered from the detection and correction,

worsening on average of 1%.

Custom method versus best fit, both with outlier correction
The benchmarking aims at comparing the forecast accuracy and bias of the best fit
practice without outlier detection and correction versus the custom selection of
algorithms with outlier detection and correction.

As for the previous benchmarking, the assessment is performed on the same
levels. The objective would be to assess and analyze the value add of a custom
outlier detection and correction versus the automated out-of-the-box solution
delivered by SAP IBP.

6.2.3 SAP IBP Use Case: Best Fit Versus Custom Method, Both
with Outlier Correction

To compare the two methods in question, we will leverage the insights from
Figs. 6.25 and 6.26. From the charts, the following statements emerge:

– The custom method with outlier detection and correction shows an accuracy of
69% versus an accuracy of 67% of the best fit model with automatic outlier
detection and correction.
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– The forecast bias for the custom method appears to have a better equilibrium
compared to the one of the automatic best fit model (1% versus −10%).

Consequently, the automatic detection and correction of outliers seem more
aggressive compared to the customized approach leading to a high degree of
underforecasting.

The two methods prove themselves also quite different as only 48 products saw
their accuracy unvaried. For the others, we can almost detect a complementary
alternation of positive and negative classes of improvements and deteriorations.
However, the class of improvement from 5 to 10% with its 23 products seems
leading to the more accurate results of the customized solutions.

As final steps, we will now propose how to complement the custom method with
the custom outlier detection and correction, what we could call our baseline, with
the other solutions brought to enhance the level of the predictions further by:

– Dampening the algorithms where appropriate.
– Optimizing the parameters of the algorithms.

6.3 Custom Demand Segmentation and Parameters
Optimization

The final run implies the ultimate optimization of the statistical forecasting per-
formance via an optimized selection of the parameters of the smoothing models
based on a nonlinear optimization algorithm. As described in the previous chapter,
the nonlinear algorithm is performed with the MS Excel Solver. Furthermore, where
appropriate, the dampening function will be applied to a specific cluster of the
portfolio.

6.3.1 SAP IBP Use Case: Custom with Outlier Correction
Versus Demand Dampening

Methodology for custom demand dampening

1. Custom outlier detection and correction
2. Custom selection of algorithms
3. Apply demand dampening to the trendy–seasonal category
4. Store the Weighted MAPE and Weighted Bias for the defined data horizon,

which goes from April 2016 to March 2017.
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Benchmarking Custom method with outlier detection and correction versus
Custom method with demand dampening

The benchmarking aims at comparing the forecast accuracy and bias of the custom
method with outlier detection and correction versus the custom method with
demand dampening and outlier detection and correction.

The assessment will be run in a manner similar to the previous tests, while the
objective of the comparison lies in identifying the value add brought by a more
suitable setting of the parameters with appropriate dampening of trend in the
demand.

We have seen that enabling the trend dampening on the smoothing parameters
can lead to both enhancements and deteriorations of the outcomes depending on the
data patterns. Once we have detected the range of products that may have a specific
trend coupled with other demand characteristics, such as season, cycle or random
fluctuations, ticking the trend dampening function available on the smoothing
algorithms is supposed to provide better results.

We also need to mention that the negative or positive trend does not need to be
analyzed to apply such a function, as the algorithm automatically adjusts the results
based on the past historical sales.

Consequently, analyzing the forecast bias to decide whether or not to apply the
dampening is not going to add any value. The best approach would be to let the
trendy and seasonal categories undergo through the trend dampening function of
the triple exponential smoothing.

Figure 6.27 reminds us how the TS category is composed of 4 intermittent
products, 1 flashy and 44 stable products. We will focus on the 44 stable as only for
those the customized selection of algorithms foresees to apply the TES. Tackling
those products means addressing circa 30 M of the total sales.

Trendy-Seasonal Class – Sales and Count

Fig. 6.27 Trend–seasonal class—sales and count
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The results after running the new algorithm are very positive as the forecast bias
lies on 1% and the accuracy for the category in question improved by 10% reaching
a Weighted MAPE of 20% and consequently an accuracy of 80%.

Analyzing the impact of the improvement of this category on the overall port-
folio is visible in Fig. 6.28 that shows us how the overall percentage of
Weighted MAPE decreased by 4 points, reaching an overall accuracy of the full
portfolio of 73%.

Consequently, the overall Weighted MAPE of the stable portfolio got reduced to
18%, meaning an accuracy of 82% for the 90% of the portfolio’s sales.

As a conclusion, we can analyze the new KPIs on the ABC/XYZ matrix
(Fig. 6.29):

– The X classes experienced a further improvement. The AX and AY class got
reduced by 4%, while the AZ class of 2 percentage points.

– The class BY and CY slightly improved by roughly 2%, but it is on the AY
class, the most relevant of the Y clusters, that we experience that highest
reduction on the forecast error, from 73 to 37%.

– The Z classes stayed approximately unvaried (Fig. 6.30).

The benefits of such improvements are mostly due to a better comprehension of
the trend pattern within the data concerned. As a demonstration of the goodness of

Custom method
WMAPE outlier
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Custom method with
demand dampening

WMAPE outlier
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Custom method
WBIAS outlier
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Fig. 6.28 Trend–seasonal class KPIs
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the enhancement, the forecast bias reduced, guaranteeing for the X class a
stabilization over the threshold of 85% of accuracy and leading the AY class
through a better prediction by diminishing the tendency of overforecasting from
12% to only 5%.

6.3.2 SAP IBP Use Case: Custom Parameters Optimization
and Outlier Correction

Methodology for custom selection of algorithms with parameters optimization

1. Optimization of the parameters for the smoothing forecasting models
2. Store the Weighted MAPE and Weighted Bias for the defined data horizon,

which goes from April 2016 to March 2017.

Custom methods versus custom parameters optimization with outlier detection
and correction
The benchmarking aims at comparing the forecast accuracy and bias of the custom
methods versus the custom parameters optimization with outlier detection and
correction.

The assessment will be run similar to the previous tests, while the objective of the
comparison lies in identifying the value add brought by an optimization of the
parameters of the smoothing forecasting models.

Applying for each of the SKUs their own optimized parameters represents a step
that might be time consuming considering that there is no automated way to apply a
full optimization of the smoothing algorithms based on the principles of the Excel
Solver described in the above chapters.

Consequently, the approach would be to run separately on an Excel file the
Solver optimization for each of the SKUs, store the results and create a specific
forecasting model for each of the SKUs. To make the approach realistic and less
time consuming, we have decided to split the optimization of the parameters into
two separate ramifications:

– Flashy and intermittent
– Stable.

For the former, we opted to run a best fit model composed by the following
algorithms:

– Markovian model based on the exponential smoothing single with alpha equal
to 0.1
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– Markovian model based on the exponential smoothing single with alpha equal
0.5

– Markovian model based on the exponential smoothing single with alpha equal
0.9.

The outcome will result in the method with the lowest Weighted MAPE. The
motivation for such a choice has been based on the logic that for the majority of the
products falling within the flashy and intermittent categories, the difficulties for the
predictions did not only come from the timing of the foreseen consumption, but also
on the quantity forecasted. As a result, by switching the alpha parameters from 0.1
to 0.9, for each of the SKUs, we tried to simulate different scenarios where the most
the parameters had the most influence (0.1), the least influence (0.9) and where the
influence was moderate (0.5).

For the latter, the stable portfolio, we decided to prioritize the products falling
into A and B categories that still accounted for high level of Weighted MAPE. Only
for those, we identified the optimized parameters of the respective exponential
smoothing models and successively we run the new models and collected the new
results.

Figure 6.31 represents the ultimate results in terms of Weighted MAPE and
Weighted Bias that we managed to derive from the 200 SKUs sample:

– Flashy products: 14% accuracy
– Intermittent products: 18% accuracy
– Trendy products: 83% accuracy
– Seasonal products 83% accuracy
– Internal variable products: 89% accuracy
– Trendy and seasonal 81% accuracy.

The weighted forecast bias maintains itself in equilibrium for the stable products,
while it still indicates a tendency toward under- and overforecasting for the inter-
mittent and flashy products.

To sum up the results and weighting all together the 200 products of the port-
folio, we managed to reach the following:

– A forecast accuracy of 76%
– A forecast bias of 0.53%.

Considering the sub-portfolios, we can also state the following insights:

– A forecast accuracy of 82% and a forecast bias of −3% for the stable portfolio
(100 products accounting for 90% of the sales)

– A forecast accuracy of 16% and a forecast bias of 1% for the flashy and
intermittent portfolios (100 products accounting for 10% of the sales).
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Figure 6.32 illustrates the ranges of improvements led by the parameters opti-
mization of both the stable and flashy–intermittent sub-portfolios. It has to be
underlined that only 25 stable products have been submitted for the parameters
optimization, and all scored more accurate results. At the same time, all the flashy
and intermittent products did go through the “best fit” run of the Markovian
solution.

Having a total of 52 products that show an enhancement, and knowing that 25
products come from the optimization of the stable products, we can derive that the
other 27 products have been optimized by the Markovian best fit solution.

6.3.3 Concluding Remarks

The circle has now been closed.
We started from the end, with an illustrative description of all the methods

already compared, and then, we dived into each of them from the very first to the
last.

Let’s then go back to Fig. 6.2 and analyze more in detail our way backward,
from the first running of the best fit model with outlier detection and correction to
the latest run of the custom method with parameters optimization and outlier
detection and correction. We derive the following results:

– Best fit with outlier detection and correction Weighted MAPE: 33%
– Custom method with outlier detection and correction Weighted MAPE: 31%
– Custom method with trend dampening and with outlier detection and correction

Weighted MAPE: 27%
– Custom method with parameters optimization and with outlier detection and

correction Weighted MAPE: 24%.

Finally, it results that from the beginning to the end we nibbled away 9% of
accuracy.

Considering the aspects of the forecast bias, we can state that only the automatic
detection and correction of the outliers led to a marked tendency of underfore-
casting (−10%), while for all the methods where the custom solution toward outlier
detection and correction was applied, the bias varied over a range of −1 to 1%.

The same reasoning can be applied to the specific demand categories of our
portfolio, but the comparison cannot include the best fit model as at that time, and
applying only that model, the practitioner had not and could not have any view on
the demand categories of its portfolio.

Figures 6.33 and 6.34 display the following results:

– The flashy category managed to reduce its forecast error by only 3%, main-
taining a tendency of overforecasting around 10%.

– The intermittent category reduced its forecast error by 7%, with a negative
direction of the error.
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– The trendy category gained 2% from the smoothing settings optimization.
– The seasonal category gained 15% of accuracy from the smoothing settings

optimization.
– The trendy and seasonal categories gained 10% from the demand dampening

and another 1% from the parameters optimization.

As a last point, we also notice how the green-dotted line, indicating the forecast
bias of the latest run of the custom method with parameters optimization, reaches an
equilibrium around the values of −1% down to −5% for all the categories of the
stable demand. Therefore, the high and low peaks of the forecast bias have been
almost eliminated.

The last but not least comes the final matrix of the ABC/XYZ with the
Weighted MAPE and Bias plotted (Fig. 6.35). This is a summary of custom method
with optimized parameters and with outlier correction. From the matrix, we can
notice that:

– The AX quadrant reaches its lowest level of MAPE (14%) with a forecast bias
of −2%. Consequently, the class that accounts for 43.21 M sales, that is, 61% of
the total sales, is forecasted with an accuracy of 86%.

– The BX quadrant reaches also its lowest MAPE of 13% and a forecast bias of
−1%. This class accounts for 9.14 M of the overall sales (13% of the overall
sales) and is forecasted with an accuracy of 87%.

– The CZ class performs in the same direction with a null forecast bias and a
MAPE of 16%.

– The AY class reaches its minimum in terms of forecast error with an overall
accuracy of 72% and a forecast bias of 2%. It has improved by 9% because of
the parameters optimization.

– The same trend, but even stronger, is registered for the BY category that shows
an accuracy of 79%, a bias of 3% and an enhancement of 20% thanks to the
parameters optimization.

– The class CY improved by 5%.
– The class AZ improved by 20%, resulting in a forecast accuracy of 45%.
– The rest of the Z classes slightly improved by few percentage points.

If we average the X quadrants and the AY and BY quadrants, we can state that,
on average, we are predicting with a forecast accuracy of 82%, 61.9 M of sales
representing 88% of the overall sales.
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7Improving Short-Term Forecast
with Demand Sensing

Demand planning is a keystone process that is relevant across all three levels of the
planning hierarchy—be it long term, tactical or operational. True demand planning
excellence requires excellent performance along all three planning levels (and the
corresponding horizons of long, medium and short).

Now, this begs the question “what constitutes excellent performance?”. Per-
formance can be measured based on the quality of decision support provided by
demand planning across the levels of planning. A sampling of key decisions along
these levels is illustrated in Fig. 7.1.

Traditionally, there has been good support from a tool perspective for demand
forecasting in the long and medium term (think planning granularity of years or
months). The same cannot really be said about short-term forecasting (think weeks
or days). Short-term forecasting has for a long time been devoid of solid algorithmic
support. Demand sensing is an effort to address this. It is designed with the particular
needs of short-term forecasting in mind. As one gets closer to execution, the level of
detail increases (increase in planning granularity), but the degrees of freedom
become narrow. That is, one is bound by decisions that are taken at higher levels. So,
forecasting in the short term is less about optimization as in most cases resources
have already been committed to a certain anticipated outcome and more about
gaining clarity on or predicting more accurately the most likely outcome in order to
come up with as profitable a response as possible. Also, from the perspective of
Gartner’s CORE (Configure, Optimize, Respond, and Execute) framework for cat-
egorizing supply chain processes, demand sensing is clearly a respond process which
is defined as “helping to create an intelligent response to execution events that keep
the short-term plan as close as possible to the company goals.”
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7.1 Demand Sensing Trends in Modern Supply Chains

Recent years have seen an unprecedented growth in data generated and collected by
organizations. This does not automatically translate to benefits or improvements in
performance. Just accumulating humongous data amounts to nothing if insights
cannot be operationalized. This is particularly relevant for short-term forecasting as
proper analytical support can help unwrap the shroud of uncertainty around cus-
tomer orders, thereby improving accuracy.

In “Leading Digital,” the author talks about how digitalization is breaking down
paradoxes of the past, between standardization and empowerment, controlling and
innovating or orchestrating and unleashing. The equation to characterize such
trade-offs is shifting from “either-or” to “both-and” (McAfee & Didier Bonnet,
2014). It is also true of the age-old trade-off between efficiency and responsiveness.
Supply chains of today have to become, as Gartner calls it “bimodal,” which is to
mean the ability to seamlessly integrate elements driven by cost efficiency and
responsiveness considerations. With shortening of lead times, customer centricity
and mass customization becoming trends du jour and with the “locus shifting to the
customer,” a quicker cadence is crucial to planning processes, particularly that fall
into the “respond” realm like demand sensing (Subramaniam & Bala Iyer, 2016).
Figure 7.2 illustrates how quicker cadence/shorter lags, supported by algorithms,
can help reduce latency in processing events that are likely to influence demand.
Also, the volumes of data involved means algorithmic support is inevitable. The
approach of APS (e.g., SAP APO) of adjusting what is essentially a 30-day lag
forecast based on exceptions is a thing of the past. This is where demand sensing
comes in.
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7.2 Benefits of Demand Sensing

7.2.1 Variability Dampening

Proliferation of SKUs and deep supply chain networks necessitated by customer
proximity are key contributing factors to variability amplification as one gets closer
to the customer: From a product structure standpoint, this could mean variability
increase as one moves from raw materials to finished products. The increase is
particularly pronounced in the case of different product flows (a lot more finished
SKUs than input materials). From a distribution network perspective, this could
mean as one moves from suppliers to retailers. From a time granularity perspective,
this could be as one switches from months to days. This variability amplification is
further sharpened by the infamous bullwhip effect. This is illustrated in Fig. 7.3.

We have seen in the earlier section how demand sensing implies increasing the
cadence—that is, systematically reacting to events influencing demand with mini-
mal latency. This approach of using analytical support to process demand signals—
both historical and forward-looking—to make predictions in the near term leads to
lowering of uncertainty “felt” by the supply chain. The dampening effect of
increasing the number of demand observations on uncertainty (or variability) can be
proved quantitatively.

Fig. 7.2 Quicker cadence enhances the ability to react to demand relevant events
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Technical note: It can be proved that (Simchi, 1999)

Variance of orders placed by the retailer at themanufacturer/

Variance of demand as seen by the retailer� 1þ 2L
p

þ 2L3

p3

where L = lead time and p = number of demand observations.
Many companies follow market trends to become demand driven.

Demand-driven principles have been gaining traction with agility becoming more
and more important to building “respond” capabilities. One of the core principles of
demand driven is enshrined in the phrase “position and pull instead of push and
promote” (Debra Smith, 2016). This means positioning the decoupling point further
downstream, which could potentially lead to grabbing more market share by
becoming more attractive (response time-wise) versus competition. The idea is
illustrated in Fig. 7.4.

Fig. 7.3 Illustration of variability amplification as one moves closer to customer
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7.2.2 Working Capital Rationalization

There is also a clear correlation between forecast variability and inventory. Greater
the variability, higher is the required level of stocks to ensure a certain desired
service level. As can be seen from Fig. 7.5, this relationship is nonlinear, and this
represents a significant opportunity. Improvements in accuracy or reduction in
variability can have a positive impact on working capital. One could either offer the
same level of service at a reduced inventory or improve the service level keeping
inventory investments the same.

Forecast driven Order driven

Push

Pull

Customer tolerance 
lead time

Forecast driven Order driven

Push

Pull

Potential for competitive
advantage vs. competition

Original decoupling
point

New decoupling point:
further downstream enabled by
improved short term forecast accuracy

Fig. 7.4 Repositioning of decoupling point further downstream
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7.2.3 Lead Time Compression

Reduction of lead times is another area where demand sensing can bring in benefits.
This is explained well using a numerical example: We have a bill of material
(BOM) that consists of parts that are all made to order (say, because of high demand
variability like in the case of a highly customizable product). Demands for these
parts cannot be reliably predicted at higher lags (for instance, 30 days or more).
However, let’s say, by increasing the cadence and leveraging analytical support,
forecast variability could be reduced for some of these parts to a level that makes a
switch from make-to-order to make-to-stock viable. Let’s analyze the impact of
this. We’ll do so by focusing on the critical path of the BOM, which is the longest
path that represents the lead time experienced by the customer. The critical path
changes as we progressively switch the strategy for parts where the variability
decrease is significant enough to make this a viable option.

As we can see from the illustration in Fig. 7.6, over four iterations, the lead time
is progressively reduced from 55 to 27 days. The progression is as follows:

Iteration 1 (1–2 in graphic)—original state where the critical path is [j ! f
b ! a] for a lead time of 55 days. Part j, which is on the critical path, is a
candidate for switching to MTS as there is a forecast variability for this part that is
significant enough to enable it to be treated as a stock item. This switch shifts the
critical path to [k ! h ! c ! a] for a lead time of 47 days.

Iteration 2 (2–3 in graphic)—The process is repeated, and part k is similarly
switched to MTS, which leads to a further reduction to get to a lead time of 45 days
with the new critical path being [i ! f ! b ! a].

Iteration 3 (3–4 in graphic)—In the final iteration, “i” is switched, which gives
us the final lead time of 27 days. The process stops once we’ve exhausted all

S f t  St k t V i  S i

40000

45000
Safety Stock at Various Service

30000

35000

20000

25000

fe
ty

 S
to

ck

15000

S
af

5000

10000

0
0.050 0.061 0.073 0.089 0.107 0.130 0.157 0.190 0.230 0.278 0.336 0.407

Coefficient of Variability (CoV) of Forecast Errors
0 85 0 86 0 87 0 88 0 89 0 9 0 91, , , , , , ,

 L l  d F t V i bilite Levels and Forecast Variability

0.492 0.596 0.721 0.872 1.056 1.277 1.546 1.870 2.263 2.738 3.313 4.009 4.851

0 93 0 94 0 95 0 96 0 97 0 98 0 990,92 , , , , , , ,

Fig. 7.5 Forecast variability, customer service level and safety inventory
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candidates for switching to MTS owing to forecast variability reduction afforded by
demand sensing.

Note: On the other hand, materials that are not on the critical path do not have a
direct influence on lead time and could be potential candidates for a make-to-order
approach, thereby reducing overall inventory.

Earlier, we talked about how new trends such as digitalization and IoT have
necessitated breaking traditional paradoxes between efficiency and responsiveness.
Toward this end, demand sensing is an important tool in a digital supply chain’s
toolbox. By improving near-term accuracy, it provides the requisite analytical
support to improve capacity utilization, increase production scheduling efficiency
and accuracy, increase accuracy of replenishment planning, rationalize inventory,
increase transportation planning efficiency and accuracy, etc., all contributing
toward cost efficiency while at the same time not compromising on responsiveness.
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Fig. 7.6 Lead time compression by switching certain parts from MTO to MTS
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7.2.4 Demand Sensing Overview

Let’s start with a general definition of demand sensing provided by Gartner: It is
defined as the “translation of demand information with minimal latency to detect
who is buying the product, what attributes are selling and what impact demand
shaping programs are having” (Tohamy, Scott, & Steutermann, 2012). The oper-
ative phrase is “minimal latency.” If we are able to use the power of analytics to
interpret demand signals with minimal latency and turn them into insights, for
instance, in the form of more accurate short-term forecasts, we are then able to drive
better decisions. The key is leveraging multiple streams of data that help predict
future demands at speed and at scale. Clearly, the traditional principle of man-
agement by exception alone won’t do. IBP’s demand sensing algorithms provide
the necessary tool support that allows interpretation of demand signals at speed and
at scale. The illustration in Fig. 7.7 provides a conceptual illustration of the key
principles at work. There are various inputs such as historical orders, historical
consensus forecast (also known as consensus revisions—more on this later), future
orders that are captured at multiple lags, meaning at different points in time prior to
the actual business event (say, customer order shipment) occurring, which are
systematically processed by the demand sensing algorithm to provide a “sensed
demand” that encapsulates the insights of the various input streams. With this, one
is able to transit from a descriptive/diagnostic (a la alerts) approach that tends to be
reactive in nature to a prescriptive/predictive one that is proactive. Of course, real
benefits will depend on a supply chain’s ability to operationalize the insights
gained. However, in some cases, just being able to identify potential issues early
enough, so that remedial actions can be analyzed, is in itself an invaluable benefit.

If we talk about SAP IBP support for demand sensing, although the algorithm
itself is proprietary and details of the inner workings are not in the public domain,
the main steps can be deduced based on experimental results. The process described
below is based on numerous runs of the algorithm for a number of deliberately
created data sets to examine its behavior.

The algorithm can be said to consist of four key steps.1 This is depicted in
Fig. 7.8.

1This excludes any preprocessing steps. For example, cleansing the consensus demand of
promotions is a typical preprocessing step. The assumption made is that the consensus key figure
input is one without promotions.
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7.2.5 SAP Use Case: Bias Detection

For detecting bias, besides the historical demand data itself (actual orders), con-
sensus forecast revisions in the form of snapshots are a prerequisite. Consensus
revisions will have to be available ideally for the length of the historical data
horizon (say, 52 weeks). Based on this input, historical forecast bias at multiple lags
is calculated by the algorithm.

The concept of calculation of historical consensus bias, using revisions, at
multiple lags will be explained with the help of Fig. 7.9. A consensus revision
consists of a revision date (date on which the consensus “snapshot” is taken) and

A

Historical Periods

Historical orders Historical forecast

Order pattern recognition

Bias detection

Order pattern recognition

Daily delivery split determination

Intelligence from additional 
data streams

Assess & Adapt

Sensing Horizon

Sensed demandConsensus forecast

g
[Typically ~6 Weeks]

Fig. 7.7 Illustration of principles behind SAP IBP’s demand sensing algorithm

Fig. 7.8 Peek under the hood: IBP’s demand sensing algorithm
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quantities along the forecast horizon qualified by key figure dates. For a given
snapshot, lag refers to the difference in periods (weeks in our case) between the
period when the snapshot is taken and the forecasted week. In the example below,
for the first snapshot SS1 which is taken in week 1 (WK1), lag 0 is WK1, lag 1 is
WK2 and so on. Therefore, lag X bias can be calculated by comparing the snapshot
taken X periods before with the actual demands. To calculate one bias metric for a
given lag, the bias for this lag is calculated over all historical snapshots and
summarized.

In the demand sensing forecast profile (accessed through the manage forecast
models app), the key figure where forecast revisions are stored is specified. It is
determined by the algorithm by concatenating the consensus forecast key figure and
the snapshot suffix (see 1b in Fig. 7.10).

To determine bias correction to be applied, historical periods that are evaluated
for calculating bias coefficients that inform the calculation of correction factors are
specified in the field bias horizons (see 1c in Fig. 7.10). These need to be seen
relative to the current period. For example, bias horizon of 2 refers to the second
historical period for which lag-based bias will be calculated. A total of six bias
horizons can be specified. If periods in the recent past are specified, the sensing
algorithm is more sensitive to recent changes than when the periods specified are
older.

Lag-based accuracy can either converge on the actual demand (accuracy
improves as lags get shorter) or diverge or be some combination of the two.
Demand sensing uses an analysis of this aspect to apply corrections to the future
consensus forecast. For example, systematic positive or negative biases can be
corrected by increasing or decreasing the consensus forecast commensurate to the
magnitude of the bias detected.

SS 6 L0

SS 5 L0 L1

SS 4 L0 L1 L2

SS 3 L0 L1 L2 L3

SS 2 L0 L1 L2 L3 L4

SS 1 L0 L1 L2 L3 L4 L5

WK1 WK2 WK3 WK4 WK5 WK6

SS<N>: Snapshot #N

WK<N>: Forecast Week #N

Fig. 7.9 Snapshots and lags explained
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Note: The number of lags that are analyzed is a function of the forecast horizon.
In the example provided, there are six lags being analyzed as the forecast horizon is
six weeks long.

7.2.6 SAP Use Case: Sales Order Pattern Recognition

The underlying concept is quite intuitive. Based on the material availability date
(expected date of warehouse shipment) and order creation date, one could determine
order quantities at multiple lags and trace the evolution of orders for a given planning
combination (say, product–location–customer). This concept is illustrated in
Fig. 7.11. The illustration shows the evolution of order quantities starting from eight
weeks (lag 8) in the past with respect to the material availability date until lag 0 (week
of the material availability date). The cumulative % is the cumulated order quantities
vis-à-vis the final order quantity (requested or confirmed as the case may be).

An analysis of the evolution of order quantities across multiple lags is then used
by the algorithm as one of the ways to predict future orders. Simplistically, if
analysis of the entire historical horizon for a given combination should reveal that
the lag-based evolution of quantities over four lags (3-2-1-0) is always 25% each,
an order quantity for 25 units for this combination with material availability three
weeks out can be used to predict that the eventual demand will be 100. Although
this is an oversimplification, as order pattern recognition is only one among the
signals used to calculate sensed demand, it nevertheless helps underscore the key
underlying principle.

In the forecast profile, the key figures that hold future order quantity and his-
torical order quantity relevant for order pattern recognition are specified (see 2a and

1a1a

1b
1c

Fig. 7.10 Settings relevant for detecting bias
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2b in Fig. 7.12). Quantity ration calculation horizon in the profile specifies the
horizon over which lag-based analysis for order pattern recognition should happen.

Bias and order patterns are two key considerations for the algorithm to deriving
sensed demand. As one can imagine, there is considerable quantitative heft
involved in determining appropriate weights for each of these considerations for
calculating the final sensed demand.

Fig. 7.11 Evolution of order quantities across multiple lags

2a
2c

2b

2c

Fig. 7.12 Settings relevant for order pattern recognition
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7.2.7 SAP Use Case: Calculation of Weekly Sensed Demand

The main output of the sensing algorithm is weekly sensed demand. To prevent
drastic automatic adjustments to consensus forecast, thresholds can be established
that cap the magnitude of change in absolute or percentage terms. Also, an accuracy
improvement threshold can be provided that prevents sensed demand from being
different from consensus demand unless the MAPE of consensus demand is less
than or equal to the threshold provided (see 3a and 3b in Fig. 7.13).

In addition, the planner can review and override her/his input into the adjusted
sensed demand key figure. If this is a non-null value, it flows into the final sensed
demand key figure; otherwise, the main output of the algorithm which is the sensed
demand quantity is used.

7.2.8 SAP Use Case: Determination of Daily Distribution
Factors

The final step of the process is to break down weekly sensed demand into daily
buckets. There are two factors to be considered: historical daily split, which is
calculated based on an average calculated over a given horizon (specified in the
profile, see 4a in Fig. 7.14) and definition of working days (see 4b in Fig. 7.14).

7.2.9 SAP Use Case: Forecasting Sensed Demand

The following system scenarios show the algorithm in action and should help
demonstrate the four key steps described in the earlier section.

We have seen that one of the key input data streams to the demand sensing
algorithm is consensus revisions. Let’s analyze this more closely in the first

3a

3b

Fig. 7.13 Thresholds to cap magnitude
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example. For this example, a data set (for location “DC1”) has been simulated to
produce a lag-based bias that looks like shown in Fig. 7.15.

As can be seen, the lag-based accuracy increases or bias decreases as one gets
closer to execution—that is, move toward lag 0. In Fig. 7.15, lag-based bias is
shown for six historical periods. The data series “diff” in the figure denotes the
average bias across these historical periods over the lags. This can be seen to be
decreasing as one gets closer to lag 0.

4a

4b

Fig. 7.14 Settings for determining daily split

Fig. 7.15 Lag-based bias for DC1—low variability scenario
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The results of the algorithm for this data set are discussed next. Intuitively, one
can expect that in this case, greater lags will undergo larger adjustments compared
to smaller lags. This is confirmed by the result of the demand sensing run sum-
marized in Fig. 7.16.

From the data table provided, we can see that the adjustments to the demand
planning quantity (specified as the consensus key figure) as evidenced in sensed
demand quantity key figure are relatively small. What can also be seen is that the
magnitude of changes at higher lags is greater than for smaller lags. As explained in
the process description in the earlier section, the algorithm calculates bias at dif-
ferent lags and comes up with adjustment factors (more on this later) that are
applied to the consensus forecast. The correlation between lag and forecasted
periods is depicted in Fig. 7.17. Therefore, a bias adjustment based on lag 0 is
applied to week 0 (relative to the current period), based on lag 1 is applied to week
1 and so on.

As bias increases, or in other words a read on consensus forecast becomes more
unreliable, more weight starts to be assigned to adjustments attributable to detection
of order patterns. To understand this, let’s consider a second scenario (DC2) where
the input consensus forecast bias is as shown in Fig. 7.18.

Focusing on the data series for average bias over periods analyzed (“diff”), it is
clear that the bias is higher than the scenario earlier (for instance, absolute bias at
lag 5 is less than 20% for DC1, but is around 40% for DC2). The result of demand
sensing run for this scenario is shown in Fig. 7.19.

Fig. 7.16 Result of demand sensing run—low bias scenario (DC1)
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As opposed to the previous case, we see that the magnitude of adjustments for
DC2 (difference between demand planning and sensed demand quantity) is higher.
As in both cases, accuracy improves progressively as one moves toward lag 0;
adjustments are lower for smaller lags compared to higher lags.

We have talked about how there are multiple signals or streams that are weighted
to then calculate adjustment factors that are applied to the consensus forecast key
figure. Let’s dwell on this a little more closely by analyzing the internal mechanism
at play. To do this, a brief introduction to the internally calculated key figures is in
order.

These key figures are shown in Fig. 7.20. We have discussed the main input key
figures and the ultimate output key figure. Turning our attention to key figures

Lag 5

Lag 3

Lag 4

Lag 5

Lag 1

Lag 2

FC WK0 FC WK1 FC WK2

Lag 0

FC WK3 FC WK4 FC WK5

Fig. 7.17 Relation between lag and forecast periods

Fig. 7.18 Lag-based bias for DC2—medium variability scenario
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internally calculated by the algorithm, there are four categories of key figures
(marked A through D in Fig. 7.20; their technical names and a brief description
informing their use are provided):

A. Weights for chosen bias horizons: For each of the bias horizons that are
specified in the forecast profile (see section on the process for a description) that
need to be analyzed to detect bias in order to determine adjustments to future
forecast required, bias coefficient key figures are used. There is one for each of
the six horizons that can be specified in the profile.

B. To assess the impact of sensed demand due to bias correction and correction
attributable to order pattern detection, equivalent accuracy measures are cal-
culated and stored in corresponding key figures.

C. This category belongs to weights assigned to bias correction and correction
based on order pattern recognition.

D. Finally, this category belongs to the calculated adjustment factors that are then
applied to the consensus demand key figure to calculate the sensed demand
quantity.

Let’s compare these key figures for the two scenarios we have discussed. They
are visualized in Figs. 7.21 and 7.22, respectively.

Fig. 7.19 Result of demand sensing run—medium bias scenario (DC2)
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Fig. 7.20 Key figures for internal use calculated by the demand sensing algorithm

Loca on Lag Time BAF BHC0 BHC1 BHC2 BLoca on Lag Time BAF BHC0 BHC1 BHC2 B
DC1 0 W36 2017 0,0008 0,1393 -0,6283 0,0012
DC1 1 W36 2017 0,0703 -0,3055 -0,0224 -0,3174
DC1 2 W36 2017 -0 0727 -0 1142 -0 1249 1 1439DC1 2 W36 2017 0,0727 0,1142 0,1249 1,1439
DC1 3 W36 2017 0,0632 -0,0752 0,1533 -0,2881
DC1 4 W36 2017 0,0704 0,1518 -0,2910 0,5576
DC1 5 W36 2017 0 0212 -0 0406 -0 3784 1 6461DC1 5 W36 2017 0,0212 0,0406 0,3784 1,6461

BHC3 BHC4 BHC5 BAFCC BAFCEC FOQAF FOQFCECBHC3 BHC4 BHC5 BAFCC BAFCEC FOQAF FOQFCEC
0,9016 1,5989 -0,3792 0,0000 0,2266 0,9748 0,2467
0,5453 -2,6308 3,8034 0,9759 0,2006 1,0495 0,0022

-1 9332 1 2577 0 7444 0 9750 0 1023 0 9903 0 00231,9332 1,2577 0,7444 0,9750 0,1023 0,9903 0,0023
-1,6879 3,9441 -1,4112 0,9503 0,0808 1,0044 0,0092
-0,2765 2,5117 -2,1703 0,9745 0,0778 1,0251 0,0020
0 0317 2 0200 -2 5415 0 9904 0 1723 0 9969 0 00340,0317 2,0200 2,5415 0,9904 0,1723 0,9969 0,0034

Fig. 7.21 Internally calculated key figures for scenario 1 (DC1)

Loca on Lag Time BAF BHC0 BHC1 BHC2 BHC3 BHC4 BHC5 BAFCC BAFCEC FOQAF FOQFCEC
DC2 0 W36 2017 -0,4024 0,7450 -1,0841 -0,6003 2,2033 -1,0498 0,9837 0,0000 0,2104 0,8004 0,2972
DC2 1 W36 2017 0,0886 -0,0902 -0,7633 0,9699 0,2220 -0,9739 1,5087 0,9659 0,1556 1,0784 0,0086
DC2 2 W36 2017 -0,1278 0,0803 0,0531 0,7169 -0,5332 0,0845 0,3278 0,9549 0,1110 0,9863 0,0068
DC2 3 W36 2017 0,3206 0,4445 -0,3182 -0,7492 3,0617 -2,0465 0,1605 0,9776 0,1767 1,0218 0,0004
DC2 4 W36 2017 -0,4376 -0,1557 0,4100 -0,6047 2,7705 -1,0309 -1,1714 0,8834 0,1195 1,0814 0,0169
DC2 5 W36 2017 -0,4412 -0,5491 0,5307 -0,7033 0,0231 -0,3826 1,2399 0,9323 0,0590 0,9641 0,0084

Fig. 7.22 Internally calculated key figures for scenario 2 (DC2)
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We’ll only focus on a couple of salient aspects of the results that we see. Firstly,
all the key figures are calculated at multiple lags and the number of lags equals the
forecast horizon (six weeks in this case). We also see that the bias adjustment factor
(column BAF) for scenario 1 is smaller than for scenario 2, which we intuitively
surmised based on the simulated input biases used. We can also see that the key
figures that denote importance given to adjustments based on order pattern
recognition (mainly future order quantity adjustment factor) have higher values for
scenario 2 than for scenario 1. That is to say that when consensus revisions become
unreliable and as their inaccuracy increases, adjustments based on order patterns
start to become more relevant—also something that makes intuitive sense. This
statement can be further supported by scenario 3 where the input bias variability is
even higher than scenario 2 (see Fig. 7.23).

From the results of the demand sensing run (visualized in Fig. 7.24), we are able
to see that the magnitude of changes is by far the highest.

Turning to the internally calculated key figures, we see that the future order
quantity-based adjustment factors receive greater focus confirming our earlier
statement (see Fig. 7.25).

In Fig. 7.26, all three scenarios are visualized side by side for comparison. We
see differences in delta between consensus demand and sensed demand per dis-
tribution center.

The final step is the distribution of weekly sensed demand down to days. In
Fig. 7.27, we see the simulated split of the key figure denoting deliveries that is
then used by the algorithm as input.

Fig. 7.23 Lag-based bias for DC3—high variability scenario
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The result can be seen in Fig. 7.28. There are seven internal shipment profile key
figures (each representing a day of the week). As can be seen, the % values of these
key figures closely mirror the input split. These key figures are then used to dis-
aggregate the weekly sensed demand down to days.

Fig. 7.24 Result of demand sensing run—high variability scenario

Loca on Lag Time BAF BHC0 BHC1 BHC2 BHC3 BHC4 BHC5 BAFCC BAFCEC FOQAF FOQFCEC
DC3 0 W36 2017 0,0051 -0,0764 0,2915 -0,4997 0,6923 0,9068 -0,5111 0,0000 0,1871 0,8860 0,4543
DC3 1 W36 2017 -0,1551 -0,0184 -0,1056 -0,0287 0,9971 -0,1307 0,0350 1,0000 0,1795 1,0000 0,0000
DC3 2 W36 2017 -0,1238 -0,2387 0,3558 -0,5607 1,1294 -2,3271 2,4299 0,9760 0,1419 0,9853 0,0063
DC3 3 W36 2017 -0,5207 0,6581 -0,8354 1,1971 -1,7448 1,9535 -0,4761 1,0000 0,2980 1,0000 0,0000
DC3 4 W36 2017 -1,0686 0,1686 -0,4596 0,5685 0,6595 -0,2589 -0,3968 0,8372 0,1566 1,1504 0,0772
DC3 5 W36 2017 -2,6961 0,1088 0,0309 0,2407 -1,0643 2,4600 -1,2283 0,8659 0,1150 0,8943 0,0457

Fig. 7.25 Internally calculated key figures for scenario 3 (DC3)
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7.2.10 Concluding Remarks

Demand sensing in no way diminishes the importance of medium-term forecasting.
A good consensus forecast is a prerequisite for an effective demand sensing process.
For instance, demand patterns such as seasonality and trend are not detected by

Fig. 7.27 Simulated input delivery split by working day

Product ID Lag Time SHP0 SHP1 SHP2 SHP3 SHP4 SHP5 SHP6
IBP_L001 IBP_P001 0 W36 2017 1,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000
IBP_L001 IBP_P001 1 W36 2017 1,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000
IBP_L001 IBP_P001 2 W36 2017 1,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000
IBP_L001 IBP_P001 3 W36 2017 1,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000
IBP_L001 IBP_P001 4 W36 2017 1,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000
IBP_L001 IBP_P001 5 W36 2017 1,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000
IBP_L002 IBP_P001 0 W36 2017 1,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000
IBP_L002 IBP_P001 1 W36 2017 1,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000
IBP_L002 IBP_P001 2 W36 2017 1,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000
IBP_L002 IBP_P001 3 W36 2017 1,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000
IBP_L002 IBP_P001 4 W36 2017 1,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000
IBP_L002 IBP_P001 5 W36 2017 1,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000
IBP_L003 IBP_P001 0 W36 2017 0,1999 0,1999 0,1999 0,1999 0,1002 0,1002 0,0000
IBP_L003 IBP_P001 1 W36 2017 0,1999 0,1999 0,1999 0,1999 0,1002 0,1002 0,0000
IBP_L003 IBP_P001 2 W36 2017 0,1999 0,1999 0,1999 0,1999 0,1002 0,1002 0,0000
IBP_L003 IBP_P001 3 W36 2017 0,1999 0,1999 0,1999 0,1999 0,1002 0,1002 0,0000
IBP_L003 IBP_P001 4 W36 2017 0,1999 0,1999 0,1999 0,1999 0,1002 0,1002 0,0000
IBP_L003 IBP_P001 5 W36 2017 0,1999 0,1999 0,1999 0,1999 0,1002 0,1002 0,0000

Fig. 7.28 Calculated results—shipment profile (0–6 for each day of the week)
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sensing. It assumes that these are incorporated in the consensus forecast and relies on
insights gained by processing short-term demand signals and analysis of historical
forecast performance to adjust consensus forecast (and derive sensed demand).

The true power of demand sensing cannot be realized unless insights gained
cannot be operationalized (Fig 7.29). Therefore, agile execution processes are
important to turn insights into a profitable response. In some cases, even if lead
times are too long to adapt to demand shifts predicted by demand sensing, early
detection of potential issues can itself provide benefits. For example, being able to
predict potential shortage might provide an opportunity to explore alternative
scenarios, one of which could be switching to a supplier closer to home with a
shorter lead time.
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8How to Measure and Improve
Forecasting

8.1 Measure Value Add

There are several effectiveness measures, and they can help you to understand
goodness of fit of the forecast model for the given data inputs. A short overview of
typical metrics and some guidelines for choosing among them are presented here.
Once you understand your process effectiveness measures you will be able to
understand value add of specific process step, adjustments, stat. forecast technique.
Here are some of the typical effectiveness measures:

Mean Error. It is calculated as Actual t—Forecast t for a given time period t. It
gives the average distance between forecast and actual values. As positive and
negative errors offset each other, this measure is used to determine if there is a
systematic bias in the model. An example is provided in below. If the spate of
progressively lower values in this example is simply a temporary effect, an algo-
rithm such as pick the best method could conceivably misinterpret this as a
declining trend and assign a double exponential smoothing algorithm with trend
dampening turned on leading to forecast as indicated by the dark blue line.

However, as shown in Fig. 8.1, a single exponential smoothing model may well
be the more appropriate choice (light blue line) that gives due consideration to the
relatively stable time series overall. If the trend model was in fact chosen, mean
error will show a positive bias and it will continue to increase.

Mean Absolute Deviation (MAD). This measure expresses the scale of error.
As the term absolute indicated, positive and negative values are treated the same.
This measure is quite easy to understand as it is in the same units as the original
data. If the quantities are quite small, MAD is a suitable choice.

Mean Squared Error (MSE). This metric as well neutralizes the sign, but by
squaring the error, which leads to large errors being overrepresented. This is
desirable if the model needs to be sensitive to large errors—for example, if there are
buffers in place to deal with small deviations, but large errors would result in
disruptions that are not easily handled, MSE is a good measure to keep an eye on.
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It is also a measure that is typically used by model optimization algorithms to find
appropriate parameters (by trying to minimize it over an initialization data set).

Mean Absolute Percentage Error (MAPE). With the measures discussed so
far, comparisons are difficult as they does not take into consideration the scale of
demand. MAPE addresses that by expressing the (absolute) error in percentage
terms. It is particularly useful for seasonal products where the scale of demand
should be a factor in assessing the severity of the error.

Mean Absolute Scaled Error (MASE). Please see the technical note on MLR
for a description of how it is calculated. MASE comes in very handy as it has in its
denominator the accuracy measure for naïve forecast (NF1), which is the same as
saying forecast equals last-demand observation. This means that, with MASE, the
accuracy of the model in use is expressed in terms of the improvement it offers over
NF1. Concretely:

If MASE = 1: the model is only as good as NF1. You could just as well spare
additional costs potentially incurred by using anything more advanced.
If MASE > 1: model in use is worse. This definitely calls for deeper investigation.
It can also be that the planning cluster (owing to its importance) demands an
advanced model, but it has not been setup properly and is grossly underperforming.
If MASE < 1: model is better than NF1. How close it is to 0 than to 1 is a measure
of how good the model in use is.

Bottom line—MASE can be used to establish a barrier for entry for a model that is
more advanced than NF1 (visualized in Fig. 8.2).

Fig. 8.1 Potential misinterpretation of a recent downward trend
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Rich forecasting process not always delivers the expected results. We have seen
too many times that huge efforts are being invested in collecting inputs from many
functions but the results were not meeting management expectations. It was often
perceived that the inputs from sales and marketing have to come from all the people
in this stakeholder group and by doing so, forecast will become better. Let us talk
about measuring value add in forecasting process.

Forecast value-add analysis (FVA) helps to assess performance of all inputs
and expose value-adding steps and non-value-adding steps, it does expose waste.
Waste could be understood as time, e.g., lack of adherence to process and need for
extra reconciliations resulting in too long processing time. Waste can be understood
as making accuracy worse between process steps. Waste can be as mismatch
between product importance and variability versus forecasting methods, granularity
of forecasting. You may consider to run a Six Sigma improvement project focused
on forecasting as extensive way of running FVA. Common ground for FVA and Six
Sigma would be focus on removing waste and use of data.

FVA can be understood as an instrument to:

– Assess also forecast analysts performances and deciding for rewards (positive
FVA) or a recall (negative FVA)

– Analyze which of the forecasting/demand-planning process steps adds value or
is “beating” the naïve models (Gilliland, 2015).

The example illustrated in Fig. 8.3 would perfectly fit as a use case for FVA in
qualitative forecasting based on sales team inputs. The questions raised above have
to be answered. If we assume initial process design to follow “bottom-up” fore-
casting input may be adjusted based on the FVA findings. Bottom-up input has a lot
of “qualitative value” but maybe not all the steps mirroring organizational structure
of sales team would make sense to be captured in the forecasting process. It is
important to understand which steps are really needed and which ones are nice to

Fig. 8.2 Barrier to entry for a model
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have. It was proven in many cases that too many stakeholders adjusting forecast can
introduce as well many errors.

A very obvious step to be assessed is the sales director review; do you need to
have represented in the process as data or just aggregation of inputs from sales
areas? Is your sales director reviewing and updating data in the system or he/she
expects report analysis to be provided to them, before the demand review meeting?

If we ask ourselves a question: “How to assess if a process step is value or
non-value adding”, the answers are in statistics. At first, you need to have data.
Each of the process steps has to be stored in the system separately, then each of it
has to be measured, for example, with mean absolute scaled error (MASE) and then
each of them has to be compared to each other.

MASE was proposed by Hyndman and Koehler as an alternative to using per-
centage errors, especially in the case of comparing forecast error (Hyndman &
Koehler, 2005). FVA in its nature does compare forecast errors, therefore, we
recommend this measure for this purpose. It was proposed to use a naïve forecast as
reference. If MASE is above, it means the forecast is worse than naïve forecasts
(e.g., Fig. 8.4).

Many companies instead of comparing inputs to reference Naïve method (like
through use of mean absolute scaled error), compare qualitative inputs versus sta-
tistical forecast. We see this way of comparison “not clean” since statistical forecast
is as the way a process which has its own maturity and can bring its own error.

Once the inputs are being measured and compared its clearer where investigation
should go further. On above example, we would recommend to:

– Investigate error trends in sales zone leader versus sales representative inputs,
evaluate inputs attributed to a specific person

– Conduct interviews with sales zone leaders who provide forecast reviews and
forecast inputs

Fig. 8.3 FVA for qualitative inputs
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– Investigate the logic of how sales area managers have improved sales leaders’
input

– Investigate if sales director step is really captured in the system as change in
data. As comment please prepare for such discussions with data, e.g., check logs
before you conduct interview with sales director.

Once having quantitative and qualitative views on the process steps, we would
recommend to agree which process steps can be removed.

There are researches which say:
FVA is a leading practice as shown on examples from various industries:

• Pharmaceuticals: FVA demonstrated that depending on products forecasting
performances were hugely different

• Retail: FVA demonstrated that 75% of the time the forecast baseline coming out
from the software was enough accurate and did not require changes

• Technology manufacturing: FVA demonstrated that half of the time naïve
forecasting performed better or as well as override adjustments

• Home furnishings: FVA demonstrated that the best way to improve performance
was to challenge the analysts and let emerge their competitive nature

• Automotive: FVA demonstrated that management adjustments were too small
and did not bring enough benefits compared with the costs of maintaining that
service

• Food and Beverage: FVA demonstrated that forecasting at a higher granularity
did not bring added value and the company let the analysts focusing on another
most value-adding tasks (Gilliland, 2015).

Forecasting gurus say:

Focus on value add is there in forecasting. Forecast value-added analysis has to be
conducted to check if manual overrides bring value to the process and to the whole
organizational profits. You should aim to assess the performance and also the length

Fig. 8.4 MASE as value-add measurement
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of a normal forecasting process identifying the phases adding values, and the ones
that are purely waste. Wastes can be produced because of lack of forecasting skills,
tools, experience, or even motivation. Few companies assess the performance of
each step of the forecasting process; generally, efficiency and accuracy are mea-
sured only at the aggregated level, but if measured it should be visualized in
y scorecard manner (Chase, 2009).

To conclude: “There is a huge value in doing Forecast Value-add Analysis”.

8.2 Measure Inventory, Service Level Impact
for Intermittent Demand

The performance of any forecasting method needs to be evaluated by some metric,
to measure how closely the forecasted value matches the true value. Intermittent
demand series turn out to be unusually tricky to evaluate; typical forecasting
accuracy metrics are often either inappropriate or even impossible to apply.

These tools for measuring accuracy are mathematical techniques based on the
evaluation of precision, i.e., the bias between the actual demand and the expected
value. But if precision can be a target in the research field, it is difficult to adapt it to
manufacturing companies whose targets are rather:

• customer satisfaction,
• profit maximization,
• cost minimization,
• etc.

and, therefore, in addition to precision, the evaluation tool has to deal with costs
related to stock keeping, obsolescence, stock-out and all the aspects related to them.

Concluding, we believe that, instead of measuring only mathematical accuracy,
it is more important to evaluate the ability of the forecasting tool to maximize
customer satisfaction and at the same time minimize the use of financial, human,
instrumental resources, etc. To achieve that we suggest using the inventory-related
measures, forecast error measures relating to inventory performance include:

I. Service level a—measures the probability that demand will be below stock
level if we replenish stock based on our forecasts (can be thought of as the
probability an arbitrary customer is served straightaway).

II. Service level b—measures the quantity of demand met immediately over the
total demand (or the probability an arbitrary unit of demand is satisfied
straightaway).

III. Periods In Stock (PIS)—the formula for this is defined as
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PISn ¼ �
Xn

i¼1

Xi

j¼1

Aj � Fj

� �

The idea is that we assume the existence of a “fictitious stock” to which the number
in our forecast at each time period is delivered, and then the number of units
demanded in that time period is removed.

8.3 Improve Forecasting with Six Sigma

Integrated Business Planning process framework and its connected processes
generate huge amount of data which can be used for process improvement.
SAP IBP is based on a unified planning area which runs on HANA; this architecture
enables to capture data from various process steps (e.g., product, demand, supply
review, integrated reconciliation, and management business review) and planning
types (e.g., operational planning, tactical S&OP, long-term planning). The data
being captured in HANA through SAP IBP processes can be then used in
improvement initiatives (Fig. 8.5). In this chapter, we share with you how you
could leverage data from SAP IBP within the Six Sigma process improvement
initiative.

Fig. 8.5 Without data you have only opinion
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The seven points below represent seven good starting reasons to consider when
defining your forecasting improvement initiative:

• Improve the consensus demand-planning process
• Build accountability for the forecast
• Understand the sources of error in the forecast
• Establish a baseline and promoted volume forecast
• Measure your demand planners for their value contribution
• Shift from sell-in to sell-through
• Build a make-to-order capability to manage inventory (Steutermann, 2015).

Process design followed by technical on SAP IBP should aim to cope with
process improvement requirements. Let me explain it on one example: if you want
to design qualitative forecasting inputs for the sales department which starts from
sales representative, sales leader to sales manager and sales director, you may
consider to store their inputs on separate key figures in SAP IBP. You could
measure their performance separately to identify value add and avoid problems of
data ownership in the specific case in which you allow inputs overwriting. When
forecasting inputs will be stored on separate key figures, you would be able to
recognize patterns in the error even linked to specific individual.

Six Sigma is a data-driven process improvement methodology. Once you will
execute one project following Six Sigma methodology, it will make a mark in your
behavior. It did it on me and my colleagues. Below some relevant marks:

– Start from the problem definition
– Perform data analysis
– Perform business expert interviews and solution brainstormings
– Pilot solution first
– Assess pilot before scale-up.

Sounds familiar? Then you were already using some of the Six Sigma principles
outlined in Fig. 8.6.

In next subchapters, we have extracted key information from real Six Sigma
project focused on forecasting.

Fig. 8.6 Six Sigma process steps
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8.3.1 Define—What the Problem Is

Define phase should help you to:

• Define the problem
• Organize a project or small initiative
• Structure your thoughts about what you and other stakeholders think about it
• Define objective and timelines
• Define possible costs and benefits
• Define team who will work with you
• Identify people you will affect with the improvement.

Let us go through some typical deliverables of “Define” phase in the context of
demand planning and demand management in IBP.

Problem statement: Formulate in one or two sentences what the problem and
not the solution is! An example could be as “Forecasting process takes too much
efforts compared to quality of the outcome. Process efficiency and error does not
meet company expectations.” Problem statement should be confirmed with a
broader stakeholder group.

Project objectives: Formulate what you want to achieve “Reduce time spends
on forecasting at least by 20% and decrease forecast error by at least 5%”. Make
your objective very tangible.

Planned deliverables: Formulate what you will consider to do

• Improve efficiency of forecast input and demand review processes
• Adjust process accountabilities if needed
• Validate if differentiated ways of working will bring benefits
• Improve process effectiveness measured with forecast error measures
• Document change in the process and prepare training documents
• Define measures to make the improvements sustainable.

This is not a final list of activities, and you will learn much more when you start
analyzing your data and error root causes. This list is rather an instrument to capture
your initial view on the improvement scope.

Scope: Define what is in scope and what is not in scope

Specify process, product, geographical scope, e.g., demand planning for busi-
ness line A was defined by the S&OP stakeholders as the most representative for
the problem statement in European countries. The change of software or upgrade of
functionality was considered in the scope. Specify what is not in scope, e.g.,
adjustments and changes in legacy systems.
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Metrics: Define how you will measure outcome of the project

Here you need to identify metrics and impact of the improvement. You need to
specify, e.g., process effectiveness measures (MASE, Weighted MAPE), process effi-
ciency measures (number of forecasting combinations available in sales input) and
process adherencemeasures (working day 3 as deadline to achieve consensus forecast).

Key milestones: Agree realistic timelines. Divide your initiatives into phases
and set the timelines for it.

Team: Define a cross-functional team. Organize a team who will work with you.
Do not list all of stakeholders here, just those who work on the project to ensure you
give credit for it to relevant ones.

Voice of Customer (VoC): Collect from your “internal customers” (if possible
from external as well) their expectation toward the improvement.

Define a short questionnaire or run a workshop targeted on capturing VoC from
your stakeholders converted to needs. An example of VoC converted to need is in
Fig. 8.7.

As you see from the table, key element of VoC is conversion to the need. Need is
the element you need to act upon.

Best practice reference for the forecast error reduction: Consider external
information to benchmark objectives for your improvement project.

If you want your project “to fly,” you should consider referencing industry or at
least overall external performance in forecasting. When referencing external sources
versus your internal performance try to understand the context of the parameters

Fig. 8.7 Voice of customer
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being used in measurement like level, time lag, and aggregation window but as well
maturity level for process, system and capabilities.

Look on Fig. 8.8 where performance figures are positioned against process
context. It does bring more meaning, do not you think?

Preliminary business case: One of the key deliverables in the define phase is
the preparation of a preliminary business case and assumptions associated with it.
We say preliminary since you should revise it once you learn more insights in
Analyze or Control phase.

Inventory is an ultimate result of demand- and supply-planning processes;
therefore, we would recommend to build your business case on impact which will
be created on inventory. You may consider to capture upside sales and logistic cost
reduction as well.

Over- and underforecasting affect business in different ways (see Fig. 8.9). In
our project example, we will focus on how to address overforecasting and its effects
on inventory levels.

Forecasting demand is not the only process which can influence inventory. We
have seen and experienced that only part of the excess inventory problems come
from forecasting and demand-planning errors. You should consider certain degree
of correlation between forecast error and inventory optimization when defining your
business case.

In Fig. 8.10, we visualize that inventory level depends on the correlation of the
forecasting error, which is measured with appropriate time lag, appropriate level
and aggregation window to match the process characteristics.

In preparation of preliminary business case, it would make sense to take into
account:

– inventory exposed (correlated) to forecasting error impact
– agreed forecast error improvement linked to correlated inventory.

How to address the calculation of the inventory exposed/correlated to the
forecasting error improvement? You may consider the following steps:

– Measure as-is inventory (see Fig. 8.11 column avg. monthly inventory)
– Measure as-is forecast error
– Correlate the forecast error to the inventory and calculate the correlation factor,

e.g., per country (see Fig. 8.11 column forecast error correlation to inventory).
Note: forecast error should be correlated to inventory, e.g., by using adequate
time lag and aggregation

– Calculate the maximum potential forecast error improvement and its impact on
inventory based on the correlation between forecasting error and inventory (see
Fig. 8.11 column monthly avg. correlated inventory).
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Once you have calculated the inventory which can be correlated to forecast error
improvement (Fig. 8.11, column monthly avg. correlated inventory), you would
need to establish how much of this total maximum improvement pool can be really
realized via forecast error improvement. In other words, how much of 100%

Fig. 8.9 Over- and underforecasting based on (Journal of Business Forecasting)

Fig. 8.10 Forecast error correlation between demand- and supply-planning processes
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reduction in overforecasting bias you can expect and how much inventory opti-
mization you may gain for agreed and expected improvement level. Improvement
level you may take from voice of customer and/or additional data analysis you need
to perform.

There is a fundamental learning from the calculation of the correlation factor
between forecast error and inventory:

If inventory has relatively high correlation to forecast error,

• we could assume supply processes use forecast in large extend as inputs for their
planning.

• In this case, demand- and supply-planning processes are tighter integrated.

If inventory has relatively low correlation to forecast error,

• we could assume supply processes do not use forecast in large extend as input to
planning.

• In this case, demand- and supply-planning processes are not well integrated,
which may be caused by work in silos.

How you may use the above insights? We think you may use them to spot the
biggest areas of improvement expressed in forecast error and high correlation to
inventory. In the countries/regions following highest correlation between forecast
error and inventory, you may expect biggest and fastest impact on the “bottom

Fig. 8.11 Forecast error correlation to inventory
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line”, fastest return on investment since inventory level is highly to forecast error.
You may use this as an instrument to prioritize your pilot and rollouts.

High-level process map: map as-is process steps and stakeholders. Mapping
your as-is process can be done as combination of swim lane process map and
Supplier, Input, Process, Output, Customer (SIPOC). In establishing the roles in the
process, you may use Responsible, Accountable, Consulted, and Informed (RACI)
model.

Example of swim lane process map (Fig. 8.12):
Swim lane could be used to layout accountable people, process steps, timelines

but details most probably will be better to capture with SIPOC method.
Example of SIPOC (Fig. 8.13). SIPOC stands for Supplier, Input, Process,

Output, Customer. SIPOC process mapping method can be enriched with RACI.
SIPOC could be extended with some key process parameters like granularity,

measurement formula, and sample document.
Stakeholder map: map your stakeholders (Fig. 8.14). Think of how you should

approach them to influence their perception to and get required support or
engagement. When picking up the right tactics to approach stakeholder put yourself
into the perspective “what is in it for him/her”. Define where they are, where there
should be and what impact can they make. Think of the tactics for how to com-
municate and engage stakeholders when preparing this analysis.

Fig. 8.12 As-is swim lane process example (to be updated)

8.3 Improve Forecasting with Six Sigma 401



8.3.2 Measure—Understand Your Current Performance

In measure phase, you will focus on collecting data for data analysis. Let us go
through typical deliverables of “Measure” phase in the context of demand planning
and demand management in IBP.

Data collection plan: this is a must do exercise for initiative which aims to
collect a lot of data on various levels. SAP IBP HANA unified planning area will be
definitely your main source of data but you use data from other sources, especially

Fig. 8.13 SIPOC/RACI model

Fig. 8.14 Stakeholder map

402 8 How to Measure and Improve Forecasting



when validating your measurement “system”. Data collection plan (Fig. 8.15)
should be as detail as possible.

Data preparation: in case your process design has not established required
system support for measurement (every forecast input being measured separately),
you may need to calculate performance by yourself. It is important to use mea-
surement parameters like time lag, aggregation window, and level aligned to pro-
cess outputs.

Data quality: if Weighted MAPE/Bias is calculated directly in your IBP system,
you would need to validate data which is used in Weighted MAPE/Bias error
calculation. You need to have evidence that “actuals” being used in IBP are the
same as “actuals” beings stored in source system. This exercise is called validation
of measurement system. This exercise provides an answer to question “Does data
represent what you think it does?”.

Process behavior and baseline process capability: Each of the forecast inputs
like sales representative, sales leader, sales manager, sales director, product man-
ager, demand planner, and statistical forecast would have its own forecast error data
which you need to analyze. We assume that your process design will enable those
inputs stored separately in the key figures and that you will have them backed up for
analytical and process improvement purposes.

Process capability would be expressed in parts per million (PPM) or defects per
million opportunities (DPMO). What does it actually mean? Process capability
helps you to understand how your forecast errors are being distributed per forecast
input, by various stakeholders. In data analysis, outliers will play an important role.
Process capability provides understanding of how variable your process is, is it
predictable and stable but has certain deviations from expectations (limits) or it is
highly unstable, once good once very bad. You may get some insights, including
comparison of performance between forecast inputs from your stakeholder
group. In process capability analysis, you would need to define lower and upper
control limits (UCL, LCL) and understand how to interpret Cp and Cpk values (see
Fig. 8.17).

Fig. 8.15 Data collection plan

8.3 Improve Forecasting with Six Sigma 403



In your Six Sigma project, you will learn what normal and not normal distri-
bution is. I have found below figure as very useful explanation to understand how
time series plot on the right can be mapped into histogram on the left (Fig. 8.16).

Figure 8.16 shows on right side (green line) typical time series plot of forecast
error and on left side how this is translated to histogram (gray curve). Histogram
shows forecast error data distribution. Forecast error data distribution is extremely
important.

In figure below, you can see some examples how to interpret histogram and
process capability statistics Cp and Cpk (Fig. 8.17).

You may not fully understand how to interpret forecast error histogram from
process variability perspective. Below you will find explanation of histograms
(Fig. 8.18). As you see variability of the process captured in variability of forecast
error can give you some insights about process improvement challenge. It is nor-
mally easier to center variability around expected values compared to challenge
linked to make variability in the process much lower.

There is more of basic statistics which you can learn from Six Sigma. Have you
ever thought about difference between median and average, and when to use which
one.

Graphical presentation of difference between median and average is shown in
Fig. 8.19.

Median you may consider to use when you have a lot of outliers and most often
when data distribution is not normal or skewed. Mean (average) you may consider
to use if you do not have many outliers and most often when data distribution is
normal or centric around specific value.

Fig. 8.16 How to understand histogram
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In process capability assessment, we should understand impact of outliers. Let us
have a look on outliers so events which do not fit to the pattern. Some call it “black
swans”, see Fig. 8.20.

Outliers in your process behavior may be detected with various methods above
you see standard deviation method (where +/− 3 sigma is a tolerance limit). The
other methods are described in other chapters of this book.

Why would you need to run outlier tests? One of the reasons is the fact that in
Analyze phase, you would need to select specific hypothesis testing methods and
results of test may be influenced by number of outliers.

8.3.3 Analyze—Find Root Causes of the Problem

You are correct to assume to be surprised and the end of this phase. You may find
correlations, error patterns related to specific people, product lines, geographies
which you would not expect (Fig. 8.21).

In the beginning of Analyze phase, you should focus on getting understanding
about:

• What types of trends in error we see?
• Where we sell and what/how we sell?
• How big the errors are and where, do we find any pattern in specific product

segment, product line, person providing input?
• Do we have different error patterns in sales peak season than in normal season?
• Does the error look different Year over Year and per months?

Fig. 8.17 How to understand capability charts
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Fig. 8.18 How to understand forecast error distribution

Fig. 8.19 Types of distribution and basic statistics
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• Do we have trends in over/underforecasting in product lines, people, and
locations?

• Does forecast error differ when we have dominant customer behind the SKU?

In other words, you need to understand where errors are, if there are any trends,
seasonality or correlations.

Trend in forecast error (forecast—actuals) may look like on Fig. 8.22. You may
understand how big the errors are and when they happen. You can observe sea-
sonality in forecast error pattern.

It may be important to understand spread of your portfolio versus geographies
versus average volumetric sales. Example below (Fig. 8.23) is to visualize big
differences between Germany and Spain and average vol./SKU ratio. In Spain, we
sell in average bigger lots, and it could be correlated with fact that big sales can
generate big forecast errors.

Fig. 8.20 Run chart sigma errors (Minitab chart)

Fig. 8.21 Analyze phase is an “eye opener”
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You may want to understand how your specific country Weighted MAPE dis-
tribution looks like against product segmentation (see Fig. 8.24). Product seg-
mentation could have two dimensions—ABCD which could be based on volume,
revenue, cost or profit contribution, and XYZ which could be based on coefficient

Fig. 8.22 Run chart over/underforecasting (Minitab chart)

Selected markets, volume/SKU distribution

Fig. 8.23 Product/country sales positioning (Minitab chart)
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of variation (for selected measure, e.g., forecast error). Product segmentation can be
calculated (if not existing as integral part of the process yet) in data collection/
preparation phase.

Above diagram shows where significance of errors is linked to.
You may need to understand how intermittent or seasonal your demand is. How

many zero-demand SKU/location data points you have over time? You may
understand through this analysis that many product location combinations are not
active anymore (Fig. 8.25).

Fig. 8.24 Portfolio segmentation forecast error (Minitab chart)
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Fig. 8.25 Time series plot—zero data points (Minitab chart)
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There may be various reasons why you have decline trend in zero data points,
e.g., you expose your data-cleansing activity paying off.

You may deep dive into trends for absolute errors. You may notice certain
patterns in summer–autumn periods and high peaks in Q1 like in Fig. 8.26.

This first set of analysis should aim to build your understanding about potential
options for correlations of measures (analysis) and help you to prepare hypothesis
list of root causes.

Then based on some initial findings, you would need to explore correlations.
Below you will find some examples, where term statistically significant will pop
up. Statistically significant error or trend means that it was observed in the past and
it had significant value and can be repeated in the future if “environment/
conditions” will not change.

Many times, we would ensure that we understand correlation between certain
data. Let us start with how to interpret basic statistics, see Fig. 8.27. Correlation
may have a direction which can be explained like with growth of one measure
absolute forecast error inventory level grows as well.

In the example below, we wanted to test if there is correlation between absolute
forecast error (expressed in volume) and average inventory volume (Fig. 8.28).

As part of the test, we had statistical evidence that correlation is statistically
significant (Fig. 8.29).

In the test result, we observe a high correlation (R2 is almost 63%) which is
statistically significant (p value less than 0.001) between average absolute forecast
error and average inventory volume. This data show in more simple words higher
forecasting absolute error higher inventory level.

Fig. 8.26 Absolute error per month—seasonality of errors (Minitab chart)
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Fig. 8.27 How to understand correlations

Fig. 8.28 Correlation between inventory and absolute error (Minitab chart)

Fig. 8.29 Statistics for correlation between inventory and absolute error (Minitab chart)
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We wanted to understand if same absolute forecasting error is correlated with
warehousing costs (see Fig. 8.30).

We have understood that cost correlation is even stronger, expressed in R2

74.06% (see Fig. 8.31).

Fig. 8.30 Regression between warehousing costs and forecasting errors (Minitab chart)

Fig. 8.31 Statistics for warehousing costs and forecasting errors (Minitab chart)
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As shown, there is a very high correlation between absolute forecast error and
warehouse cost. It means there is a very strong case that if absolute error is growing,
warehouse cost is also growing. This test did help us to be convinced that inventory
and warehousing cost can be used as improvement measure and business case
driver.

Your data may show other correlation, and above examples may not fit to what
you will find in your data. Based on initial analysis and findings where errors are
really positioned, we came up with some ideas to formulate hypothesis about what
caused an error. We will talk about Hypothesis testing! Below you will find few
examples of hypothesis which were formed based on data analysis and review with
business stakeholders.

Hypothesis testing

Hypothesis 1: We wanted to validate if using product segmentation in fore-
casting process may bring us some insights to differentiate ways of working, to
align ways of working with portfolio segments. We gathered relevant forecast
performance data and calculated portfolio segmentation upfront.

We defined hypothesis as follows:

Ho: No difference in process performance for different product segments
Ha: Significant difference in process performance for different product categories.

We did run tests and analyzed results of it (Fig. 8.34).
Test for ABC (we see spread of MAPE per category which is statistically sig-

nificant because p is less than 0.05) (Fig. 8.32).
Test for XYZ (we see spread of MAPE per category which is statistically sig-

nificant because p is less than 0.05) (Fig. 8.33).
Test for ABC/XYZ (we see spread of MAPE per segment which is statistically

significant because p is less than 0.05) (Fig. 8.34).
Statistical Conclusion: 0.05. P is smaller than 0.05 ! reject Ho. It means that

we have rejected hypothesis that there is no difference in performance
cross-portfolio segments.

Practical Conclusion: There is a significant difference between the MAPE of
different product segments. We were very happy to see that performance is so much
different.

This test has helped us to make decision that we should introduce portfolio
segmentation in the forecasting process.

Then, we formed another hypothesis. Hypothesis 2: We wanted to validate if
specific stakeholder (their knowledge of portfolio) would affect forecast error.

Ho: No difference in process performance for different product managers
Ha: Significant difference in process performance for different product managers.
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There is a significant difference between the forecast MAPE provided by dif-
ferent product managers (portfolio manager). Spread and magnitude of error was
visualized against the portfolio manager (1–10). There were substantial differences
(see Fig. 8.35).

Practical Conclusion: There is a significant difference between the forecast
error between product managers even correlated to their years of experience.

We formed another hypothesis. Hypothesis 3: We wanted to validate if fore-
casting level has an impact on forecasting error.

Fig. 8.32 Median test for data set with large number of outliers—Significant differences in
ABCD categories

Fig. 8.33 XYZ hypothesis testing (Minitab)
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Ho: No difference in process performance due to forecasting on different levels
Ha: Significant difference in process performance due to forecasting on different
levels.

Statistical Conclusion: 0.05. P is less than 0.05 ! reject Ho. We proved that
level (1–2–3) on which you do statistical forecasting brings differences which are
significant (see Fig. 8.36).

Fig. 8.34 ABC/XYZ hypothesis testing (Minitab)

Fig. 8.35 Forecast error driven by personal bias hypothesis testing (Minitab)
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Practical Conclusion: There is a significant difference between the MAPE in
the different forecasting levels.

One of the tests was focused on number of outliers and their impact on forecast
error. Hypothesis 4: We wanted to validate if product groups/segments with or
without outlier have different behaviors.

Ho: No difference in process performance due to number of data outliers
Ha: Significant difference in process performance due to number of data outliers.

Statistical Conclusion: 0.05. P is less than 0.05 ! reject Ho. It means that there
was a significant difference in forecast performance depending if input data had
outliers or not (see Fig. 8.37).

Fig. 8.36 Forecast error driven by forecasting level hypothesis testing (Minitab)

Fig. 8.37 Forecast error versus no. of outliers hypothesis testing (Minitab)

416 8 How to Measure and Improve Forecasting



Practical Conclusion: There is a significant difference between the MAPE for
the group of SKUs with or without outliers. The outlier is referred to the historical
sales data which were being used as input to generate statistical forecast.

Based on all hypothesis testing results, we have formulated with business
stakeholders’ proposed solutions. Above tests were only few out of which we have
done, we wanted to share with you that:

– Segmentation
– People experience
– Forecasting level
– Outliers were one of the drivers which led design solution toward specific

direction. This solution we have used to call differentiated forecasting.

8.3.4 Improve—Propose and Pilot Solution

Based on full set of analysis, hypothesis tests and interviews with business stake-
holders’ project team have decided to pilot differentiated ways of working enabled
by:

• Product segmentation
• Process measurement
• Combination of improved statistical forecasting and qualitative inputs
• Support provided by demand planning
• Demand review preparation facilitated by use of ABC/XYZ.

On the workshop, we have brainstormed which solution is more important to us,
which will have bigger impact (Fig. 8.38).

Based on this matrix, decision was taken to pilot improvement.

Fig. 8.38 Impact versus effort
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Scope of piloted improvement:

• Introduction of data-cleansing step (correction of outliers) proceeding statistical
forecasting

• Regular adjustments and review of stat. forecast algorithms’ parameters
• Introduction of market product segmentation based on

• XYZ forecast performance score where measure would be MASE
• ABCD forecasted profit contribution based on consensus forecast and

forecasted margin

• Demand planning additional trainings and preparation of demand review
• Demand planning responsible for forecast preparation (mainly statistical forecast

driven) for CX, CY, BX category, coupled with removal of sales and marketing
input for product and product customer combinations where predictability score
was high

• Focus qualitative input provided by sales and marketing on AZ, AY, AX, BZ
• Special focus on CZ and D segments provided by marketing. We wanted to use

product segmentation as instrument to inform product rationalization activities
and definition of replenishment strategies (like reorder point)

• Demand planner would prepare consensus demand forecast based on weighted
combined forecast formula.

New process was documented and approved. Training materials were prepared.
Solution was tested and measured for few months.

Results of pilot were very promising:

• Sales and marketing gained more time for sales and marketing activities
• Demand planning were more involved and were accountable for forecast

preparation for specific segments
• Demand planners led detection and correction of outliers for statistical

forecasting
• Demand planning were entitled to prepare demand review consensus proposal

often based on weighted combined forecast
• Portfolio managers have reviewed “D” class, many of SKUs were identified for

rationalizations
• Supply chain planning team used product segmentation to introduce

market-specific replenishment strategy, e.g., reorder point.

It was time to scale up and realize full benefits.

8.3.5 Control—Scale-up in Sustainable Way

In this phase, we have focused to scale up whole solution and to put in place
measures which should show us if were deviating from desired performance and
solution. In this phase, we focused our efforts on change management, trainings and
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deployment. We designed and built forecast performance dashboard with new set of
KPIs. Dashboard was used in demand review meeting as one of key instruments to
check if we deviate from expected improvement and performance targets.

8.4 Concluding Remarks

• Forecasting process becomes consensus-driven. Many inputs are being con-
sidered and need to be evaluated, therefore measurement of value add becomes
more important than ever.

• Measurement of intermittent demand is proposed to be done with service level,
inventory levels and not standard forecasting measures.

• Six Sigma project was exceeding our expectation in terms of insights and
deliverables:

• In total process efficiency measured by sales representative forecasting
combination was reduced by 66%

• In average forecast error was reduced by almost 15%.

As part of scale-up, initiative was deployed globally. A key to successful
deployment was to find right way to communicate initiative and Six Sigma. Here
are some key learnings and their explanations:

1. Cross-regional and cross-functional stakeholder onboarding
2. Success formula
3. Monetization of the impact
4. Clear definition of process measurement parameters
5. Visualization of performance, correlation of measures
6. Enabling FVA
7. Easy to access documentation and support.

Ad. 1.

We have prepared road show posters to as instrument to get familiar and onboard
x-functional and x-regional teams.

• Prepare 1 single poster which does explain project rationale, phases and
deliverables—this would be for management

• Prepare 1 poster per phase to describe deliverables and approach in each
phase—this would be for experts.
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Ad. 2.

Project team has acknowledged and confirmed that process improvement
depends on functional quality of the improvement but as well to acceptance/change
management (Fig. 8.39).

Ad. 3.

We acknowledged that monetization of improvement provided by independent
finance person was well received in the organization.

Ad. 4.

We have faced some problems when defining parameters for forecast mea-
surement. Sales and marketing were pushing for measurement parameters which
gave good “fake” performance since they were not aligned to process and business
characteristics. Example of it was aggregation window for Weighted MAPE.
Aggregation window should be aligned to cycle in which you produce forecast, in
which you run S&OP and see impact on your inventory position, financial situation.
We have seen impact on monthly basis, so we used aggregation window 1.

Ad. 5.

We have found that enriching demand review with data visualizations did help a
lot to focus on facts not opinions.

Ad. 6.

We have found out that we should regularly asses value of the forecast
adjustments provided in the consensus and differentiated forecasting process. It was
decided to enable in the system separation of inputs which enabled introduction of
forecast value-add analysis.

Fig. 8.39 Process improvement success formula
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Ad. 7 and 8.

Last but not least, sustainability of the change was based on regular trainings
which were provided, on easy to access documentation and frequent
discussions/exchange of information about process adherence and potential
improvements. We have understood that forming Center of Expertise would be a
key to sustainability of improvements.
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